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Abstract— Due to the distributed collaboration and privacy
protection features, federated learning is a promising technology
to perform the model training in virtual twins of Digital Twin
for Mobile Networks (DTMN). In order to enhance the reliability
of the model, it is always expected that the users involved in
federated learning have trustworthy behaviors. Yet, available
trust evaluation schemes for federated learning have the problems
of considering simplex evaluation factor and using coarse-grained
trust calculation method. In this paper, we propose a trust evalu-
ation scheme for federated learning in DTMN, which takes direct
trust evidence and recommended trust information into account.
A user behavior model is designed based on multiple attributes to
depict users’ behavior in a fine-grained manner. Furthermore, the
trust calculation methods for local trust value and recommended
trust value of a user are proposed using the data of user behavior
model as trust evidence. Several experiments were conducted to
verify the effectiveness of the proposed scheme. The results show
that the proposed method is able to evaluate the trust levels
of users with different behavior patterns accurately. Moreover,
it performs better in resisting attacks from users that alternately
execute good and bad behaviors compared with state-of-the-art
scheme. The code for the method proposed in this paper is
available at: https://web.xidian.edu.cn/jjguo/en/code.html.
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networks, trust evaluation.
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I. INTRODUCTION

WITH the commercial deployment of 5G, the rapid
development of Internet of Things and the consequent

new network services, the network scale is constantly expand-
ing with the continuous increasing network load. Digital
Twin (DT) technology offers great potential to bridge the
gap between the data generation from mobile networks and
the rapid and real-time data analysis requirement. A DT is
an intelligent and constantly evolving system, that monitors,
controls and optimizes the physical object throughout its life
cycle. It is mainly composed of three parts, namely 1) a
physical object; 2) a virtual twin; and 3) a mapping between
the physical object and its virtual twin that enables the
co-evolution of both physical and virtual sides. The virtual
twin is an accurate digital replica of the corresponding physical
object across multiple levels. The physical object could be a
mobile device, a machine, a robot or an industrial process.
Digital Twin for Mobile Network (DTMN) is a kind of Digital
Twin Network (DTN), which is a many-to-many mapping
network constructed by multiple one-to-one DTs. The physical
objects in a DTMN could be various entities in a mobile net-
work, e.g., smartphones, vehicle terminals, laptops and so on.
In a DTMN, physical objects and their corresponding virtual
twins can communicate, collaborate and share information to
complete various tasks. During this process, DT modeling
is the foundation to build the entire DTMN. Now, several
modeling frameworks for DT have been proposed. One of
the widely recognized modeling frameworks is a four-layer
model including the data assurance layer, modeling calculation
layer, DT function layer, and immersive experience layer [1].
In the modeling calculation layer, a model which gathers and
processes the objects’ information to model the objects plays
a key role during the modeling process.

As the scale of a DTMN expands, the amount of data
collected by physical objects will also increase. The congestion
problem will arise if such large amount of data is directly
transmitted through the communication system. Moreover,
in some scenarios (e.g. the medical scenario), private informa-
tion leakage and network security issues cannot be ignored.
The raw data transmitted to the virtual twins may leak the
privacy of the physical objects, which will make physical
objects reluctant to provide their raw data to virtual twins.
Therefore, it is a challenging problem to centrally build DTMN
models at the modeling calculation layer, where the commu-
nication and privacy issues faced may hinder the development
of DTMN.
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As one of the most promising distributed machine learn-
ing paradigms with low delay and high privacy properties,
federated learning is particularly suitable for constructing the
DTMN model. During the whole learning process, none of
the users’ raw data or training process is exposed to others,
including the aggregation server. Therefore, federated learning
enables model training in virtual twins of a DTMN without
collecting the physical objects’ raw data together. A critical
challenge posed to federated learning is the reliability of the
global model. The majority of federated learning algorithms
assume that users (participators) involved in the collaborative
model training process are trusted. However, the practical
situation is not consistent with this. Participators involved
in a federated learning system usually have no trust rela-
tionship with each other. A participator may suffer from
external attacks or be influenced by its limited resources,
which will lead to unreliable behavior. Malicious users may
disseminate false data or low-quality models to the aggregation
server to adversely affect the modeling result in digital twins.
In addition, physical objects with heterogeneous resources
(communication, computation and data resources) may also
behave differently, which may include unreliable or abnormal
behavior. It is always expected that the participators involved
in federated learning have trustworthy behaviors that can pro-
vide high-accuracy local models stably and timely according
to predefined training rules.

Trust evaluation is an efficient way to measure the reliability
of an entity’s behavior. Based on the users’ trust level, the
aggregation server is able to select the local models submitted
by users with a high trust level to update the global model
so as to enhance the reliability of the global model [2]. Most
of the existing trust evaluation methods for federated learning
only take the interaction results (positive or negative) of a par-
ticipator in each round of model training as the trust evaluation
factor. However, the trust level of a participator is influenced
by numerous factors. Moreover, the existing schemes lack
fine-grained modeling of participators’ behavior. In a feder-
ated learning system, the behavior data of participators is
multidimensional and heterogeneous. However, most of the
existing trust evaluation schemes adopt subjective logic model
or simply use four arithmetic operations to calculate the trust
value of a participator, which lacks the correlation analysis
of the behavior data. Overall, the existing trust evaluation
schemes for federated learning cannot comprehensively and
accurately evaluate the trust level of a participator.

In order to solve the problems mentioned above and then
enhance the reliability of the federated learning, we design a
trust evaluation scheme for federated learning in a DTMN. The
main contributions of this paper are summarized as follows.

- We propose a federated learning framework in DTMN,
which is in charge of constructing the models in virtual
twins of DTMN.

- To improve the reliability of the DTMN models trained
by federated learning algorithm, we design a method to
evaluate the trust level of users involved in the federated
learning which takes multiple behavior attributes and
temporal correlation of behavioral data of the partici-
pators into account. We implement the proposed trust

evaluation method and prove its efficiency. The results
show that the proposed method can accurately evaluate
the trustworthiness of participators with different behav-
ior patterns. Moreover, compared with the widely used
subjective logic based trust evaluation scheme, the pro-
posed scheme can detect more kinds of attack behaviors
from participators.

The remainder of this paper is organized as follows.
Section II reviews the related work of this paper, followed
by the preliminaries of this paper in Section III. Section IV
introduces the proposed scheme in detail. In Section V,
we give the experiments to verify the effectiveness of our
approach. Finally, Section VI concludes this paper and shows
the future work.

II. RELATED WORK

In this section, we review the latest related work of federated
learning for DT and trust evaluation schemes for federated
learning.

A. Federated Learning for Digital Twin

The digital twin paradigm emerges as one of the most
promising technologies in mobile networks that can enable
the near-instant communication and extreme-reliable mobile
services [1]. While, the rising concern of data privacy and the
collision between the massive data transmission requirement
and the limited communication resource makes the conven-
tional centralized AI algorithms are no longer suitable for the
construction of digital twin model. Federated learning is a
recent advance in distributed machine learning which has been
applied in various fields [3], [4], [5]. Due to the distributed
collaboration and privacy protection features, it is a promising
framework to perform model training in DTMN. Lu et al.
proposed an asynchronous federated learning framework for
the DT-empowered Industrial IoT to achieve privacy protection
in DTN [6]. They also proposed a blockchain empowered
federated learning framework running in DTWN (Digital
Twins for Wireless Networks) and DITEN (DIgital Twin Edge
Networks) for collaborative computing [7]. Jiang et al. used
federated learning technology to help resource-limited smart
devices in constructing digital twin at the network edges
belonging to different mobile network operators [8]. Sun et al.
used federated learning in digital twin of air-ground networks
where a drone works as the aggregator and the ground clients
collaboratively train the model based on the network dynamics
captured by digital twins [9]. They also studied dynamic
digital twin and federated learning for air-ground networks,
where an incentive scheme based on the Stackelberg game
was designed for federated learning in order to motivate clients
to collaboratively train the model [10]. Zhang et al. brought
federated learning into the DT-enabled Industrial IoT system
to achieve instant intelligence services for Industry 4.0 [11].
In these above-mentioned works, the model training takes
place on end devices. Then, the obtained models are uploaded
to corresponding servers (digital twins of the end devices) to
accomplish the model aggregation. The resulting global model
can be used to analyze the data of physical objects in real time
and support the corresponding applications.
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B. Trust Evaluation Schemes for Federated Learning
Trust evaluation is a useful means to measure the reliability

of an object’s behavior. When an object (a trustor) needs to
evaluate the trust level of another object (a trustee), it can
use the obtained information related to the trustee as input to
a trust calculation function or a trust inference model. The
calculation or inference result will be seen as the trust level
of the trustee, which can be used as the basis of decision
making.

Many trust models and trust evaluation methods have been
proposed for various systems using different theories and
techniques [12], [13], [14], [15], [16], [17]. In these schemes,
most trust calculation functions use the weighted arithmeti-
cal operation or subjective logic model on the considered
trust factors to calculate the trust value of a trustee. The
trust factors are determined by the concrete network, there-
fore the existing concrete trust assessment methods proposed
for specific application scenarios, such as ad hoc networks,
social networks and so on, are not suitable for federated
learning.

The research on trust evaluation method for federated
learning is still in its infancy. To date, a few trust evaluation
methods for federated learning have been proposed. Several
researchers used the reputation value of a user to measure
its trust level. Song et al. proposed reputation calculation
method for users in federated learning using subjective logic
model [18]. In this scheme, the reputation value of a user
represents its trust level and local models uploaded by users
with a high trust level will be assigned a greater weight in
the global model aggregation process. The authors considered
learning effects, the failure probability of packet transmission
and dataset quality as the trust factors in their scheme. In order
to find reliable users (participators) in federated learning,
Kang et al. proposed a reputation evaluation method based
on subjective logic model [19], [20]. In their scheme, the
interaction timeline (recent or past interactions) and interaction
effects (positive or negative interactions) are considered in
the reputation calculation function. The final reputation of
a user is the combination of the local reputation opinion
of the aggregation server and the recommended reputation
opinions from other learning task publishers. In order to
identify trustworthy users to participate in federated learning
tasks, Maslamani et al. proposed a reputation management
mechanism based on deep reinforcement learning to evaluate
the trustworthiness of a user [21]. In this scheme, the reputa-
tion calculation is also based on the subjective logic model.
In some reputation calculation methods for users of a federated
learning system, the reputation value of a user is calculated
based on the extent to which its local model contributes to the
global model [2], [22], [23], [24]. Gholami et al. proposed
a trust evaluation scheme for users involved in federated
learning to enhance the security of the federated learning [25].
In their scheme, the factor that determines the trust value
of a user is the number of times up to now that the user’s
behavior has been benign and malicious. The model they
used in the trust calculation function is the Beta distribution.
Bao et al. proposed a trust evaluation scheme for federated
learning [26]. In this scheme, the trust value of a participator

is calculated based on the evaluation of the co-participators in
model training and the model users.

From the above discussion, we can see that in available
trust evaluation methods, the trust level of a user involved in
federated learning is calculated mainly based on a single trust
factor, the contribution of the user’s local model to the global
model or the interaction results (positive and negative) between
the user and the aggregation server. They did not construct a
fine-grained model to depict participators’ behavior. Moreover,
the behavioral data of participators is multi-dimensional and
heterogeneous, while most existing trust evaluation schemes
adopt a simple quantitative method to analyze those data,
which lacks the correlation analysis of those data. Therefore,
the existing trust evaluation models cannot comprehensively
and accurately evaluate the trust level of a participator in a
federated learning system.

Based on the above issues, we propose a trust evaluation
scheme to calculate the trust level of users in a federated
learning system in a fine-grained manner. In the proposed
scheme, we combine the local (direct) trust value with rec-
ommended (indirect) trust value of a user to obtain its final
trust level. We design a user’s behavior model from multi-
ple dimensions so as to evaluate the local trust value and
recommended trust value of a user in a comprehensive way.
In addition, we propose a temporal correlation analysis method
to measure a user’s behavioral stability and its familiarity with
the aggregation server to more accurately describe its trust
level.

III. PRELIMINARIES

In this section, we discuss the preliminaries and assumptions
for our scheme.

A. System of Digital Twin for Mobile Network

DTN is a many-to-many mapping network that is con-
structed by multiple one-to-one DTs. It uses advanced com-
munication technologies to realize real-time information inter-
action between the physical object and its virtual twin, the
virtual twin and other virtual twins, and the physical object
and other physical objects. DTMN is a kind of DTN in which
the physical world is made up of a wide variety of mobile
devices connected by mobile networks.

Fig. 1 gives a brief infrastructure of the DTMN. Various
mobile devices, such as sensors, cameras and smart phones,
can connect with IoT gateways, Wi-Fi access points (APs)
and base stations to form the physical world. Real-time data
generated in the physical world can be transmitted to the
virtual world via mobile networks. In this process, the physical
object (device) is a mobile terminal, connected to the mobile
access network through a mobile network access point, and
finally connected to the virtual twin on the Internet. The virtual
world is composed of several virtual twins corresponding to
different physical objects. There are mainly two kinds of
virtual twin deployment schemes. One is that all virtual twins
are centrally deployed on a cloud server. Unlike the com-
munications between physical objects that consume wireless
spectrum resources and radio power, this virtual mode mainly
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Fig. 1. Framework of DTMN.

depends on DT servers’ computing capability to model the
data transmission behavior. In this case, the real-time data of
the physical objects will be transmitted to the virtual twins
first, and then a centralized AI algorithm will be run based
on these data to accomplish the modeling process of the
DTMN. The other one is to have virtual twins distributed
deployed across multiple edge servers rather than centrally
deployed on a single server, which is able to improve the
security and efficiency of the model training process. Under
the circumstance, model training in the virtual twin can be
accomplished by federated learning, and the raw data of the
physical objects will not be transmitted to the virtual twins.
In this paper, we assume the virtual twins are deployed in
the decentralized manner and the model training process is
accomplished by federated learning.

The framework of a virtual twin is shown in Fig. 2. It mainly
includes a data sharing module, a modeling module and a
digital twin management module. The data sharing module is

Fig. 2. Framework of a Virtual Twin.

responsible for collecting and storing various network data,
and providing data services and a unified interface to other
modules. The modeling module completes data-based model-
ing and provides the obtained model for various network appli-
cations. The digital twin management module is in charge of
the lifecycle management and visualization of the digital twin.

B. Federated Learning System

Federated learning (FL) is a new machine learning paradigm
allowing multiple users (FL users), such as mobile phones,
sensors or drones, to train a model (e.g. a neural network) col-
laboratively, without exchanging their local raw data, thereby
preserving data privacy to a great extent. There are mainly
three types of entities in a federated learning system, namely
user (participator), aggregation server and task publisher. The
aim of the training process is to optimize a global loss function
through minimizing the weighted average of every user’s local
loss function on its local data. The model training process
usually consists of the following steps.

1 The task publisher publishes the federated learning task.
Then, the aggregation server exposes a shared initial
global model to users.

2 Each user trains its local model over its local data and
the received global model. Then, it uploads the weights
or gradients (i.e., local model update) of its latest local
model to the aggregation server for updating the global
model.

3 The aggregation server updates a new global model
according to a predefined aggregation rule over the
received local models. Then it sends the updated global
model to users.

4 Users and the aggregation server will repeat steps 2 and 3
above until the model converges or reaches a predefined
number of iterations.

Users with high-quality local models can lead to faster
convergence of the local loss function and the global loss func-
tion. In addition, a reliable and high-quality communication
environment can also decrease the training time. Consequently,
trustworthy users with high-quality local models and reliable
communication performance can significantly improve the
learning efficiency of federated learning, e.g., with less training
time and higher accuracy.

IV. PROPOSED METHOD

In this section, we give the proposed trust evaluation method
for federated learning in detail. We assume federated learning
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is used to accomplish the model training in virtual twins of
a DTMN. The proposed scheme can be used to solve the
trustworthy user selection problem in a federated learning
scenario, so as to enhance the security of federated learning
and ensure the performance of the DTMN. The main notations
used in this paper and their meanings are summarized in
Table I.

A. System Model

In this section, we will introduce the system model we
considered in this paper. As shown in Fig. 3, in order to
enhance the efficiency of operation and users’ privacy, mobile
network operators adopt digital twin technology to copy the
real-time running of the real network and further simulate
and analyze the data from the physical world by federated
learning. There are mainly four modules in the considered
system. They are task publisher, virtual twins deployed in
edge servers, mobile devices and APs. The task publisher
publishes model learning tasks based on the mobile network
operator’s specific requirements (e.g., deploying new services,
resource allocation and so on) and makes a decision based on
the obtained model. A huge number of mobile devices signed
up to the mobile network operators are randomly distributed
in the coverage areas of their corresponding access points
(APs). These devices are able to connect to the APs located
within their communication area. Here, each AP can be a
Wi-Fi or a femtocell AP. Both the smart devices and the APs
synchronize their data with the corresponding digital twins
that are maintained by the associated edge servers. During
the modeling process, mobile devices or APs train their local
models using the data they owned. Only the parameters or
the gradients of the obtained local models will be uploaded to
the corresponding aggregation servers, which is deployed at
virtual twins.

We assume there are N virtual twins in a DTMN in total,
which is denoted as V T = {vt1, vt2, · · · , vtN}. The users
(devices) set in the physical world is denoted as MD =
{u1, u2, · · · , uM}. Here, MD includes all entities that per-
form local model training and upload the local model to the
aggregation server, which may include mobile devices and
APs. These users who participate in learning are also called
participators. Each virtual twin has several corresponding users
that participate in its model training process. Denote set Ui =
{u1

i , u
2
i , · · · , usi

i } as the corresponding user set of vti, and we
have MD = ∪i∈[1,N ]Ui. The workflow of federated learning
in DTMN is shown as follows.

1 System initialization. First, a task publisher publishes a
model learning task. Virtual twins associated with the task
publisher will generate an initial global model related to
this task. Then, the initial global model and the task will
be broadcasted to users of the system.

2 Local model training. If a mobile device receives the
learning task and the initial global model, it will train a
local model based on its local data. Then, the local model
will be uploaded to the associated AP. For devices with
limited computation and energy resources, which may
be insufficient for local models training and uploading,

TABLE I
MEANING OF NOTATIONS USED IN THE FOLLOWING SECTIONS

it will transmit local data to the corresponding AP to
accomplish the local model training. These local models
will be transmitted to the aggregation server of the
modeling module in corresponding virtual twin.
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Fig. 3. Framework of Federated Learning in a DTMN.

3 Trust-based global model aggregation. The modelling
module of each virtual twin that is deployed on edge
servers will update the global model based on the local
models it receives using a certain aggregation rule (such
as FedAvg [27]). During the aggregation process, it will
first select local models uploaded by trustworthy users
(participators) based on their trust values, and then aggre-
gate the selected local models to get the updated global
model.

4 Trust calculation. After each round of global model
aggregation, the aggregation server (virtual twin) will cal-
culate the local trust value of participators in this iteration.
Meanwhile, during the operation of the DTMN system,
each virtual twin constantly receives the recommended
trust value of users from other virtual twins. Based on
the local trust value and the recommended trust value,
virtual twins can obtain the global trust value of each
user that participated in its model training process.

5 Trust update. virtual twins update the trust value infor-
mation stored in the trust information storage database
based on the latest trust calculation results.

Mobile devices, APs, and virtual twins will repeat steps 2-5
until either the aggregated global model converges or the
number of iterations reaches a preset limit. After the training
process, the task publisher is able to use the final obtained
global model to make a decision.

B. Trust Behavior Model

In order to evaluate a user’s trust level for participating in
federated learning in a certain virtual twin, the virtual twin
needs to record the user’s behavior of participating in federated

learning as comprehensive as possible. The trust evidence of
user ui recorded by vtj under context c can be formalized
as a quadruple shown in Eq. 1, where BM c

i is an ordered
set that records the behavior when ui interacts with vtj , RLc

i

is a set that records the recommended trust of ui from other
virtual twins under context c. Here, ui interacts with vtj means
that ui participates in the federated learning in vtj . With
the information recorded in BM c

i and RLc
i , vtj can obtain

the local trust profile (denoted as L_TP c
i ) and nonlocal trust

profile (denoted as NL_TP c
i ) of ui respectively, which will

be used in the proposed trust calculation functions.

TEc
i,j =< BM c

i , RLc
i , L_TP c

i , NL_TP c
i > (1)

Context here refers to information related to the user’s
behavior, such as when the behavior occurred, the type of
learning task being performed when the behavior occurred,
and so on. In this paper, we only consider using behaviors
and recommended trust information under the same context to
complete the trust evaluation, so we do not give the specific
content of the context here, which should be determined
according to the specific application scenario.

The behavioral record set BM c
i can be formalized as Eq. 2.

We assume the maximum length of BM c
i is G because of the

limitation of the storage resource, and the length of BM c
i is

denoted as lgi,c. Each element (bhc
i,k) in BM c

i records the
behavior of ui on the k-th interaction with vtj . Eq. 3 shows
the formalization of bhc

i,k, where acci,k is the abnormal degree
of ui’s k-th interaction with vtj , and delayi,k represents the
delay of uploading the local model when ui participates in
the federated learning iteration for the k-th time with vtj .
We assume virtual twins have the ability to detect the anomaly
of the local model uploaded by each user using available local
model anomaly detection methods [28]. The more abnormal
the detection result is, the smaller the value of acci,k is. The
value range of the abnormal degree (acci,k) is [0, 1].

BM c
i =< bhc

i,k >, i ∈ [1, M ], k ∈ [1, lgi,c] (2)

bhc
i,k =< ui, c, acci,k, delayi,k > (3)

Each element rlik,c within the recommended trust record
set RLc

i (shown in Eq.4) is a piece of message, including the
recommended trust for ui under context c sent by other virtual
twins. Eq. 5 shows the formalization of rlik,c, where vtk is the
identify of the recommender, rtci,k is the recommended trust of
vtk to ui, hc

i,k represents the number of interactions between
vtk and ui under c, and t is the sending time of rlik,c. Due to
the storage resources limitation and time forgetting factor, only
the last Q pieces of recommended trust messages are recorded
in RLc

i . If RLc
i is full when a new recommended message is

received, the message with the earliest sending time will be
deleted and the latest message will be inserted.

RLc
i = {rlik,c|k ̸= j} (4)

rlik,c =< vtk, rtci,k, hc
i,k, t > (5)

Based on the information recorded in BM c
i , vtj is able to

depict the local profile of ui in terms of the reliability and
stability of its behavior, which can be formalized as Eq. 6.
Here, we use Ri

c and Si
c to represent the reliability and stability
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of ui’s behavior under context c respectively. Ri
c is an ordered

set shown in Eq. 7 that records the behavioral reliability of
ui under context c. The value of ri

c,k can be calculated by
Eq. 8, where caf and cdf are parameters used to describe the
abnormal and delay conditions of ui respectively.

L_TP c
i = (ui, c, R

i
c, S

i
c) (6)

Ri
c = {ri

c,k|k ∈ [1, lgi,c]} (7)

ri
c,k = sigmoid(ci

af,k)× ci
df,k =

1

1 + e−ci
af,k

× ci
df,k (8)

The abnormal factor of ui, which is denoted as ci
af,k, can

be obtained by Eq. 9. As a rule of thumb, the probability of
a user having abnormal behavior in the future is more closely
related to its recent behavior. So, we use θ∆tq to show this
property. Here, θ is a time-forgetting factor which falls within
[0, 1] and ∆tq is the interval between the happening time of
ui’s q-th interaction with vtj and the current time. Thus, the
earlier the interaction happens, the lower proportion it takes
in the calculation of the abnormal factor. In the same way,
we calculate the value of delay factor ci

df,k by Eq. 10.

ci
af,k = fa({acci,q|q ∈ [1, k]})

= 1− e−
∑k

q=1(acci,q×θ∆tq ) (9)

ci
df,k = fd({delayi,q|q ∈ [1, k})

= 1− e−
∑k

q=1(delayi,q×θ∆tq ) (10)

Eq. 11 gives the way to calculate the behavior stability of
user ui under context c, which is the fourth element in L_TP c

i .
From Eq. 11, we can see that the more similar the reliability of
user ui’s behavior is between adjacent interactions in context c,
the higher the stability of ui’s behavior will be. For users with
high stability behaviors, there may be two kinds of behavior
patterns. The first pattern is that the user performs poorly all
the time (all values of acci,k are small), and the other one is
that the user performs well all the time (all values of acci,k

are large).

Si
c = 1−

∑lgi,c

k=1(|ri
c,k+1 − ri

c,k|)
lgi,c − 1

(11)

The trust profile of the recommended trust of ui under
context c (NL_TP c

i ) is shown in Eq. 12, which is made up of
two aspects. The first one is the total number of interactions
of ui with other virtual twins except vtj under context c. The
second one is the latest recommended trust value of ui under
context c (recom_Tc(i)), the calculation method of which will
be described in next section.

NL_TP c
i =< Hc

i,j , recom_Tc(i) > (12)

C. Trust Evaluation Method

In this section, we will introduce the proposed trust eval-
uation method. The goal of our method is to calculate the
trust value of users participating in federated learning. Here,
we consider that the higher the probability of delivering a
high accurate local model to the aggregation server (deployed

Fig. 4. Workflow of the proposed trust evaluation scheme.

in virtual twin) in a timely manner, the higher the trust value
of a user, and vice versa. In this way, the aggregation server
can select users with high trust values to update the global
model, so as to improve the training efficiency and accuracy
of the global model as much as possible.

The workflow of the proposed trust evaluation method is
shown in Fig. 4. Upon there is direct interaction between vtj
and ui, vtj will record ui’s behavior and update its behavioral
record BM c

i . Then, based on the latest behavioral record set,
the behavioral reliability of ui will be updated as well. Using
the latest obtained reliability (the last element in Ri

c), vtj is
able to evaluate ui’s trust level based on the current iteration.
Then, the local trust of ui can be calculated. While computing
the local trust, vtj keeps receiving recommended trust infor-
mation sent by other virtual twins. Once the recommended
trust information is received, the recommended trust of the
corresponding user will be updated immediately. Finally, with
the latest recommended trust value of ui and its local trust
value, the global trust value of ui will be obtained by Eq. 13.
The calculation methods for the local trust value and the
recommended trust value of ui will be introduced in detail
below.

Eq. 13 shows the function to calculate the global trust value
of vtj to ui under context c. We can see T j

c (i) depends on
the local trust value (local_T j

c (i)) and the recommended trust
value (recom_T j

c (i)) of ui under context c. ωl,i and ωr,i are
the weights of ui’s local trust value and recommended trust
value respectively. We have ωl,i ≥ 0, ωr,i ≥ 0 and ωl,i+ωr,i =
1. Here, local_T j

c (i) is calculated based on the behavior of ui

when it interacts with vtj , and recom_T j
c (i) is obtained based

on the recommended trust information of ui from other virtual
twins.

T j
c (i) = ωl,i · local_T j

c (i) + ωr,i · recom_T j
c (i) (13)

The reason we take both local interaction information and
recommended information into account in the trust evaluation
function is that we cannot guarantee that there is always
available trusted local interaction information or recommended
information. Therefore, we need coefficients ωl,i and ωr,i to
determine whether and to what extend we can count on local
trust information and recommended trust information in the
trust calculation process. The value of ωl,i and ωr,i varies in
different situations based on the relative quantity of local trust
information and recommended trust information.
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Eq. 14 shows the method for calculating ωl,i. After we get
the value of ωl,i, we can also easily calculate the value of ωr,i

according to the above assumption, as shown in Eq. 15. We can
see that the value of ωl,i depends on two parameters αi, βi

and a function fω(σi). The greater the value of αi and fω(σi),
the greater the weight of the local trust value. αi reflects the
proportion of the number of user ui’s direct interactions with
vtj to the average number of direct interactions between all
users within Uj and vtj . Similarly, βi represents the ratio of
the number of direct interactions between ui and other virtual
twins to the average number of direct interactions between all
users within Uj and other virtual twins. σi indicates the relative
quality of ui’s local trust information to its recommended
trust information. We can see that when there is no direct
interaction, the value of αi and ωl,i will be 0. Similarly,
if there is no indirect interaction between ui and other virtual
twins, βi will be 0 and the value of ωl,i will be 1. Here,
we use the relative number of direct interactions between ui

and vtj and indirect interactions between ui and other virtual
twins to measure the weight of local trust and recommended
trust, so that the weight of both can be measured more
accurately when the numbers of direct interactions and indirect
interactions are both large or small. The calculation method
of parameters αi, βi, σi and function fω(σi) are shown in
Eqs. 16, 17, 18 and 19 separately. The parameter ξ in Eq. 19 is
a predefined threshold to determine the upper bound of fω(σi).

ωl,i =
αi·

fω(σi)
fω(σi)+1

αi·
fω(σi)

fω(σi)+1+βi· 1
fω(σi)+1

(14)

ωr,i = 1− ωl (15)

αi = hc
i,j

1
si
·
∑

uk∈Uj
hc

k,j

(16)

βi = Hc
i,j

1
si
·
∑

uk∈Uj
Hc

k,j

(17)

σi = hc
i,j

Hc
i,j

(18)

fω(σ) =

{
ξ, if σ ≥ ξ

σ, otherwise
(19)

D. Local Trust Calculation

In this section, the calculation method of local_T j
c (i) (local

trust of vtj to ui under context c) is given in detail. After each
direct interaction, vtj will evaluate the trust value of ui based
on ui’s behavior during that interaction, which is denoted
as curr_T j

c (i). However, this evaluation result cannot fully
reflect the trust level of ui, so we must make a comprehensive
evaluation by combining it with the trust level of ui’s behavior
during other direct interactions (namely history interactions)
with vtj over a certain period of time, which is denoted
as hist_T j

c (i). Therefore, the value of local_T j
c (i) is the

weighted sum of curr_T j
c (i) and hist_T j

c (i), which is shown
in Eq. 20.

local_T j
c (i) = ωcurr,i · curr_T j

c (i) + ωhist,i · hist_T j
c (i)

(20)

Eq. 21 shows the calculation method of hist_T j
c (i). It is

the weighted sum of the behavioral reliability of ui under

context c. The weight φv ensures that the influence of the
reliability of a user’s behavior during a given period on its
trustworthiness diminishes over time. The value of φv can be
calculated by Eq. 22, where cti,v is the time to calculate ri

c,v .

hist_T j
c (i) = Σlgi

v=1(r
i
c,v ×

φv

Σlgi

r=1φr

) (21)

φv = 2−(t−cti,v) (22)

The value of curr_T j
c (i) is calculated based on Eq. 23,

which is the result of the most recent evaluation of the
reliability of ui (ri

c,lgi
). If the reliability of ui during its latest

interaction with vtj is less than 0.5, we assign curr_T j
c (i) as

0. Otherwise, the value of curr_T j
c (i) should be between the

value of ri
c,lgi

and 0.5 (uncertain). If vtj has enough direct
interaction experience with ui (the number of interactions
exceeds a certain threshold), the more times vtj interacts with
ui, the more confident vtj has in its reliability assessment
result, so the closer the value of curr_T j

c (i) is to ri
c,lgi

.
Otherwise, the more the value of curr_T j

c (i) tends to be
uncertain (0.5). The function g(hc

i,j) in Eq. 23 is used to adjust
the value of curr_T j

c (i), which can be obtained by Eq. 24.
From Eq. 24 we can see that the smaller the value of λ , the
slower the value of λh2 + 1

2 goes to 1. It ensures the value
of curr_T j

c (i) grows slowly and falls fast, which is consistent
with the nature that trust value is difficult to increase and easy
to decrease. Eq. 25 gives the calculation method for parameter
ε in Eq. 23.

curr_T j
c (i) = (0.5 + g(hc

i,j) · (ri
c,lgi

− 0.5)) · ε (23)

g(h) =

 λ · h2 +
1
2
, if 0 ≤ h ≤ 1

2
√

2λ

1, otherwise
(24)

ε =

{
1, if ri

c,lgi
> 0.5

0, otherwise
(25)

The weights of curr_T j
c (i) and hist_T j

c (i) are denoted as
ωcurr,i and ωhist,i separately and can be obtained by Eq. 26
and Eq. 27. The more familiar vtj is with ui and the more
stable the ui’s behavior, the more confident vtj has in its
evaluation result of ui’s local trust value. So, the value of
ωhist,i is the product of Ωi,j and Si

c. Here, Ωi,j represents the
familiarity of vtj to ui. The greater the number of interactions
between vtj and ui, the larger the value of Ωi,j , which means
that vtj is more familiar with ui. Eq. 28 gives the way to
calculate Ωi,j .

ωcurr,i = 1− ωhist,i (26)

ωhist,i = Ωi,j · Si
c (27)

Ωi,j =

 1− 1
ϕ
√

ehc
ij − 1 + 1

, if hc
ij ≥ 1

0, otherwise

(28)

E. Recommended Trust Calculation

The recommended trust of ui under context c can be calcu-
lated by Eq. 29. It is the weighted sum of the recommended
trust values of other virtual twins to ui, where rtci,k is the
second element of rlik,c which is shown in Eq. 5. We can
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TABLE II
MEANINGS AND VALUES OF PARAMETERS USED IN EXPERIMENTS

see that the more direct interaction experience a recommender
has with ui under c, the more weight the recommended trust
(rtci,k) from this recommender occupies in the calculation of
recom_T j

c (i).

recom_T j
c (i) = Σ|RLi

c|
k=1 (

hc
i,k

Hc
i,j

× rtci,k) (29)

V. NUMERICAL EXPERIMENTS

In this section, we will describe the simulations and analysis
that were undertaken to verify the effectiveness of the proposed
scheme.

A. Experiments Setup

All of the experiments were conducted on a desktop with an
Intel(R) Core(TM) i5-10400 processor and a CPU of 160 GB
memory. The programming platform is Python 3.8.8 and
Anaconda 4.10.1. Table II gives the meanings and values of
parameters used in the following experiments.

We assume there are 100 virtual twins (vt1 to vt100)
and 100 users involved in the system. We mainly simulate
the trust evaluation of vt1 to the users who participated in
its model training task. Other virtual twins (vt2 to vt100)
provide recommended trust information about the users to vt1.
We assume the virtual twins are trusted that the recommended
trust value provided by vtj (j ∈ [2, 100]) to vt1 is its actual
evaluation result and there is no collusion between virtual
twins. The initial trust values of all users are set to 0.5. Virtual
twin considers users whose trust values fall into [0.8, 1] as
benign users. A user with a trust value of less than 0.4 will
be considered as a malicious user. If the trust value of a user
is within [0.4, 0.8], the virtual twin will consider its as an
uncertain user.

There are two types of users in the experiments, namely
benign user and malicious user. In one round of model
iteration, a user can show good performance, that is, provide a
high-accuracy local model timely. It may also behave poorly,
such as uploading abnormal local models and experiencing
timeouts. A benign user always performs well. A malicious
user may have different strategies to compromise the federated
learning. All the possible behavior patterns of users are listed
in Table III. Pattern 1 is the behavior pattern of benign users.
Pattern 2 to pattern 6 are the behaviors of malicious users.

In order to measure the feasibility of the proposed method,
we first analyze the evolution of trust values of users with
different behaviors. Then, it is obvious that the trust value of
a user is related to three parameters, namely the familiarity
degree with virtual twin vt1 (Ωi,1), the time forgetting fac-
tor (φ) when calculating the historical trust value, and the

TABLE III
BEHAVIOR PATTERNS OF USERS CONSIDERED IN THE EXPERIMENTS

Fig. 5. Trust value evolution of users with different behavioral patterns.

threshold ε. Therefore, we study the influence of these three
parameters on the trust evolution of a user. Finally, we compare
the performance of the proposed method and the subjective
logic based trust evaluation method which is widely used in
available trust evaluation schemes.

B. Experimental Result

Fig. 5 shows the trust evolution of users with different
behavior patterns. We can see that the trust value of a user
with pattern 1 behavior rapidly rises to 0.8 after it interacts
with vt1 for a few times, and then slowly increases as
the increasing number of interactions. For users with other
behavioral patterns (pattern 2 to pattern 6), their trust values
can drop below 0.4 in a short period of time. Therefore,
the proposed method is able to evaluate the trust value
accurately for users with different behavior patterns, so as
to provide an effective decision support for the virtual twin.
More specifically, the trust evolutions of malicious users with
different behavior patterns are also different. A user with
behavior pattern 2 always has the lowest trust value because
it always performs poorly. For users who alternate between
good and malicious behavior (pattern 3, pattern 4, pattern 5
and pattern 6), the higher the proportion of the number of
good behaviors in an alternating cycle, the greater the trust
value, except for pattern 5. Comparing behavior pattern 4
and pattern 5, although the time of good performance and
bad performance are the same, the trust value of a user with
pattern 5 is higher than that with pattern 4. Even so, the user
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Fig. 6. Trust value evolution of a benign user in case of sudden failure.

Fig. 7. Influence of the familiarity between the virtual twin and a user on
the user’s trust level.

with behavior pattern 5 will still be able to be recognized as
a malicious user after a few times of interaction.

Fig. 6 shows the trust value evolution of a benign user
in the case of a sudden failure during interaction with the
aggregation server. We can see that the sudden failure of a
benign user will lead to a sharp decline in its trust value.
While, with the subsequent good interactions, its trust value
rises slowly at first, and then after several successive rounds of
good interactions, its trust value reaches the previous height
soon. Therefore, if the trust of a benign user decreases due
to occasional failures, the trust value can still return to the
same level before the failure after several consecutive good
interactions. During the whole interaction process, its trust
value is never lower than 0.5, so it will not be judged as
a malicious user by the virtual twin. It can be seen that the
proposed scheme has good robustness.

In order to study the influence of the familiarity between the
virtual twin and a user on the user’s trust level, we assume all
users in the system are benign users and we divided them into
two groups equally. After the task publisher publishes a learn-
ing task, users within the first group participate in the learning
from the first iteration, while users within the second group
participate in the learning from the 50-th iteration. Under the
above configuration, the familiarities between vt1 and users
within the two groups are different.

Fig. 7 gives the trust evolution of users within the two
groups separately. We can see that the trust value of users
within group 1 increases with the increasing number of iter-
ation. After the 50-th iteration, users within group 1 have a
higher familiarity with vt1 and the trust value of them have
reached 0.8. While the users within group 2 have no iteration

Fig. 8. Influence of the time forgetting factor on user’s trust value evolution.

with vt1, so their trust value remains at the initial trust value
of 0.5 and the familiarity with vt1 is 0. From the 51-th round,
all users participated in the learning iteration with different
familiarities with vt1. As the number of iterations increases,
the familiarity of users within group 2 with vt1 is getting
closer to that of users within group 1. Thus, the trust value of
users within group 2 is also getting closer and closer to that
of users within group 1 which represents the real trust level
of benign users.

Fig. 8 gives the influence of the time forgetting factor
(φν) on a user’s trust evolution. We set the value of φν

as 2−(t−cti,v) as shown in Eq. 21 and a nonzero constant
separately. When φν is a nonzero constant, it means that
all historical behaviors’ reliability has the same weight when
calculating the historical trust value, no matter how long ago
the reliability information was obtained. In this case, a user’s
historical trust value is the average value of all elements in
the reliable record set of ui (Ri

c). Then, we evaluate the trust
value of a malicious user (called mu) who performs well in
the first 90 rounds of iteration with vt1 to accumulate a high
trust value and then performs poorly in the following rounds.
We can see with the time forgetting property, the trust value
of mu could decrease below 0.4 quickly from the 91-th round,
and the virtual twin could quickly find mu is a malicious user.
If we do not consider the time decay factor, the trust value of
mu will also decrease. While the decline is so small that even
after executing 10 malicious behaviors, its trust value is still
higher than 0.5, and it is difficult for the virtual twin to find
malicious user mu in a short time.

Fig. 9 shows the influence of ε on the trust evolution
of users with different behavior patterns. In this experiment,
we compare the trust value evolution of users with different
behavior patterns when the value of ε is assigned as a
constant 1 and the result of Eq. 25 separately. When ε equals
1, it can be deleted from Eq. 23, which means the ε will not
influence the trust value of a user. We can see for a benign
user with behavior pattern 1, there is almost no difference
in its trust value when ε takes constant 1 and the result of
Eq. 25, respectively. This is because the reliability of the user
is always greater than 0.5, the result of Eq. 25 is always equal
to 1. While for malicious users, whether it behaves good and
bad alternatively (pattern 3, pattern 4, pattern 5 and pattern 6)
or performs malicious behavior all the time (pattern 2), the
existence of ε (ε equals the result of Eq. 25) can inhibit the
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Fig. 9. Influence of the value of ε on the trust value evolution of users.

Fig. 10. Comparison between the proposed method and the subjective logic based method.

growth of trust value of these malicious users. This is because
for malicious users, when its reliability is lower than 0.5 in a
certain iteration, its trust value for this interaction will be 0,
which will lower its local trust value.

We compare the performance of the proposed method
and subjective logic based trust evaluation method and the
comparison result is shown in Fig. 10. We can see that for
users with behavior pattern 1 and pattern 2 (always performs
well or poorly), both the proposed method and the subjective
logic based method can accurately evaluate their trust values.
For users with behavior pattern 3, pattern 4 and pattern 6, the
proposed method always performs better than the subjective
logic based method. For users with behavior pattern 5, during
the first several rounds of iteration, the trust value obtained by
the proposed method and the subjective logic based method

are about the same (0.5). With the increasing number of
interactions, the trust value calculated by the proposed scheme
shows a downward trend, while the trust value obtained by the
subjective logic based method remains unchanged. Therefore,
the proposed scheme performs better in resisting attacks that
alternately execute good and bad behaviors.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose a trust evaluation scheme for
federated learning in DTMN. The trust value of a user partic-
ipating in the federated learning system depends on the direct
trust of the trustor and the recommended trust information
from other virtual twins. We design behavior model for users
in a fine-grained and comprehensively manner. Based on a
user’s behavior model, its local trust value and recommended
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trust value can be obtained. In the proposed trust calculation
functions, not only the factors like interaction results and time
decay are considered, behavior properties including stability
and reliability are also taken into account, which makes
the evaluation results more accurate. In addition, an adap-
tive weight calculation method is proposed to determine the
weights of local trust and recommended trust when calculating
the global trust. A series of simulation experiments have done
to verify the performance of our method. The results show
that our scheme is able to evaluate the trust value of users
with different behavioral patterns. Moreover, our scheme also
performs better than its state-of-the-art counterparts in terms
of detecting malicious users.

For the proposed scheme, we assume all the trust informa-
tion about a user is obtained under the same context. While
in real scenarios, the trust information, especially the recom-
mended trust value of a user, may be evaluated under different
contexts. In the future, we will study the trust evaluation
problem in federated learning under different contexts.
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