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Performance Measures for Validation of Oil
Spill Dispersion Models Based on
Satellite and Coastal Data

Chris Dearden

Abstract—This article presents a set of performance metrics,
whose purpose is to provide a quantitative measure of the ability
of oil spill dispersion models to simulate real-world oil spills. The
metrics are described in detail and are applied to the output from
an existing oil spill model for two specific case studies. The metrics
in question make use of both satellite imagery and coastal impact
reports as the basis of the validation. Specifically, we recommend
the 2-D measure of effectiveness as a means of quantifying model
performance based on the extent of overlap between the obser-
vations and the model output. Additionally, we show that it is
advantageous to supplement the 2-D measure of effectiveness with
a newly proposed set of skill scores, based on the geometric area
and centroid of a given oil spill. We also demonstrate how the
metrics can be used to assess the sensitivity of a model to its
input parameters and the impact this has on the accuracy of the
resultant forecast. Finally, we offer a real-world interpretation for
each metric introduced and suggest ways that they can be used to
assist in cleanup operations of actual oil spills.

Index Terms—Model checking, numerical simulation, oil
pollution.

I. INTRODUCTION

IL spills at sea can have profound impacts on ecosys-
O tems, the environment, public health, the economy, and
communities. Oil spill dispersion models aim to help reduce
the environmental impact by predicting the trajectory of oil
spilled at sea. With this information, assets (vessels and air-
craft) can be directed to the likely location of the oil, and
any mitigation strategies can be deployed effectively, e.g., oil
booms and dispersant. Predicting the trajectory and fate of the
oil is especially important in the initial stages of the spill before
regular surveillance operations have been set up. As an incident
progresses, modeling can also show the potential for shoreline
impact, helping optimize cleanup operations. With the impact
and cost of oil spills being so high, any assistance that can be
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provided by oil spill modeling can be significant. Oil spill mod-
eling also has a big part to play in risk assessment and readiness
planning. By simulating potential scenarios to see the impact
they might have, governments, oil exploration and production
companies, insurance companies, and other stakeholders can
assess whether they have the necessary funds, equipment, and
processes to respond.

In order for the output from oil spill models to be relied upon,
it is important to be able to demonstrate that their predictions are
accurate, but also that the limitations of a model are understood.
Central to this is the process of model evaluation. Oil spill
models are typically validated based on historical data from three
main sources: drifter measurements, satellite observations, and
coastal reports. Drifters provide frequent and precise location
tracking data over a sustained period, usually several weeks.
They are essentially simple floating GPS devices traditionally
used to monitor ocean currents, but they can also be used to
simulate the 2-D spatial evolution of an oil slick. However, a
limitation of the drifter method for validation is that strictly
it only provides an evaluation of the accuracy of advection
processes in the model (e.g., the movement of oil due to wind
and wave motions). Advection is one of numerous physical
processes that collectively determine the fate of simulated oil.
Although drifter data can be useful to help characterize forecast
uncertainties within models, it is preferable to validate models
against real-world data from actual oil spills.

Satellites equipped with synthetic aperture radar (SAR) are
able to detect oil spills floating on the sea surface [1], [2].
SAR instruments are available on board a number of satel-
lite constellations, e.g., COSMO-SkyMed (CSK), ERS-2, EN-
VISAT, RADARSAT, and, more recently, Sentinel-1. The main
advantage of SAR imagery over drifter data is that it allows
the output from numerical models to be compared directly
against observations of real oil spills. However, because of their
polar orbits, such satellites have relatively long revisit times of a
day or more and so can only provide two or three images at best
for a typical oil spill before they dissipate to a level where they
can no longer be detected in this way. In some cases, coastal
report data are also available for model validation purposes,
providing a record of specific stretches of coastlines affected
by beaching as a result of a particular oil spill event. However,
no consensus currently exists with regard to the best way to make
use of such data for model validation purposes.
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With this in mind, the aim of this article is to identify and
promote a set of unbiased objective performance metrics suit-
able for the validation of oil spill models based on satellite
observations and coastal report data. By promoting a specific
set of methods and metrics, along with a discussion of their
strengths and limitations, the intention is to help standardize the
validation of oil spill models across the community, leading to a
more consistent evaluation of models, and to encourage a more
quantitative approach to model assessment and verification.

It is important to note that models that simulate the transport
and dispersion of oil can produce different types of prediction.
The metrics discussed in this article focus on assessing a model’s
ability to predict the areas of the sea surface and coastline, which
an oil spill could affect. The metrics do not attempt to assess other
types of prediction directly, such as the state of the oil, although
how well these factors are modeled will ultimately impact the
ability to predict the areas affected. Oil spill models may predict
the concentration (or thickness) of an oil slick as a function
of location and time, while other models may instead assess the
likelihood of oil reaching different locations, using methods like
Monte Carlo analysis to take into account the uncertainties in
a model and its inputs (see, e.g., [3]). In this article, we will
consider the ability of the metrics to evaluate both these types
of model output, which will be referred to from this point on
as deterministic and probabilistic results. Deterministic results
give a single estimate of the areas of the sea surface and coastline
that the oil will reach, and probabilistic results provide a set of
predictions, where areas are grouped by the probability that they
will be affected.

The remainder of this article is arranged into the following
sections. Section II comprises a literature review providing
details of the validation methods currently employed within the
oil spill modeling and wider modeling community and their
main weaknesses. The outcomes of the literature review are
then used to inform a set of newly proposed skill scores, which
are introduced in Section III, followed by a summary of our
recommendations in Section I'V. Section V contains the results
of the validation for two selected case studies, together with a
brief illustration of how the metrics can be used to investigate the
sensitivity of a model to its input parameters. A discussion of the
real-world interpretation of the metrics is included in Section VI.
Finally, Section VII concludes this article.

II. EXISTING VALIDATION METHODS AND TECHNIQUES

We begin with a review of the literature to ascertain existing
validation methods and their limitations in the context of oil spill
modeling. Validation techniques are found to vary depending on
the source of the observational data being considered. It should
be noted, however, that although models tend to simulate oil
at depth as well as oil floating on the ocean surface, current
validation techniques are limited to a consideration of surface
oil only, due to the lack of observational data relating to oil
beneath the surface.

A. Performance Measures Based on Drifter Data

The frequency and precision of drifter measurements has
provided arguably the most rigorous means to date for the

assessment of oil spill dispersion models. The principal method
of validation using drifter data is based on a dimensionless skill
score first introduced by Liu and Weisberg [4]. The skill score
SS is calculated from the separation index, S defined as

_ S | SepDistance;
S°N | ObservedPath;

where SepDistance; is the Lagrangian separation distance
between endpoints of simulated and observed drifters, and
ObservedPath; is the cumulative length of the observed trajec-
tory at time step ¢. N is the number of time steps since the
beginning of the simulation. The skill score SS is then defined
as

D

SSzl—%7 for S < T and SS = 0, forS>T (2)
where T is a user-selected tolerance threshold. Typically, T is
set to a value of 1, meaning that the error should not exceed the
magnitude of the cumulative movement.

A number of studies have since used this skill score to evaluate
oil spill models for various case studies, where drifter data have
been available (see, e.g., [S]-[8]), and as such, it is an established
and trusted method within the community. However, drifters do
not provide data from real oil spills; they are only used as a
surrogate for the movement of oil at sea due to wind and ocean
currents and do not account for real-world processes such as
deposition, emulsification, and evaporation.

B. Satellite-Based Methods

Numerous studies have utilized satellite imagery to evaluate
model simulations of real-world case studies of actual spills, al-
beit in a largely qualitative sense. This is likely to be attributable
to the fact that satellite observations are not yet able to detect
variations in the thickness (or concentration) of oil floating
on the sea surface, merely the outline and spatial extent. For
example, SAR imagery was used as part of the validation of the
MEDSLIK-II model [6] for a case study in the Mediterranean
Sea on August 6, 2008. Only two images were available: one
from the ASAR sensor, which was used to initialize the model,
and the other 25 h later from MODIS, which was used for
validation. The model was assessed via a visual inspection of
the modeled slick with the MODIS imagery superimposed,
revealing that the model captured the modified shape of the slick
but likely underestimated the northward movement. A similar
approach has also been used in several case studies, where
simulations have been performed with the General National
Oceanic and Atmospheric Administration (NOAA) Operational
Modeling Environment (GNOME) model. For example, Cheng
et al. [9] used GNOME to simulate the trajectory of oil released
from a leaking pipeline in the Gulf of Mexico in July 2009. The
model output was validated against observations from European
and Japanese satellites, both with SAR capability. Differences in
location between the observed and simulated oil were attributed
to uncertainties associated with ocean currents and in the dif-
fusion coefficient. Satellite data were also used to initialize and
validate output from GNOME for an oil spill accident which
occurred in the Bohai Sea, China, in June 2011 [10]. In this
case, the model was assessed in terms of the movement of the
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simulated oil slicks (both direction and distance travelled) com-
pared to the observed oil movement obtained from the available
satellite imagery. A similar approach was adopted in the study
by Cheng et al. [11], who used data from the CSK constellation
to validate output from GNOME. Several examples were also
seen in the qualitative evaluation of the Deepwater Horizon oil
spill trajectory modeling using satellite imagery (see, e.g., [12]).
Huntley et al. [13] were the first to introduce a quantitative
measure of oil spill model performance based on the evolution
of 2-D area rather than drifter trajectories. They demonstrated a
validation approach applied to a deterministic model simulation
of the Deepwater Horizon oil spill based on the percentage of
the predicted spill area contained in the observations and the
percentage of the observed spill area contained in the forecast.

C. Coastal Reports

The ability of oil spill forecast models to accurately predict
oil-shoreline interactions (also known as “beaching”) is an im-
portant consideration due to the severe environmental, societal,
and economic impacts. However, few studies have focused on
the ability of numerical models to predict the risk of beaching
in vulnerable coastal zones. Weisberg et al. [14] supplemented
observations with results from numerical modeling simulations
to identify the key mechanisms responsible for the beaching
of oil associated with the Deepwater Horizon oil spill. Like
SAR imagery, coastal report data do not contain information
relating to oil concentration and are simply used to highlight
those stretches of coastline affected by beaching.

The Lebanese oil pollution crisis of July 2006 resulted in
significant beaching along the Lebanese and Syrian coasts, as
reported by several sources. In the hindcast study of Coppini
et al. [15], these coastal reports were collated and combined
with satellite observations to validate the representation of oil—
shoreline interactions as simulated by the original MEDSLIK
model. The results indicate that MEDSLIK was able to repro-
duce the general timing and transport of oil northwards along the
Lebanese and Syrian coasts, with the model predicting almost
80% of oil would be permanently landed along the shoreline.
However, the true quantities of oil that reached the shoreline
were not clearly reported, which restricted the validation to a
qualitative assessment based on the spatial extent of the coastal
impact. Later, Samaras et al. [16] demonstrated how the rep-
resentation of beaching in models could be improved through
consideration of an approach based on the Oil Holding Capacity
to estimate coastal oil concentrations. As in [15], the validation
was based on a visual inspection of 2-D maps comparing the
extent of the simulated beaching against the coastal reports.
Following on from the numerical simulations of the Bohai Sea
oil incident performed by Xu et al. [10], an additional study was
later conducted by Xu et al. [17] focusing on the prediction of
oil spill beaching along the Bohai coast. The results showed that
ocean currents were most likely to have been responsible for
carrying the oil northeast along the coastal region. The areas
associated with a high risk of beaching as predicted by the
model were also verified against in sifu coastal reports in the
form of photographic evidence obtained from the State Oceanic
Administration of China.
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Based on the existing literature, it is apparent that the skill
score associated with drifter data has provided the most robust
and quantitative metric for the assessment of oil spill models
to date. Satellite and coastal data have so far mainly been used
to provide a qualitative and somewhat subjective assessment
of model performance. A more quantitative and objective val-
idation method, building on the approach taken by Huntley
et al. [13], would represent an important step forward.

D. Methods Used in the Atmospheric Dispersion
Modeling Community

In this section, we extend the literature review to consider
the metrics employed in the atmospheric dispersion modeling
community, and how such metrics could potentially be adapted
for use in oil spill validation studies, where satellite observations
and/or coastal report data are available. For reasons previously
stated, we limit our review to a consideration of threshold-based
measures rather than concentration-based measures.

1) Figure of Merit in Space (FMS): The FMS is a statistical
coefficient defined as the ratio of the intersection of the observed
and predicted areas (App and Apg, respectively) to the union of
the observed and predicted areas at a fixed time instance and
above a defined threshold level. Mathematically, this is written
as

~ Apr N Aop

FMS = .
Apr U Aop

3)

The FMS has been used to compare the predictions from
several atmospheric dispersion models (see, e.g., [18]). The
higher the FMS value, the better the agreement between the
model and observations. One of the drawbacks of the FMS is
that in taking the union, both the observed and predicted areas are
weighted equally. This means that the FMS cannot distinguish
between regions of under- and overprediction relative to the
observations.

2) Two-Dimensional Measure of Effectiveness (MOE): The
2-D MOE, introduced by Warner et al. [19], attempts to address
this limitation of the FMS by calculating the area of overlap
with respect to both the observed and predicted areas as sepa-
rate components. Huntley et al. [13] used a similar method to
evaluate the Deepwater Horizon oil spill modeling.

The MOE is defined as

“)
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where Agy is the area of overlap between observations and

model prediction.
Alternatively, the MOE can be written as
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Fig.1. Conceptual view of the area of overlap (Aoy ), false negative (Apn ), and
false positive (App) that are used to construct the user-oriented MOE. Adapted
from [19].

where Agy is the area of false negative (the region where a hazard
is observed but not predicted) and Agp is the area of false positive
(the region where a hazard is predicted but not observed).

These regions are illustrated schematically in Fig. 1. For many
applications, false positives are more acceptable to the user than
false negatives. For example, a forecast that overpredicts the
length of coastline impacted by a particular oil spill is preferable
to one that fails to predict any coastal impact at all.

By weighting the area of overlap against both the predicted
area and observed areas separately, the 2-D MOE takes into
account the predicted location of a hazard as well as the size and
shape. A perfect MOE score of (z,y) = (1,1) would indicate
complete overlap between the model and observations. A value
of x close to 1 and y close to 0 would indicate that the model has
a significant false positive region (i.e., the model would be over-
estimating the extent of the oil spill area). Conversely, a low x
value together with a high y value would indicate the dominance
of the false negative region, caused by underestimation of the
oil spill area. These characteristics of the 2-D MOE space are
neatly captured via a simple scatter plot, such as the one shown
in Fig. 2. From the MOE equation, it can be seen that cases
where = y imply equal areas of the predicted and observed
regions (i.e., Apr = Aog), even if the locations differ. This is
represented by the purple diagonal line in Fig. 2. As one traverses
this diagonal line from (0,0) toward (1, 1), the fraction of overlap
region between the predicted and observed areas increases.

Numerous studies have applied the 2-D MOE to quantify the
performance of atmospheric dispersion models against obser-
vations. Warner et al. [19] applied the 2-D MOE to both de-
terministic and probabilistic model results from an atmospheric
dispersion model. In the probabilistic case, this was achieved
by calculating the MOE separately for each model probability
contour. Rolph er al. [20] and Stein et al. [21] applied the
2-D MOE in their evaluation of the NOAA’s operational smoke
forecasting system, validating the model output using satellite
detections of smoke plumes for selected case studies. Warner
etal. [22]-[24] used the 2-D MOE to evaluate dispersion models
against observations collected during several field experiments.
Furthermore, it has also been used to compare simulated plume
extents from two different models in the absence of observational
data. For example, the study of Pullen et al. [25] performed
numerical simulations of a hypothetical airborne agent release in

major urban areas and used the 2-D MOE to compare the results
from a Gaussian puff model relative to those from a building-
resolving computational fluid dynamics model. However, to our
knowledge, the 2-D MOE has not been used for o0il spill model
validation before now.

3) Fractions Skill Score (FSS): The FSS described in [26]
and [27] is an established method used in the atmospheric
sciences to verify the spatial accuracy of high-resolution pre-
cipitation forecasts relative to radar observations on a com-
mon 2-D grid. Rather than evaluating the model at specific
point locations, the FSS considers different-sized sampling areas
called neighborhoods, within which both the forecast and radar
rainfall fractions are computed. In doing so, the FSS can provide
valuable insight into how the skill of a model varies with spatial
scale. Indeed, this method has been recently adopted and applied
to oil spill forecast assessment by Simecek-Beatty and Lehr [28].

The FSS was originally designed to identify the spatial scales
at which high-resolution deterministic models perform most
reliably. In comparison with the 2-D MOE, the FSS by its nature
provides more insight into the spatial accuracy of a model, and
this can be particularly useful for the validation of relatively
small oil spills. However, the 2-D MOE can be more readily
extended to include validation of probabilistic model output as
well as coastal validation and is, therefore, a more appropriate
choice for the needs of the present study.

III. DETAILS OF NEWLY PROPOSED METRICS

The principle aim of this article is to identify suitable per-
formance measures for the validation of oil spill dispersion
models, based on satellite imagery and in sifu coastal reports.
The literature review presented in the previous section revealed
that the main quantitative performance measure currently ap-
plied to oil spill models is based on drifter measurements, and
that validation studies based on satellite imagery and coastal
reports have to date been primarily qualitative in nature. By
also considering performance measures used by the atmospheric
dispersion modeling community, a suitable metric based on the
region of overlap between observations and model prediction has
been identified (the 2-D MOE). However, for simulations that
exhibit little or no overlap with the observations, it is necessary
to introduce new metrics that can complement the 2-D MOE as
part of the overall model evaluation.

With this in mind, we have taken the concept of the Skill
Score [4] from (2), used ostensibly in relation to drifter mea-
surements, and adapted it to work with quantities that are readily
determined from satellite imagery. Specifically, we propose the
introduction of two new skill scores based on the centroid and
area of the observed and simulated oil spill geometries, which
are thus described.

We begin by defining a centroid displacement index C7 as

Az
C f—
"™ Loss

(6)

where Az is the distance between the geometric centers (cen-
troids) of the observed oil spill shape and the predicted oil spill
shape at a given time instance, and Logs is the length scale of
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Fig. 2. Key characteristics of the 2-D MOE space. The purple diagonal line where = = y corresponds to situations where the predicted and observed areas are

equal, regardless of location. The MOE space above the diagonal corresponds to situations where Apy > App, and below the diagonal corresponds to App > Apn.

Adapted from [19].

the observed oil spill area. Logs is defined as the distance along
the diagonal of a bounding box enclosing the observed oil spill
region. C'y is then simply a measure of the absolute error in the
predicted centroid location, normalized by the length scale of
the observed oil spill.

The centroid skill score C'ss can then be defined in a manner
analogous to the skill score SS from (2)

C
Css=1—7[, for C; < Cy
C’thr
Css =0, for C7 > Cinr (7

where Cly, is a user-selected tolerance threshold. A Cy,; value of
1 would mean that, for the model to have any skill, the distance
between the locations of the observed and predicted centroids
must not exceed the magnitude of the observed length scale.
Fig. 3 provides an illustration of the quantities involved in the
calculation of Css.

Next, based on the comparison of predicted and observed oil
spill areas as in [13], we introduce the area index A; as

_ |APR - AOBl

A
! Aos

®)

which is simply the magnitude of the difference between the
predicted oil spill area and the observed oil spill area at a given
time instance, normalized by the observed area.

The area skill score Agg is then defined as

A
ASS =1- L s for A[ < Athr
Athr
Ass =0, for Ay > Apr 9

where Ay, is a user-selected tolerance threshold. An Ay, value
of 1 would mean that the error in predicted area must not exceed
the magnitude of the observed oil spill area; otherwise, Ass = 0.

IV. SUMMARY OF RECOMMENDED METRICS

Moving forward, we recommend three specific performance
measures to be used in the validation of oil spill dispersion
models: the existing 2-D MOE, and the newly proposed centroid
skill score and area skill score. Each metric is summarized below,
along with a consideration of their strengths and weaknesses, and
the scenarios in which they are most likely to be best suited.

A. Two-Dimensional MOE

The 2-D MOE provides a measure of performance based
on the extent to which the predicted area overlaps with the
observations at a given time instance, and is an established
metric within the atmospheric dispersion modeling community.
When applied to the output from oil spill dispersion models,
it is likely to be most informative for large spills, where the
chances of significant overlap between the model prediction
and the observations are greatest. A particular strength of the
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Fig. 3.

Example plot showing the quantities involved in the calculation of the proposed centroid skill score, for an observed oil spill region (gray) and deterministic

model prediction region (dark purple). The distance between the observed centroid (yellow dot) and predicted centroid (red dot) is denoted by the dashed light blue
line, and the length scale of the observations is denoted by the dashed orange line. In this example, the error in predicted centroid location is less than that of the
length scale of the observations, and therefore, the model would be deemed to have some “skill,” i.e., a C'ss value > 0.

2-D MOE is that it provides a quantitative measure of both false
negative and false positive regions. As well as satellite imagery,
the 2-D MOE also lends itself nicely to coastal report data, where
the area of overlap would simply be replaced by the length of
overlap. A weakness of the 2-D MOE is that it is based solely
on the extent of spatial overlap between model and observations
and, therefore, does not provide direct information on the size
and shape of simulated spills.

There is also the risk with the 2-D MOE that the area/length
of overlap could be small, particularly for deterministic model
output, and hence lead to low or zero MOE values. This on its
own would not necessarily indicate a poor forecast, since cases
with very little or no overlap could be caused by a minor spatial
offset despite the forecast accurately capturing the shape and
size of the observed spill. Thus, in such cases, we recommend
complementing the 2-D MOE with the following additional skill
scores.

B. Centroid Skill Score

The centroid skill score is designed to provide an indication of
how close the predicted oil spill is to the observed oil spill region.
This metric is suitable for validation of model output against
satellite imagery. By taking into account the distance between
the predicted and observed centroid locations, it provides a
measure of the proximity of the predicted region to the observed
region, within some user-defined tolerance threshold. A centroid
skill score of 1 would correspond to perfect colocation of the
observed and predicted oil spill centroids, whereas 0 would
indicate no “skill” at all (i.e., the error in predicted centroid
location would exceed the user-defined tolerance threshold).
For consistency with other studies that make use of a tolerance
threshold (see, e.g., [7]), we set Cy,, to a value of 1, such that if

the distance between the locations of the observed and predicted
centroids exceeds the magnitude of the observed length scale,
the model is deemed to have no “skill,” i.e., C'ss = 0.

A weakness of the centroid skill score is that it does not
provide information on the direction of the predicted centroid
with reference to the observed centroid location. Furthermore,
it should only be used for cases, where the complete extent
of the oil slick is detectable within the swath of the SAR
imagery. Otherwise, it could produce misleading results due to
the centroid of the observed slick being offset by the cropped
imagery.

C. Area Skill Score

The area skill score is designed to address a weakness of
the centroid skill score by providing a measure of the size of
the predicted oil spill region relative to the observed region.
An area skill score of 1 would indicate perfect agreement, i.e.,
the predicted and observed areas are exactly the same, whereas
a score of 0 would indicate that the error in predicted area
exceeds some user-defined tolerance value (typically equal to
the magnitude of the observed oil spill area). In line with the
centroid skill score, we use a threshold A, value of 1, so that in
order for a model to have any “skill,” the error in the predicted
area must not exceed the magnitude of the observed oil spill area.

It is recommended that the centroid and area skill scores are
evaluated together, as they provide information that is comple-
mentary to the other. A weakness of the area skill score is that
it does not take into account any differences in the shape of the
predicted spill relative to the observed spill. Like the centroid
skill score, its use should be restricted to cases, where the full
extent of the oil slick lies within the detection range of the
observations.
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V. MODEL VALIDATION

To demonstrate the use of our recommended metrics and
provide an illustration of their strengths and limitations, we
apply them to a specific oil spill model developed by Riskaware
Ltd. The model treats oil slicks as a set of particles using a
method known as Lagrangian modeling [6], [29], common in
fluid dynamics, before converting the particle locations to a
series of contours based on concentration thresholds. The model
is configured to produce both a deterministic and a probabilistic
forecast. In the case of the latter, uncertainty in the ocean current
forecast is taken into account using a Monte-Carlo-based method
(asin [3]) to provide the likelihood of oil affecting different loca-
tions. Since the focus of this article is on the metrics themselves,
we reserve the full technical details of the Riskaware model for
a separate publication.

The metrics are applied to the model for two separate test
cases. First, we use satellite data to validate the model, mak-
ing use of images acquired by the European Space Agency’s
Sentinel-1 mission of an oil spill off the French Island of Cor-
sica in October 2018, which occurred when two ships collided
nearby. Second, we use coastal reports from the oil spill disaster
resulting from the grounding of the Sea Empress oil tanker
near Milford Haven in Wales, U.K. in February 1996. Both
case studies were simulated using metocean data from the E.U.
Copernicus Marine Service Information [30]-[32].

A. Corsica Case Study

We begin with an assessment of the probabilistic model results
for the Corsica test case using the 2-D MOE performance
measure. The plots in the left-hand side of Fig. 4 show maps of
the detected oil spill at three different validation times, together
with the corresponding probabilistic modeling results, simulated
as a continuous release of bunker fuel from the ship’s location
starting from October 7, 2018, 0503 UTC. The results are also
expressed in the form of 2-D MOE scatter diagrams (shown
in the right-hand side column of Fig. 4) to quantify the areas
of false negative and false positive as a function of probability
level. The maps reveal that the lowest probability contour (>1%)
covers a region that encompasses very nearly the full extent of
the observed oil spill areas, such that there is almost no false
negative at this probability level. The significant false positive
region is not surprising given the probabilistic nature of the
forecast. The degree of false negative also tends to increase
with increasing probability level, but again this is to be expected
since the higher probability contours do not necessarily indicate
that the observations will be confined to these specific regions.
Each of the 2-D scatter plots reveal that the region of false
positive tends to reach a minimum somewhere above the >35%
probability contour.

The 2-D MOE is also applied to the deterministic model
output, and the results are summarized in Fig. 5. For each of
the spatial maps shown in the left-hand side column of Fig. 5,
the region of overlap between the observed and predicted areas
is highlighted in red. In each of these plots, the predicted spill
compares favorably with the observed oil with regard to the
general direction of spread and the growth in size. However,
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subtle differences in shape and/or orientation result in limited
overlap between the two; this is particularly evident in Fig. 5(c).
Consequently, the values of the 2-D MOE components for the
deterministic Corsica case are relatively low (as shown in the
right-hand side column of Fig. 5), consistent with the fact that
all three comparisons exhibit significant regions of false negative
and false positive.

The close proximity of the deterministic spill and observed
spills, despite the fact that the overlap regions are small, suggests
that the 2-D MOE on its own does not provide a particularly
informative assessment of the deterministic model performance
for this case. Thus, it is prudent to also consider results from the
skill scores based on centroid location and area magnitude, the
results of which are shown in Fig. 6. In each case, the distance
between the centroid locations (as indicated by the blue dashed
lines in the left-hand side column of plots) is comfortably less
than the length scale of the observations (dashed orange lines),
resulting in relatively high centroid skill score values in the range
0.7-0.85. To put this into context, a centroid skill score of 0.5
for a circular shaped spill would indicate that the centroid of
the modeled slick is located at the edge of the detected oil. In
real-world terms, this gives a good indication that the locations of
the modeled oil spills are accurate enough that they would have
helped accident responders locate the slicks during this particu-
lar incident. The area skill score for the comparison at 0527 UTC
on October 8, 2018 has a low value of 0.07 [see Fig. 6(a)] since
the predicted spill is just under a factor of 2 larger than the actual
area calculated from the satellite detection. For the other time
comparisons shown in Fig. 6, the area skill scores are very high
[0.94 and 0.98 in Fig. 6(b) and (c), respectively], indicating that
the predicted and observed areas in these instances were almost
the same. There could be a number of reasons for the initial
low value of the area skill score, but perhaps given the much
improved scores in the later comparisons, the release rate may
not be constant, with the assumed rate being an overestimate of
the initial rate.

B. Sea Empress Case Study

Fig. 7 shows both the coastal report data for the Sea Empress
test case, alongside the deterministic and probabilistic model
results to facilitate a visual comparison. In the deterministic case
[see Fig. 7(a)], it is apparent that the model underestimates the
extent of beaching. Where the model does predict the deposition
of oil onto the coast, this is largely consistent with the observa-
tions, although there also appears to be a stretch of coastline to
the east, where oil was predicted but not recorded in the local
reports. The probabilistic output [see Fig. 7(b)] appears to match
the coastal report data well, with the >50% probability regions
largely confined to those sections of coastline where beaching
was reported, while the lowest probabilities (<20%) typically
occur in the regions unaffected by beaching.

The 2-D MOE diagram in Fig. 8(a) confirms the consider-
able false negative extent in the deterministic case, with an x-
component value of 0.35. However, the y-component is perhaps
larger than one might expect from simply examining Fig. 7(a).
This can be explained by the fact that the stretch of coastline,
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Probabilistic results from the 2018 Corsica test case, valid at (a) 05:27 UTC October 8; (b) 17:22 UTC October 8; and (c¢) 17:14 UTC October 9. Maps on

the left show the probabilistic model output (blue to yellow contours) with the observed slick overlaid in gray with a red outline. Corresponding 2-D MOE results
are shown on the right, where the colors represent the different probability levels from the model for which there was overlap with the observations.
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Fig. 5. Deterministic results from the simulation of the Corsica test case, for the same validation times as in Fig. 4. The maps on the left show the extent of the
oil spill in the observations (gray) and model prediction (blue), with overlapping regions highlighted in red. The corresponding 2-D MOE results are shown on the
right. (a) October 8, 2018, 0527 UTC. (b) October 8, 2018, 1722 UTC. (c) October 9, 2018, 1714 UTC.
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Fig. 7. Maps showing the extent of beaching in relation to the Sea Empress oil spill from 1996. (a) Confirmed beaching from coastal report data (red line),

unaffected coastlines from coastal report data (blue line), deterministic model prediction of beached oil (black line). (b) Probabilistic model output, shaded according

to probability level. In each image, the “X” marks the release location of the oil.

along which much of the simulated oil is confined, is longer than
itlooks at first glance due to the complex local topography of this
region. The 2-D MOE diagram for the probabilistic output [see
Fig. 8(b)] reveals that the x-component values are high between
the 1% and 20% probability level, not dropping below 0.8 in
this range. The y-component values improve with increasing
probability, with no false positive at the highest probability
level. Arguably, the model performance peaks around the 20%
probability level, where a balance between the false negative and
false positive extents is achieved.

It is interesting to note that the 2-D MOE scores are consid-
erably higher for the Sea Empress case compared to the Corsica
case. This may be a reflection of the fact that oil washed up on
shore has fewer degrees of freedom available to it than oil at
sea, where the oil is free to move in three dimensions rather than
being constrained to the profile of the coastline.

C. Calibration of Model Parameters

Here, we demonstrate the use of the validation metrics as a
tool to investigate the sensitivity of a model to its input param-
eters and determine optimal values for these. For illustrative
purposes, we focus our attention on the Corsica test case. Oil
spill models typically include the effects of small-scale turbulent
ocean processes such as eddy currents, which are not resolved
in the input data, by adding a stochastic element to the oil
motion. The horizontal component of this is controlled by the
horizontal diffusivity parameter. Fig. 9 shows how changing the
horizontal diffusivity parameter affects the model performance
for the Corsica test case. As expected, the horizontal diffusivity
has a strong influence on the area skill score. For the Corsica
test case, which has been simulated as a continuous release of
oil, the skill score is maximized when the horizontal diffusivity
equals 1.2 m? - s71.



DEARDEN et al.: PERFORMANCE MEASURES FOR VALIDATION OF OIL SPILL DISPERSION MODELS

1.0 7

0.8 7

4

o
\

N

AovlApr)
AovlApr)

y(=
o
'S
y(=

0.2 2

0.4 0.6
X( = Aov/Aob)

(a)

0.2 0.8 1.0

Fig. 8.

1.0

0.8 A @

o
o

\
\

137

o
B
N
N
\
w
G

0.2 3 15

B
w
Probability level (%) within which oil was detected

0.2 0.4 0.6 1.0 !

X(=Aov/Aob)
(b)

0.8

(a) Two-dimensional MOE space diagram for the Sea Empress deterministic model prediction, valid on February 22, 1996, 00:00 UTC. (b) Two-dimensional

MOE space diagram for the Sea Empress probabilistic model prediction, also valid on February 22, 1996, 00:00 UTC.

1.0 A ® Area Skill
@ Centroid Skill
0.8 1
g -
o
3 0.6
5
0n
0.4 1
0.2 1
0 1 2 3 4 5
Horizontal Diffusivity m2s~!
Fig. 9. Plot showing how the area skill score and centroid skill score vary

as a function of the horizontal diffusivity parameter for the Corsica test case
scenario.

VI. DISCUSSION
A. Analysis of Metric Performance

The validation metrics have performed broadly as expected
based on the recommended use cases outlined in Section IV.
The centroid and area skill scores provide a good measure of the
performance for the deterministic model output. However, the
2-D MOE method based on the degree of overlap was shown to
be unforgiving to small deviations in the direction of the spill,
and consequently, it did not provide an informative assessment
of the deterministic Corsica simulation. However, the 2-D MOE
did provide a more useful assessment of the probabilistic model

output, where it was used to help identify the most informative
probability levels to output from the model.

One possible weakness of the area skill score is its inability
to distinguish between an over- or underestimation of the oil
spill area; however, this can still be determined from a manual
assessment of the spill outlines. Arguably, the centroid skill score
provides the most useful insight into the model performance
since the predicted center of the slick is likely to be where
responders will head toward when trying to initially locate an
oil spill. With this in mind, we now discuss in more detail how
each of the metrics can be more generally interpreted beyond
the two cases considered thus far.

B. Real-World Interpretation of the Metrics

The values produced by the metrics presented in this ar-
ticle allow the performance of different models and model
parameters to be objectively compared. They can also help to
show whether a model is fit for its intended purpose. In this
section, we relate the metric scores to a model’s ability to
benefit an oil spill response. In reality, this will also depend
on factors such as timeliness and effective communication of
results; however, here, we only attempt to use the metrics to
assess the accuracy of the model output. The purpose is to
provide an assessment of how the metrics could be used to
assist responders who are responsible for deploying a cleanup
operation following an oil spill detection. With a sufficiently
large number of retrospective case studies, the metrics provide an
appraisal of how well the model should be expected to perform
in a future spill. This information may be useful in an active
spill response when planning the deployment of resources. We
consider common use cases and determine what insight the
metrics can give about the model’s effectiveness in assisting with
each task.
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TABLE I
SUMMARY OF THE USES FOR THE DIFFERENT METRICS IN ASSESSING A MODEL’S ABILITY TO ASSIST WITH AN OIL SPILL RESPONSE

Metric Contours

Coastlines

2-D MOE x-value

Assessment of the predicted extent of the oil
(and probability of locating oil at sea)

Amount of impacted coastline reached
by clean-up teams

2-D MOE y-value

Efficiency of finding oil at sea

Fraction of clean-up teams who find oil
where they are deployed

Area Skill Score Estimating the area of a spill

N/A

Centroid Skill Score

Probability of locating oil at sea

N/A

1) Locating the Oil at Sea Using the Deterministic Model:
Often, the first task in responding to an oil spill will be to locate
the oil in the water, which can be particularly difficult when the
spill happens in a remote area a long way from land. Models
can help to locate oil by forecasting the movement of a slick
forward from its last known location (for example, a satellite
or aerial observation) to where it will be when the responders
reach it. Assuming that the responders head to the centroid of the
modeled oil in order to find it, then we can look for correlation
between the metric scores and them successfully finding oil. In
this context, we can define the success of a model according to
its ability to produce a predicted centroid within 500 m of an
actual oil spill (where 500 m is an estimate for the maximum
distance oil can be spotted from a ship). We applied these criteria
to a sample set of nine test cases, where satellite data were
available for validation, and found that the model was successful
in locating oil in six out of the nine test cases. For each of the
six successful locations, the centroid skill score never fell below
a value of 0.75, and the corresponding 2-D MOE z-values were
all above 0.1. Despite the small sample size, this suggests a
correlation between these metrics and finding oil in real-world
situations.

If responders look for oil at a randomized location within a
contour in the model results, instead of at the centroid, then the
2-D MOE y-value is also significant. The y-value is a measure
of the degree of false positive in the results, and for this use
case, it represents the probability that oil would be found at any
given location. Therefore, it can be thought of as a measure of
the efficiency with which responders could locate oil. A higher
y-value would mean that responders would theoretically need
less attempts to initially locate the spill.

2) Calculating the Area of an Oil Spill: Knowing the area
of a slick on the surface of the water resulting from a spill of
oil is useful to responders for several reasons. By combining
it with knowledge gathered separately about the thickness of
the oil (perhaps taken from samples or from observations using
the Bonn Agreement Oil Appearance Code [33]), predictions of
the slick area can help with the following tasks:

1) assessing the required size of the response, e.g., personnel,
vessels, and equipment;

2) informing mitigation strategies, e.g., amounts of disper-
sant required;

3) knowing if all the oil has been accounted for. To do this,
it may be necessary to use estimates from the modeling
to understand the fraction of the overall slick that still re-
mains on the surface, i.e., that which has not yet evaporated
or dispersed.

The area skill score metric is ideally suited to this use case.
This score gives a very clear assessment of a model’s ability to
forecast the size of an oil spill on the surface of the water, with
a score of 1.0 indicating a perfect prediction of the slick’s area.

3) Deploying Coastline Cleanup Teams: If amodel forecasts
that an oil spill will reach the coastline, then its results can be
used to the help indicate which shorelines are most likely to be
impacted. Cleanup teams can then be sent to those shorelines to
remove the oil and help any affected wildlife. 2-D MOE values
for affected coastlines give an indication of how well the model
can inform this deployment of cleanup teams.

If we assume that a response has sufficient resource to deploy
cleanup teams to every coastline that the model predicts will be
affected, then the 2-D MOE z-value will be the fraction of the
total area affected by oil which the cleanup teams will reach.

Obviously, the more affected areas the teams can reach the
better, but often resources are limited and there may not be
enough teams to reach all of the areas that the model predicts will
be impacted. In this instance, the MOE y-value is also significant
as it gives the fraction of the cleanup teams, which would find oil
on the beach where they were posted. The value can be thought of
as an assessment of how efficiently the resources would be used if
they were deployed based on a particular set of modeling results.

4) Knowing the Maximum Possible Extent of an Oil Spill:
Statistical modeling such as the probabilistic output produced
by Riskaware Ltd.’s model is sometimes used to calculate the
maximum possible extent of an oil spill. This information can
then be used to place local authorities on standby or prepare
equipment in case it is needed in the response. The 2-D MOE
x-value can be applied to model predictions for the maximum
extent of an oil spill to assess its ability to capture the actual
outcome. A successful prediction for the extent should com-
pletely encompass the outlines of the actual spill and, therefore,
should have an z-value of 1.0. Effectively, the z-value gives us
the fraction of the actual oil spill that was encompassed by the
predicted extent.
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Through this brief discussion, we have shown that each metric
provides its own insight into how effective a set of modeling
results would be in a response. Table I summarizes the findings.

VII. CONCLUSION

This article has introduced a set of novel validation metrics
for assessing the accuracy of oil spill models based on satellite
observations and coastal report data. We have applied the metrics
to simulations of real-world oil spill test cases and demonstrated
how the results can be used to quantify the performance of a
model. In doing so, our intention is to encourage the adoption
of these metrics within the wider oil spill modeling community,
to improve oil spill modeling capabilities and allow unbiased
comparison between different models. We have also shown how
the metrics can be used to investigate the sensitivity of models to
different input parameters, in order to identify the key strengths
and weaknesses of a given model, and where work on further
improvements should be focused.

In our assessment, the validation metrics were found to have
the following key strengths and weaknesses.

1) While the 2-D MOE method can be applied to both de-
terministic and probabilistic output, it is most useful for
assessing probabilistic modeling, where the degree of false
negative and positive for different probability levels can
be easily assessed. However, this metric is less suitable for
deterministic simulations due to its reliance on the need
for an overlap in order to produce a nonzero score.

2) The centroid skill score provides a better indication of
a prediction’s accuracy in terms of the oil’s location in
a deterministic simulation, while the area skill score pro-
vides a useful assessment of the spreading and weathering
processes.

3) A modified version of the 2-D MOE method, based on the
lengths of affected coastline, showed that the method can
also be used to assess the accuracy of the coastal deposition
predictions.

4) We reiterate that the metrics are only designed to assess oil
floating on the ocean surface and beached on the coastline,
but not any oil below the surface of the water, whether
suspended in the water column or on the seabed.

5) We note that there is scope for the metrics to include a
temporal dimension, by plotting the evolution of the skill
scores as a function of time since model initialization. We
currently lack sufficient snapshots of the observed oil to
enable such a comparison, but, in principle, this could be
incorporated into the analysis as part of future work.

6) Inaddition to their use for model validation and sensitivity
analysis, we highlight the potential for the metrics pre-
sented in this study to be used as the basis of a standardized
model intercomparison study, whereby the performance of
multiple models can be compared alongside each other.

The code used to calculate the metrics and generate the plots
shown in this article is publicly available under an LGPL license
from https://github.com/riskaware-1td/omen

[1]
[2]

[3]

[4

finar

[5

[ty

[6]

[7]

[8

[t}

[9]

(10]

(1]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

139

REFERENCES

M. Fingas and C. E. Brown, “A review of oil spill remote sensing,” Sensors,
vol. 18, no. 1, Jan. 2018, Art. no. 91.

S. K. Chaturvedi, “Study of synthetic aperture radar and automatic identi-
fication system for ship target detection,” J. Ocean Eng. Sci., vol. 4, no. 2,
pp. 173-182, Jan. 2019.

A.J. Abascal, S. Castanedo, R. Minguez, R. Medina, Y. Liu, and R. H.
Weisberg, “Stochastic Lagrangian trajectory modeling of surface drifters
deployed during the Deepwater Horizon oil spill,” in Proc. 38th AMOP
Tech. Seminar Environ. Contamination Response, 2015, pp. 71-99.

Y. Liu and R. H. Weisberg, “Evaluation of trajectory modeling in different
dynamic regions using normalized cumulative Lagrangian separation,” J.
Geophys. Res., Oceans, vol. 116, 2011, Art. no. C09013.

I. Ivichev, L. R. Hole, L. Karlin, C. Wettre, and J. Rohrs, “Comparison of
operational oil spill trajectory forecasts with surface drifter trajectories in
the Barents sea,” J. Geol. Geosci., vol. 1, 2012, Art. no. 105.

M. De Dominicis, N. Pinardi, G. Zodiatis, and R. Archetti, “MEDSLIK-II,
a Lagrangian marine surface oil spill model for short-term forecasting—
Part 2: Numerical simulations and validations,” Geosci. Model Develop.,
vol. 6, no. 6, pp. 1871-1888, 2013.

D. P. French-McCay, T. Tajalli-Bakhsh, K. Jayko, M. L. Spaulding, and
Z. Li, “Validation of oil spill transport and fate modeling in Arctic ice,”
Arectic Sci., vol. 4, no. 1, pp. 71-97, Mar. 2018.

A. Ribotti et al., “An operational marine oil spill forecasting tool for the
management of emergencies in the Italian seas,” J. Mar. Sci. Eng., vol. 7,
no. 1, Jan. 2019, Art. no. 1.

Y. Cheng, X. Li, Q. Xu, O. Garcia-Pineda, O. B. Andersen, and W. G.
Pichel, “SAR observation and model tracking of an oil spill event in coastal
waters,” Mar. Pollut. Bull., vol. 62, no. 2, pp. 350-363, Feb. 2011.

Q. Xu, X. Li, Y. Wei, Z. Tang, Y. Cheng, and W. G. Pichel, “Satellite
observations and modeling of oil spill trajectories in the Bohai sea,” Mar:
Pollut. Bull., vol. 71, nos. 1/2, pp. 107-116, Jun. 2013.

Y. Cheng et al., “Monitoring of oil spill trajectories with COSMO-SkyMed
X-band SAR images and model simulation,” IEEE J. Sel. Topics Appl.
Earth Observ. Remote Sens., vol. 7, no. 7, pp. 2895-2901, Jul. 2014.

Y. Liu, A. MacFadyen, Z.-G. Ji, and R. H. Weisberg, Monitoring and
Modeling the Deepwater Horizon Oil Spill: A Record-Breaking Enter-
prise (Geophysical Monograph Series), vol. 195. Washington, DC, USA:
AGU/Geopress, 2011, p. 271.

H. S. Huntley, B. L. Lipphardt, Jr., and A. D. Kirwan, Jr., “Surface drift
predictions of the Deepwater Horizon spill: The Lagrangian perspec-
tive,” in Monitoring and Modeling the Deepwater Horizon Oil Spill: A
Record-Breaking Enterprise (Geophysical Monograph Series), vol. 195.
Washington, DC, USA: Amer. Geophys. Union, 2011, pp. 179-195.

R. H. Weisberg, L. Zheng, and Y. Liu, “On the movement of Deepwater
Horizon Oil to northern Gulf beaches,” Ocean Model., vol. 111, pp. 81-97,
Mar. 2017.

G. Coppini et al., “Hindcast of oil-spill pollution during the Lebanon
crisis in the Eastern Mediterranean, July—August 2006,” Mar. Pollut. Bull.,
vol. 62, no. 1, pp. 140-153, Jan. 2011.

A. G. Samaras, M. De Dominicis, R. Archetti, A. Lamberti, and N. Pinardi,
“Towards improving the representation of beaching in oil spill models: A
case study,” Mar. Pollut. Bull., vol. 88, nos. 1/2, pp. 91-101, Nov. 2014.
Q. Xu, Y. Cheng, B. Liu, and Y. Wei, “Modeling of oil spill beaching
along the coast of the Bohai sea, China,” Front. Earth Sci., vol. 9, no. 4,
pp. 637-641, Dec. 2015.

S. Mosca, G. Graziani, W. Klug, R. Bellasio, and R. Bianconi, “A sta-
tistical methodology for the evaluation of long-range dispersion models:
An application to the ETEX exercise,” Atmos. Environ., vol. 32, no. 24,
pp. 4307-4324, Dec. 1998.

S. Warner, N. Platt, and J. F. Heagy, “User-oriented two-dimensional
measure of effectiveness for the evaluation of transport and dispersion
models,” J. Appl. Meteorol., vol. 43, no. 1, pp. 5873, Jan. 2004.

G. D. Rolph et al., “Description and verification of the NOAA smoke
forecasting system: The 2007 fire season,” Weather Forecasting, vol. 24,
no. 2, pp. 361-378, Apr. 2009.

A. F. Stein, G. D. Rolph, R. R. Draxler, B. Stunder, and M. Ruminski,
“Verification of the NOAA smoke forecasting system: Model sensitivity
to the injection height,” Weather Forecasting, vol. 24, no. 2, pp. 379-394,
Apr. 2009.

S. Warner, N. Platt, and J. F. Heagy, “Comparisons of transport and
dispersion model predictions of the URBAN 2000 field experiment,” J.
Appl. Meteorol., vol. 43, no. 6, pp. 829-846, Jan. 2004.


https://github.com/riskaware-ltd/omen

140

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

S. Warner, N. Platt, and J. F. Heagy, “Application of user-oriented measure
of effectiveness to transport and dispersion model predictions of the Euro-
pean tracer experiment,” Atmos. Environ., vol. 38, no. 39, pp. 6789-6801,
Dec. 2004.

S. Warner, N. Platt, J. F. Heagy, J. E. Jordan, and G. Bieberbach, “Com-
parisons of transport and dispersion model predictions of the mock urban
setting test field experiment,” J. Appl. Meteorol. Climatol., vol. 45, no. 10,
pp. 1414-1428, Oct. 2006.

J. Pullen, J. P. Boris, T. Young, G. Patnaik, and J. Iselin, “A comparison of
contaminant plume statistics from a Gaussian puff and urban CFD model
for two large cities,” Atmos. Environ., vol. 39, no. 6, pp. 1049-1068, Feb.
2005.

N. Roberts, “Assessing the spatial and temporal variation in the skill of
precipitation forecasts from an NWP model,” Meteorol. Appl., vol. 15,
no. 1, pp. 163-169, Mar. 2008.

N. M. Roberts and H. W. Lean, “Scale-selective verification of rainfall ac-
cumulations from high-resolution forecasts of convective events,” Monthly
Weather Rev., vol. 136, no. 1, pp. 78-97, Jan. 2008.

D. Simecek-Beatty and W. J. Lehr, “Oil spill forecast assessment using
fractions skill score,” Mar. Pollut. Bull., vol. 164, 2021, Art. no. 112041.
M. De Dominicis, N. Pinardi, G. Zodiatis, and R. Lardner, “MEDSLIK-II,
a Lagrangian marine surface oil spill model for short-term forecasting—
Part 1: Theory,” Geosci. Model Develop., vol. 6, no. 6, pp. 1851-1869,
2013.

Global Monitoring and Forecasting Center, GLOBAL_ANALYSIS_
FORECAST_PHY_001_024—Global Ocean Analysis and Forecast Sys-
tem, E.U. Copernicus Marine Service Information [Data set]. Accessed:
Jun. 14, 2021. [Online]. Available: https://resources.marine.copernicus.
eu/?option=com_csw&view=details&product_id=GLOBAL_
ANALYSIS_FORECAST_PHY_001_024

Global Monitoring and Forecasting Center, WIND_GLO_WIND_L4_
REP_OBSERVATIONS_012_016—Global—Blended Mean Wind
Fields, E.U. Copernicus Marine Service Information [Data set].
Accessed: Jun. 14, 2021. [Online]. Available: https://resources.marine.
copernicus.eu/?option=com_csw&view=details&product_id=WIND_
GLO_WIND_L4_REP_OBSERVATIONS_012_006

Global Monitoring and Forecasting Center, IBI_MULTIYEAR_PHY_
005_002—Iberian Biscay Irish Ocean Reanalysis System, E.U. Coperni-
cus Marine Service Information [Data set]. Accessed: Jun. 14, 2021. [On-
line]. Available: https://resources.marine.copernicus.eu/?option=com_
csw&view=details&product_id=IBI_MULTIYEAR_PHY_005_002
Bonn Agreement Oil Appearance Code. Accessed: Jun. 14, 2021. [On-
line]. Available: https://www.bonnagreement.org/site/assets/files/1081/
special_on_volume_calculation_20160607.docx

IEEE JOURNAL OF OCEANIC ENGINEERING, VOL. 47, NO. 1, JANUARY 2022

Chris Dearden received the Ph.D. degree in atmo-
spheric physics from the University of Manchester,
Manchester, U.K., in 2011, for research into nu-
merical modeling of warm and mixed-phase cloud
microphysics.

From 2003 to 2007, he was a Climate Model De-
velopment and Evaluation Scientist with the U.K.
Met Office, Exeter, U.K. Upon completion of his
Ph.D., he remained with the University of Manchester
as a Research Fellow, before joining the University
of Leeds, Leeds, U.K., as a Software Development
Scientist in January 2018. Since 2019, he has been a Research Software Engineer
with the STFC Hartree Centre, Warrington, U.K., working on arange of scientific
computing projects.

Tim Culmer received the M.Eng. (first-class Hons.)
degree in mechatronic engineering from the Univer-
sity of Lancaster, Lancaster, U.K., in 2005.

He is an experienced software developer and a
project manager, with more than 14 years’ involve-
ment with the IT sector. He was a Software and
Electronics Engineer with ITDev, Southampton, U.K.
Since 2015, he has been with Riskaware Ltd., Bristol,
U.K., where he is currently a Consultant. His experi-
ence covers a range of technical domains including
digital forensics; geographic information systems;
chemical, biological, radiological, and nuclear hazard modeling; and oil spill
dispersion. He often presents talks on his work, with the most recent being at the
Acceleration and Innovation through Satellite Applications Sarawak Conference
in Malaysia.

Richard Brooke received the Ph.D. degree in physics
from the University of Bristol, Bristol, U.K., in 2016,
for his work on investigating the use of ferromagnetic
contacts for single-molecule devices.

Since 2019, he has been a Software Engineer with
Riskaware Ltd., Bristol. He was a Research Associate
in Molecular Electronics with the School of Physics,
University of Bristol. His current research interests
include the MarineAware modeling platform, partic-
ularly the underlying oil spill dispersion model.


https://resources.marine.copernicus.eu/{?}option$=$com_csw
https://resources.marine.copernicus.eu/{?}option$=$com_csw
https://resources.marine.copernicus.eu/{?}option$=$com_csw
https://www.bonnagreement.org/site/assets/files/1081/special_on_volume_calculation_20160607.docx


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


