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Abstract—Current state-of-the-art object tracking methods have
largely benefited from the public availability of numerous bench-
mark datasets. However, the focus has been on open-air imagery
and much less on underwater visual data. Inherent underwater
distortions, such as color loss, poor contrast, and underexposure,
caused by attenuation of light, refraction, and scattering, greatly
affect the visual quality of underwater data, and as such, existing
open-air trackers perform less efficiently on such data. To help
bridge this gap, this article proposes a first comprehensive under-
water object tracking (UOT100) benchmark dataset to facilitate
the development of tracking algorithms well-suited for underwater
environments. The proposed dataset consists of 104 underwater
video sequences and more than 74 000 annotated frames derived
from both natural and artificial underwater videos, with great
varieties of distortions. We benchmark the performance of 20
state-of-the-art object tracking algorithms and further introduce
a cascaded residual network for underwater image enhancement
model to improve tracking accuracy and success rate of trackers.
Our experimental results demonstrate the shortcomings of existing
tracking algorithms on underwater data and how our genera-
tive adversarial network (GAN)-based enhancement model can
be used to improve tracking performance. We also evaluate the
visual quality of our model’s output against existing GAN-based
methods using well-accepted quality metrics and demonstrate that
our model yields better visual data.

Index Terms—Underwater benchmark dataset, underwater
generative adversarial network (GAN), underwater image
enhancement (UIE), underwater object tracking (UOT).

I. INTRODUCTION

UNDERWATER object tracking is pivotal in applications,
such as underwater search and rescue operations, home-

land and maritime security, deep ocean exploration, underwater
robot navigation, and sea life monitoring [1]–[3]. These appli-
cations require efficient and accurate vision-based underwater
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sea analytics, including image enhancement, image quality as-
sessment, and target tracking methods. On the other hand, high-
noise and low-light situations pose enormous challenges for ma-
rine image/video analytics understanding. Further exacerbating
these issues are the inherent underwater distortions including ab-
sorption and scattering of light causing low contrast, nonuniform
illumination, diminished colors, and fuzz [4]. This makes com-
puter vision tasks for detection, recognition, and tracking in un-
derwater environments much more challenging than in open-air
environments.

The recent success in object tracking has been facilitated
by dedicated benchmarking datasets such as object tracking
benchmark (OTB) [5], [6], visual object tracking (VOT) [7], and
multiple object tracking (MOT) [8], [9]. Although several object
tracking methods have been proposed over the years [10]–[16],
the bias of the publicly available benchmark datasets, which
mostly focus on open-air visual data, has greatly skewed the
strength of these tracking algorithms to open-air environments.
This is because the visual data these trackers are trained and
tested on are not representative of underwater scenarios. As
such, they each degrade in performance when tested on under-
water scenarios as demonstrated in previous exploratory work
[17]. This motivates the necessity to develop a comprehensive
underwater database and benchmark to foster the development
of tracking algorithms that will achieve comparatively high
performance in both underwater and open-air environments.

Several methods have been proposed to overcome the inher-
ent distortions in underwater data by enhancing image visual
quality, including color restoration algorithms [18], contrast en-
hancement [19]–[21], quality metrics [21], [22], and deblurring
[23]. Most recently, generative adversarial networks (GANs)
have been used for automatic underwater image correction and
enhancement [24], [25]. While other methods work well for
correcting one type of distortion, GAN-based methods attempt
to improve visual quality by translating visual data from the
underwater domain to its equivalent “enhanced” domain. Exist-
ing GAN-based models have shown promising results on such
translation tasks [24]–[28]. However, more work needs to be
done to improve existing underwater GAN models, including
addressing the weaknesses exhibited in either color, contrast
or sharpness correction tasks. In this article, an efficient GAN
model is developed to improve the performance of existing
trackers on distorted underwater data by efficiently translating
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Fig. 1. Sample tracking data from our UOT100 dataset showing various types of distortions. The red bounding boxes denote the object of interest and the text
below each column indicates the category of the visual data.

the distorted data to their non-distorted/enhanced or clear
underwater versions. The proposed model also addresses the
above-mentioned weaknesses in existing GAN models on un-
derwater image enhancement tasks as demonstrated in Fig. 7.

Our main contributions in this article are as follows.
1) Creation of the first comprehensive and diversified un-

derwater benchmarking dataset (UOT100), consisting of
104 video sequences and over 74 000 annotated frames.
The distortions in the dataset are well distributed, in-
cluding both artificial underwater and natural underwater
visual data. The distortions are also summarized into
visual categories that describe the type of water includ-
ing blueish, greenish, and yellowish water visual data
as shown in Fig. 1. UOT100 is available for download
on Kaggle at: https://www.kaggle.com/landrykezebou/
uot100-underwater-object-tracking-dataset.

2) The performance of 20 object trackers is benchmarked on
the entire dataset and analysis across distortion types are
discussed.

3) Furthermore, a new cascaded residual network for un-
derwater image enhancement (CRN-UIE), a GAN-based
enhancement method for improving the trackers’ per-
formance on underwater data by translating visual data
from the underwater domain to enhanced/clear underwater
domain is presented.

The generator network in our architecture, as shown in Fig. 2,
uses cascaded residual blocks and incorporates gradient profile
(GP) loss for optimum enhancement. Dedicated underwater
evaluation metrics, such as CCF [29] and UIQM [30], are used
to compare performance of the CRN-UIE model with other
state-of-the-art GAN models. Experimental results show that
enhancing the visual data with CRN-UIE consistently yields
much better tracking benchmark results as opposed to results on
the raw data.

The remainder of this article is organized as follows: Section II
gives a short background on object tracking algorithms, and
reviews other OTB datasets. Next, existing underwater image
enhancement methods are presented. Section III presents the
detailed structure of the proposed dataset and evaluation metrics
for benchmarking. Benchmark results of selected trackers on
our dataset are presented in Section IV. In Section V, the CRN-
UIE architecture and optimized loss functions are discussed,
and improvement on the trackers’ performance on the enhanced
dataset are evaluated.

II. BACKGROUND

A. OTB Datasets

Several object tracking datasets (OTBs) have been proposed
in the past and are still being updated to include more challenging
test data. The most popular benchmark datasets are competition
datasets. OTB [5], [6], [31] is one of the most popular single ob-
ject tracking challenge datasets. The earlier version of OTB, i.e.,
OTB50, consisted of 51 video sequences but was later updated to
include up to 98 video sequences (OTB100) with more challeng-
ing tracking data. The sequences are classified into nine different
attributes or categories, each representing a challenging aspect
of visual tracking, including partially occluded targets, motion
blur, deformation, fast motion, background clutter, out of view,
in-plane rotation, scale variation, and illumination variation. A
well-maintained online toolkit [31] is available for the user to run
their trackers on the dataset and compare their performance to the
most recent state-of-the-art tracking algorithms. OTB challenge
uses success rate and precision plots in one pass evaluation
(OPE) to evaluate the performance of trackers. This will be used
as the evaluation metric for the presented benchmarking dataset.

Since 2013, the VOT challenge [7], [32] has published top-
performing tracking algorithms on their competition dataset.

https://www.kaggle.com/landrykezebou/uot100-underwater-object-tracking-dataset
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Fig. 2. Generator network architecture of the CRN-UIE. Conv denotes 2-D convolution layer and ReLU is the rectified linear unit activation function. The blocks
are color coded and the numbers below each combo block represents the number of filters, kernel size, and stride size.

TABLE I
COMPARING EXISTING OBJECT TRACKING DATASETS TO UOT100

The Thermal Infrared challenge of the VOT (VOT-TIR2015)
encouraged the research community to develop state-of-art
trackers with optimal performance on thermal images.

The MOT [8], [9] benchmark dataset is aimed at advancing
research in the development of efficient MOT algorithms. Like
VOT, MOT provides a yearly list of top-performing trackers on
their 2-D and 3-D datasets. Evaluation is based on two metrics:
accuracy and robustness. Accuracy measures the distance be-
tween tracker and ground truth bounding box centroids, whereas
robustness measures the frequency of tracking failures [33].

The success of these competitions and other challenge bench-
mark datasets has led to numerous research publications in
object tracking. Although existing benchmarks have strived to

incorporate as many challenging aspects of visual tracking as
possible, the inherent tracking challenges in the underwater vi-
sual domain is yet to be explored. Our goal is to make the dataset
available and generate traction that will enable researchers to de-
velop more sophisticated trackers for underwater environments.
A brief comparison of UOT100 with some prominent challenge
datasets is provided in Table I.

B. Object Tracking Algorithms

With the availability of large annotated datasets, numerous
sophisticated tracking algorithms have been proposed [10]–[16],
[41]–[51]. The methods used in most of these trackers can be
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Fig. 3. Overview of number of annotated frames distribution across the UOT100 dataset.

classified into various categories depending on how features are
extracted and used for tracking. Trackers such as KCF [10],
HCF [47], DCF [44], [52], CFNet [51], STRCF [15], BACF [14],
and fDSST[45] are considered kernelized correlation filters. The
CNN feature-based approach has been predominantly used in
the state-of-the-art trackers, such as MDNet [49], SiamFC [12],
CCOT [48], and ECO [11]. Older trackers such as Struck [50]
are based on local and global feature extraction.

C. Image Enhancement and Image Quality Measure

The need to enhance images in underwater environments is
evident in various applications, such as underwater exploration,
marine species tracking, and the use of unmanned underwater
vehicles for wreckage inspection/recovery, where distortions
affect the maneuverability of robots and tracking performance.

The breakthrough in Image-to-Image translation tasks using
conditional GANs [53]–[56] has inspired the development of
other dedicated GAN models for translating images from one
domain to the other, including day to night, aerial photo to
map, and edges to photo. GANs can be trained in a supervised
manner on paired data or unsupervised manner if paired data
is unavailable [57]. Li et al. [58] proposed WaterGAN, a model
that generates realistic underwater images from open-air images
and depth pairings in an unsupervised way for color correction
of underwater images. Fabbri et al. [24] generated realistic
pairings of training data by using CycleGAN [57], and then
trained an underwater enhancement model based on the pix2pix
architecture [55]. Guo et al. [28] proposed a multiscale dense
GAN to boost the performance of the model by reusing previous
features (residuals) and rendering more details leading to better
enhanced images. Islam et al. [59] proposed a fast enhancement
model based on the UNet architecture and an objective function
that evaluates the perceptual quality of generated images based
on its global content, color, and local style information.

Inspired by work in [24], [56], [59], and [28], we propose
a network that generates high-quality, enhanced underwater
outputs given distorted inputs. The proposed network replaces
the residual blocks with cascaded residual blocks to use more

rich features from previous layers. The loss function is also
optimized to account for high-frequency information by adding
the GP loss to the objective function.

III. UOT100 DATASET AND EVALUATION METRICS

A. UOT100 Dataset

Here, a diversified and comprehensive underwater object
tracking (UOT100) benchmark dataset, consisting of 104 under-
water video sequences sourced and segmented from different
YouTube videos, is presented. These samples are diverse and
vary by camera type, imaging conditions (viewing distance,
viewing angle, background, and water quality), and target ob-
jects. The dataset also contains four videos of artificial under-
water images that are generated from the Subnautica1 game.
This is to introduce more diversity and distortions in the dataset
and test the performance of trackers in simulated underwater
environments. The dataset contains a total of 74 042 annotated
frames, with an average of 698 annotated frames and 26.2 s per
video and captures a wide variety of underwater distortions.
Samples of the underwater tracking data extracted from the
UOT100 dataset are shown in Fig. 1, with each column showing
variations of similar types of visual data. The UOT100 bench-
mark dataset is a substantially improved version over an earlier
dataset, i.e., UOT32 [17]. UOT100 is a much larger dataset and
includes many more underwater distortion categories. Here, a
comprehensive analysis and a new enhancement algorithm that
results in drastic performance increases of tracking algorithms
are presented.

The dataset is organized in folders and subfolders. The root
folder “UOT100” contains all the sequences in the dataset, and
each sequence is stored in a separate folder. Each sequence
folder contains an “img” folder, which includes all frames in the
sequence; an mp4 video file; a ground truth text file that contains
the ground truth annotations for each frame in the sequence;
and a description file listing the distortion categories that the

1[Online]. Available: https://unknownworlds.com/subnautica/

https:&sol;&sol;unknownworlds.com&sol;subnautica&sol;
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Fig. 4. Precision and success rate plots on the UOT100 dataset—entire dataset. In the legend, the values in brackets after each tracker represent the AUC of the
corresponding plot. Trackers in the legend are ranked from top to least performing using their AUC values.

sequence is assigned to. Fig. 3 shows the distribution of the
number of frames across the dataset.

B. Evaluation Metrics

The OPE protocol of the OTB benchmark proposed by Wu
et al. [5] will be adopted in this work for evaluating trackers
performance. The average precision and the success rate were
computed to benchmark the performance of tracking algorithms
on UOT100 dataset.

The precision is calculated as the distance error between the
center pixel of the ground truth bounding box and that of the
predicted bounding box. The prediction of the tracker for frame
k is considered accurate if the pixel distance from predicted
to the ground truth is less than a given pixel threshold. The
precision plots shown in subsequent figures are computed by
calculating the precision for each tracker at increasing threshold
values between 0 and 20 pixels

Pk =

{
1, if

√
(Cgt − Ctk)

2 ≤ Thres.

0, otherwise
(1)

The average precision of a tracker over a sequence is calcu-
lated as the ratio of the total number of accurate predictions to
the total number of frames in the sequence

Pseq =
1

N

N∑
1

Pk. (2)

Precision alone is not enough to compare the performance
of multiple trackers on a given sequence or dataset. This is
because precision does not consider how accurate the predicted
bounding box is with respect to the ground truth bounding box
in terms of size and how much area of the target object is
covered in the predicted bounding box. The precision metric
is therefore complemented by the success rate, which measures
the Intersection over Union (IoU) representing the overlap ratio
between the ground truth bounding boxes and the predicted
bounding boxes, where a 0 ratio means no overlap (complete

miss) and a 1 means 100% overlap (perfect match). The IoU
is defined in the following equation and success rate plots are
obtained by calculating IoU at various threshold values between
0 and 1:

S =
|GTbbox ∩ TKbbox|
|GTbbox ∪ TKbbox|⎧⎨

⎩
GTbbox : ground truth bounding box
TKbbox : tracker bounding box
∩ and ∪ : intersection and union, respectively.

(3)

IV. EXPERIMENT AND BENCHMARKING THE

UOT100 DATASET

The performance of 20 state-of-the-art tracking algorithms
using the UOT100 dataset was obtained. Some of the
trackers are from the OTB benchmark, and others are more
recent deep learning-based tracking algorithms including BACF
[14], BOOSTING [60], CCOT [48], CFWCR [61], CSR-DCF
[52], DCF [44], ECO [11], fDSST [45], KCF [10], MDNet [49],
MEDIANFLOW [62], MIL [42], MOSSE [63], SiamMask [64],
SiamRPN++ [65], STAPLE [16], STRCF [15], TLD [66], and
VITAL [67].

Next, the performance of the selected trackers across the
entire UOT100 dataset was investigated and reported using the
OPE precision and success rates. The area under curve (AUC)
is used to further rank the performance of the trackers listed.
Fig. 4 shows the OPE precision and success rate benchmark
plots across the entire dataset. The deep learning method, i.e.,
SiamRPN++, achieves the highest performance on the UOT100
dataset, in both precision and success rate, as shown by the
red curve. However, while SiamRPN++ did well on natural
open-air datasets like OTB, it exhibited significant performance
degradation on underwater data, achieving only a precision AUC
of 0.230 and a success rate AUC of 0.511 on the UOT100, as
opposed to a precision and success rate AUC of 0.914 and 0.696,
respectively, on the OTB.
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Fig. 5. OPE precision and success rate benchmark plots on natural (first row) versus artificial underwater (second row) visual data. Trackers in the legend are
ranked from top to least performing using their AUC values.

CCOT, CFWCR, STRCF, CSR-DCF, ECO, BACF, and STA-
PLE all exhibited low performance on the UOT100 with preci-
sion of 0.131, 0.126, 0.120, 0.119, 0.111, 0.117, and 0.101, and
success rate AUC of 0.511, 0.407, 0.391, 0.465, 0.399, 0.397,
and 0.361, respectively. Other trackers never reached a precision
AUC above 0.1, demonstrating the difficulty of tracking in an
underwater environment.

Analyzing further, the trackers’ performance across the differ-
ent types of underwater visual qualities including natural versus
artificial, and clear versus distorted can be seen in Figs. 5 and 6.

Fig. 5 compares the benchmark performance of the trackers
on natural versus artificial underwater visual data, while the
comparison of trackers performance on clear underwater ver-
sus distorted underwater visual data is shown in Fig. 6. The
trackers tend to exhibit slightly better precision AUC per-
formance on artificial underwater visual data than natural.
However, the corresponding success rate plots for artificial
data are much less stable. This is because artificially gen-
erated underwater data either undersimulate or oversimulate
distortions and often do not capture them all. Further analy-
sis based on different visual distortion categories are included
in Appendix A. The trackers also tend to perform better on
clear underwater than distorted underwater visual data, espe-
cially looking at the AUC results on the OPE success rate
plots.

SiamRPN++, CFWCR, CCOT, ECO, and STRCF trackers
consistently ranked as the best trackers on the overall dataset
and across simulations on various types of underwater visual
data and distortions.

Table II reports the AUC performance of the trackers across
the UOT100 dataset and under various types of underwater
distortions and visual quality. This represents the data used in
generating the benchmark plots. The highlighted blue values
indicate the best performance among all benchmarked trackers
for each evaluation set.

V. PROPOSED CRN-UIE MODEL

The foregoing section demonstrated the shortcomings of
object tracking algorithms on underwater visual data. In this
section, a new GAN-based method called CRN-UIE aimed at
improving the performance of trackers on underwater data is
shown. We discuss the details of the proposed model and the op-
timized loss function. The merits of CRN-UIE are demonstrated
by comparing its enhanced outputs to the outputs of other dedi-
cated underwater GANs. Finally, CRN-UIE is used to enhance
the visual quality of the UOT100 dataset, and subsequently, the
performance of the selected trackers is again benchmarked on
the enhanced dataset to help visualize improvement in tracking
performance in underwater environments.

A. Generator Loss Function Optimization

Given a distorted underwater image X, the goal is to learn
functions that maps X to a target non-distorted/enhanced
domain Y.

Inspired by the pix2pixHD network architecture [56], a
modified generator network is proposed as illustrated in Fig. 2.
The architecture uses three convolution layers for the encoding
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Fig. 6. OPE precision and success rate benchmark plots on clear (first row) versus distorted (second row) underwater visual data. Trackers in the legend are
ranked from top to least performing using their AUC values.

TABLE II
AUC RESULTS FOR ALL TRACKERS ACROSS VARIATIONS OF UNDERWATER VISUAL QUALITY

and decoding networks. The cascaded blocks ensure that
features from previous layers are transferred to the subsequent
layers, hence, high-frequency information from the encoded
maps are preserved and properly decoded, generating a sharp
enhanced image.

CRN-UIE also uses a multiscale discriminator similar to that
of pix2pixHD. This consists of two identical discriminators D1

and D2. The output from the generator is fed to D1, downsampled
by a factor of 2, then fed to D2. This process guides the generator
to generate images that are both globally consistent and produce
fine details. To optimize the model, we derive our generator loss
function as follows.

1) Adversarial loss [68]: The generator tries to learn a map-
ping function G : X → Y and fool discriminators D1 and
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Fig. 7. Comparing the proposed CRN-UIE (ours) output with other state-of-the-art GAN models. CRN-UIE produces more realistic enhanced images from
original distorted underwater input images. CRN-UIE yields better visual quality and better color restoration than other models, as substantiated quantitatively
with data in Table III.

D2. The adversarial loss is expressed as follows:

LADV

= min
G

[
max
D1,D2

∑
k=12

[
E(X) [logDk (X)]

+ E(X)

[
log
(
1 − Dk

(
G
(
X̂
))) ]]]

(4)

whereX and X̂ denote distorted and undistorted underwater im-
ages, respectively, G(X̂) is the output of the generator network,
and k index differentiates between discriminators.

2) Feature matching loss [56]: This improves the adversarial
loss by stabilizing training and ensuring that the generator
produces reasonable statistical information at multiple
scales. To do this, we learn to match intermediate feature
maps between the real and generated image

LFM = min
G

[ ∑
k = 12

E(X)

T∑
1=1

1

Ni

[
‖D(i)

k (X)−D
(i)
k

(
G
(
X̂
))

‖1
]]

(5)

where T is the total number of layers, Ni is the number of
elements in each layer, and D

(i)
k is the ith-layer feature extractor

of discriminator Dk.
3) Perceptual loss [69]: This is used to measure the high-level

perceptual and semantic differences between images. The
activations of the jth layers of a pretrained VGG network
for image classification denoted by φj() is extracted. Pix-
elwise distance is used to measure the difference between
the perceptual features of the distorted and enhanced un-
derwater image

Lφ,j
VGG =

1

CjHjWj
‖φj

(
Ŷ
)

− φj (X) ‖1 (6)

where Ŷ is the generated image, Hj and Wj are the height and
width of the jth feature map, and Cj indicates the channel.

4) GP loss [70]: Measures the difference between the edge
information of the generated and target images

LGPL

(
X, Ŷ

)

=
∑
c

(
1

H
trace

(
∇G

(
Ŷ
)
c
· ∇Xτ

c

)
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TABLE III
QUANTITATIVE COMPARISON OF CRN-UIE MODEL VERSUS OTHER STATE-OF-THE-ART GAN MODELS USING WELL ACCEPTED NO-REFERENCE

IMAGE QUALITY METRICS

Implementations for CCF and UIQM evaluation metrics are available on the respective GitHub repo:CCF: https://github.com/zhenglab/CCF;
UIQM: https://github.com/paulpanwang/hikvision

Fig. 8. Comparative benchmark results on original (first row) versus enhanced dataset (second row). Trackers in legend are ranked from top to least performing
using their AUC values.

+
1

W
trace

(
∇G

(
Ŷ
)τ
c
· ∇Xc

))
(7)

where (·)τ represents transpose, H and W are the height and
width of the image, X is the target image, and Ŷ is the generated
image.

The total loss is therefore the sum of the adversarial loss LADV,
feature matching loss LFM, perceptual loss LVGG, and GP loss
LGPL.

Enhancement results on the entire 1381 test images will be
made available on our GitHub repo and Kaggle

LCRN−UIE = LADV + λ1LFM + λ2LVGG + λ3LGPL (8)

where λ1, λ2, and λ3 are constants. We set N = 2 where N
is the number of cascaded blocks used. An Adam optimizer

with an initial learning rate of 2e-4, beta1 = 0.5, and beta2
= 0.999 is used to optimize the loss function. The values were
determined empirically. An intuitive and empirical hyperparam-
eter search through extensive computer simulations indicated
that λ1 = 10, λ2 = 1, and λ3 = 1 represented the best
parameter combination for the proposed model yielding the
desired outputs. A step decay annealing strategy is used with
a decay constant of 100 to decrease learning rate after 100
epochs.

Fig. 7 shows the comparative visual outputs of the CRN-UIE
model compared with several other state-of-the-art models. Sub-
jectively, CRN-UIE produces a better visual output on distorted
to enhanced underwater image translation task. These results are
further quantitatively substantiated in Table III. All four models
being compared in Fig. 7, including the proposed CRN-UIE,
were trained on the enhancing underwater visual perception

https:&sol;&sol;github.com&sol;zhenglab&sol;CCF;
https:&sol;&sol;github.com&sol;paulpanwang&sol;hikvision
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Fig. 9. Comparing the precision benchmark plots on original (first row) versus enhanced (second row) data (natural versus artificial underwater data). Trackers
in legend are ranked from top to least performing using their AUC values.

TABLE IV
COMPARATIVE TRACKING BENCHMARK RESULTS ON DISTORTED AND ENHANCED UNDERWATER DATA

(EUVP)2 dataset prepared by the Interactive Robotics and
Vision Lab from the University of Minnesota, Twin Cities,
Minneapolis, MN, USA. The dataset was introduced in the fast
underwater image enhancement (FUnIE) GAN in [59] and con-
tains paired and unpaired image samples of clear and distorted
underwater visual quality. FUnIE-GAN used the procedure in
[24] to generate paired dataset. Here, for CRN-UIE, we use
paired data from the EUVP dataset for training. We refer any
reader to [24] for more detailed intuitions about using Cycle-
GAN to generate paired data when obtaining natural pairs is

2[Online]. Available: http://irvlab.cs.umn.edu/resources/euvp-dataset

unattainable. A quantitative evaluation of the performance of
these models using no-reference measures including underwater
image quality measure (UIQM) [30] and the recently proposed
CCF [29] metric, which is a weighted summation of the color-
fulness, contrast, and fog density index, was performed on 1381
images from the test dataset provided in the EUVP dataset. The
higher the value for each metric, the better the visual quality
of the image. The quantitative results presented in Table III
indicate that CRN-UIE does a better job compared to other GAN
methods in terms of removing the effect of light attenuation and
refraction, as well as improving the colorfulness in the enhanced
underwater output images. FUnIE-GAN’s outputs tend to have

http:&sol;&sol;irvlab.cs.umn.edu&sol;resources&sol;euvp-dataset
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Fig. 10. OPE precision plots for various underwater visual data types. Trackers in legend are ranked from top to least performing using their AUC values.

better sharpness and better contrast as measured by the UISM
and UIConM components of the UIQM metric. UGAN on the
other hand has better overall UIQM score, whereas CRN-UIE
has a much higher CCF score, which measures the quality of the
underwater color image.

B. Improving Trackers Performance by Enhancing the Quality
of Visual Data Using GAN

To improve tracking accuracy and precision of the trackers,
we use an image enhancement approach to improve the quality
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Fig. 11. OPE success rate plot for various types of underwater visual data. Trackers in legend are ranked from top to least performing using their AUC values.

of the underwater visual data by eliminating some inherent dis-
tortions. Given that trackers are found to have better performance
in open-air environments than in underwater, we synthesize
clear underwater images using the proposed CRN-UIE. We en-
hanced the UOT100 dataset to generate UOT100_enhanced and
benchmark the performance of the same trackers on the en-
hanced visual data.

The OPE precision and success rate plots for the enhanced
dataset are shown in Fig. 8. It can be seen that the proposed
CRN-UIE GAN model can be used to enhance the performance
of tracking algorithms on underwater visual data. A significant
and consistent improvement in the precision as well as success
rate of the selected trackers on the enhanced visual data can be
observed. Fig. 8 compares benchmark performance on the entire
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Fig. 12. Comparing the success rate benchmark plots on original (first row) versus enhanced (second row) data. Trackers in legend are ranked from top to least
performing using their AUC values.

Fig. 13. Analyzing the impact of GP loss on the overall CRN-UIE objective function. The top row shows output result using CRN-UIE without gpl, whereas
the second row is the final CRN-UIE with gpl. Zoom-ins at multiple regions show that the spl loss helps boost the color correction in the output image without
saturation.

enhanced versus original dataset, whereas Fig. 9 compares the
benchmark performance on natural versus artificial underwater
data.

We observe consistent and significant increase in the accuracy
of all trackers on the enhanced dataset as corroborated by the
quantitative AUC results in Table IV.

Further analysis is presented in Appendixes A and C. In
Appendix A, we provide performance analysis plots for different
types of underwater distortions, and in Appendix C, we present
tracking results and benchmark plots on data enhanced using
the FUnIE-GAN and UGAN methods. We show that CRN-UIE
outperforms these other state-of-the-art methods not only on
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Fig. 14. Comparative benchmark results – Precision and Success rate plots on data enhanced using the proposed CRN-UIE (first row), FUnIE-GAN (second
row), and UGAN (third row). Each row shows the precision and success rate plots for the corresponding enhancement method. It can be seen from the benchmark
plots that most trackers perform better on underwater data enhanced using the prosed CRN-UIE enhancement method. SiamRPN++, however, tends to do better
on data enhanced with both FUnIE-GAN and UGAN.

the image quality enhancement task, but also on the tracking
performance enhancement of benchmarked trackers.

VI. CONCLUSION

In this article, the performance of state-of-the-art object track-
ing algorithms was shown to degrade considerably when tested
on underwater environments as opposed to the open-air environ-
ments, due to the inherent distortions that affect the quality of

underwater visual data. To help address this problem, we created
a comprehensive underwater object tracking and benchmarking
dataset to foster development of dedicated trackers, well suited
for underwater environments and robust to the various inherent
distortions. We further propose a new improved GAN model,
i.e., the CRN-UIE model, for underwater image enhancement.
Subsequent analysis shows that correcting the underwater distor-
tions by translating the visual data to an enhanced/clear domain
using our model significantly improves tracking accuracy in
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underwater environments. The work done in this article will
benefit sophistication of applications, such as underwater search
and rescue operations, homeland and maritime security, deep
ocean exploration, underwater robot navigation, and sea life
monitoring. For the future work, we intend to explore better
tracking evaluation metrics than OPE for underwater data. Ad-
ditionally, multiple object tracking (MOT) will be considered.

APPENDIX A

We present here further performance analysis plots of the
trackers on different types of distortions. Figs. 10 and 11 show
OPE precision and Success Rate plots for various types of un-
derwater visual data, respectively. Fig. 12 compares the success
rate plots between trackers on original versus enhanced UOT100
dataset.

APPENDIX B

It is also necessary to emphasize the importance of the GP
loss on the proposed CRN-UIE objective function. We realized
during our experiments that adding the GP loss helped control
the color correction in the output images. The GP loss helps
preserve other high-frequency components, such as texture and
tone. This is especially useful because colors get distorted in
underwater environments. Fig. 13 shows sample output of our
CRN-UIE architecture model with and without the GP loss.

APPENDIX C

Here, we present the benchmark tracking results on the en-
hanced UOT100 dataset using FUnIE-GAN and UGAN. It can
be seen from the plots in Fig. 14 that enhancing the quality of
the underwater visual data using these methods also improves
the precision and success rate of trackers in underwater environ-
ments. However, these results also demonstrate that most track-
ers perform slightly better on UOT100_enhanced using the pro-
posed CRN-UIE enhancement method, than with FUnIE-GAN
and UGAN. SiamRPN++, VITAL, and TLD tend to perform
slightly better on the data enhanced by both FUnIE-GAN and
UGAN than CRN-UIE. We observe this trend in benchmark
plots for all distortion types. It is equally important to point
out that the performance ranking of the benchmarked trackers
remains almost consistent across the various methods.
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