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Noise Background Levels and Noise Event
Tracking/Characterization Under the Arctic Ice Pack:

Experiment, Data Analysis, and Modeling
Kevin L. Williams , Michael L. Boyd, Alexander G. Soloway, Eric I. Thorsos, Steven G. Kargl, and Robert I. Odom

Abstract—In March 2014, an Arctic Line Arrays System (ALAS)
was deployed as part of an experiment in the Beaufort Sea (approx-
imate location 72.323 N, 146.490 W). The water depth was greater
than 3500 m. The background noise levels in the frequency range
from 1 Hz to 25 kHz were measured. The goal was to have a three-
dimensional sparse array that would allow determination of the
direction of sound sources out to hundreds of kilometers and both
direction and range of sound sources out to 1–2 km from the cen-
ter of the array. ALAS started recording data at 02:12 on March
10, 2014 (UTC). It recorded data nearly continuously at a sample
rate of 50 kHz until 11:04 on March 24, 2014. Background noise
spectral levels are presented for low and high floe-drift conditions.
Tracking/characterization results for ice-cracking events (with sig-
natures typically in the 10–2000-Hz band), including the initiation
of an open lead within about 400 m of the array, and one seismic
event (with a signature in the 1–40-Hz band) are presented. Results
from simple modeling indicate that the signature of a lead forma-
tion may be a combination of both previously hypothesized physics
and enhanced emissions near the ice plate critical frequency (where
the flexural wave speed equals that of the water sound speed). For
the seismic event, the T-wave arrival time results indicate that a
significant amount of energy coupled to T-wave energy somewhere
along the path between the earthquake and ALAS.

Index Terms—Arctic ambient noise, hyperbolic tracking.

I. INTRODUCTION

IN 2014, the Applied Physics Laboratory—University of
Washington designed and constructed an Arctic Line Ar-

rays System (ALAS) suitable for operations during the U.S.
Navy Arctic Submarine Laboratory (ASL) Ice Experiment 2014
(ICEX14). ALAS comprises six vertical arrays spaced apart hor-
izontally in a hexagonal pattern. It was constructed and deployed
so as not to interfere with ongoing ASL exercises. Within this
constraint, the goal was to have a 3-D sparse array that would
allow determination of the direction of sound sources out to
hundreds of kilometers and both direction and range of sound
sources out to 1–2 km from the center of the array.
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ALAS recorded both natural sounds (e.g., ice cracking,
seismic-generated T-waves) and man-made sounds (e.g., planes
and helicopters landing and taking off, snowmobile operations,
etc.) that had frequency signatures in the 1-Hz–25-kHz band.
ALAS started recording data at 02:12 on March 10, 2014
(UTC). It recorded data continuously (except for short periods
where system checks were performed, hard drives and batter-
ies swapped, or camp logistics prevented timely battery pack
changes) at a sample rate of 50 kHz until 11:04 on March 24,
2014.

Ambient noise studies, including study of background noise
levels, noise due to local ice cracking, and noise due to seismic
events, have a long history [1]–[7]. Mechanisms associated with
various ice-cracking noise signatures have been proposed. The
initiation of a lead in close proximity (400 m) to ALAS presents
a unique opportunity to examine proposed mechanisms relative
to the noise signature measured from a single event. Results
from simple modeling indicate that the signature of a lead for-
mation may be a combination of both previously hypothesized
physics and enhanced emissions near the ice plate critical fre-
quency (where the flexural wave speed equals that of the water
sound speed). The T-phase detection of a single, relatively local
(400 km) seismic event also offers an opportunity to examine
coupling of seismic energy into the water column. The exper-
imental results are the main result of this paper and give an
update to the noise environment in the current Arctic. Knowl-
edge of the time dependent noise environment is essential when
establishing performance limits on sonar systems. Establishing
the levels, variations in those levels, and some of the physi-
cal mechanisms at play in the modern Arctic were the primary
objectives of this paper. The modeling is used to qualitatively
assess some of those physical mechanisms and also to indi-
cate avenues where further effort could offer better physical
insight.

The remainder of this paper is organized as follows. Section II
describes the hardware used and the configuration realized dur-
ing ICEX14. Section III details the method used to acoustically
track the relative hydrophone locations of the array throughout
the experiment. Section IV presents the results obtained for
both the background ambient noise, and the detection and
localization (in either angle or angle/range) of various events.
Associated modeling is also included in that section. Section
V discusses both the uniqueness of the data and possible future
efforts.
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Fig. 1. Horizontal geometry of ALAS hydrophone arrays as viewed from the top (as measured during deployment). The three red circles designate the top of the
deep-water (DW) vertical arrays and the three yellow circles designate the top of the shallow-water (SW) vertical arrays.

II. EQUIPMENT

A. Hardware

ALAS is a battery-operated system to collect acoustic data
from 6 two-element vertical acoustic arrays deployed under
sea ice. The hydrophones used in the arrays were RESON TC-
4032s (with a receive sensitivity of −164 dB re 1 V/μPa in
the frequency range used). The Belden 8424 cables connecting
the hydrophones to the surface were all wrapped with FAIR-
WRAP cable fairing to reduce cable strum and thus allow vi-
able data at the lowest frequencies of interest O(1 Hz). Each
array also had at least one RBR Solo D Depth Recorder near the
hydrophones to assist in determining the hydrophones relative
positions. The arrays were strain relieved using Amsteel support
line and weight was placed at the bottom of the arrays to combat
cable streaming due to relative currents between the ice and the
water.

Three of the arrays were deployed such that the deepest hy-
drophone was nominally at 30 m. The shallow hydrophone on
these arrays was 3 m above the deep hydrophone. The other
three arrays were deployed such that the deepest hydrophone
was nominally at 80, 140, or 200 m. The shallow hydrophone
on these arrays was 30 m above the deep hydrophone. The hy-
drophones were connected to a data acquisition (DAQ) system
located in a small heated building on the ice. The entire system
was run from lead–acid batteries and was electrically and physi-
cally isolated from the rest of the ICEX14 camp instrumentation.
The DAQ building was located approximately 100 m from the
main camp. Periodic maintenance was required to replace re-
movable data hard drives, perform system checks, and carry out
battery swapping as necessary. In addition to the arrays, an Ap-
plied Acoustics Underwater Technology LF Fatboy Beacon was

deployed at 30-m depth that transmitted a 1-ms pulse centered
at 15 kHz once an hour to aid in tracking the relative positions
of the hydrophones in the arrays.

ALAS uses a Dewetron D313-16 Portable DAQ system with
two ORION-0824-200 A/D Boards. The system features two
removable 2.5-in hard drives. One drive is used for the operating
system files, the other drive for data. Figs. 1 and 2 show a top
view and a side view of ALAS, as deployed in ICEX14.

B. Deployment and Operations

The array deployment was accomplished through the use of
a single centerline (made of nylon cord) and two laser range
finders. The goal was to establish two nested equilateral triangles
(one triangle formed by the yellow circles in Fig. 1, the other
formed by the red circles in Fig. 1) in a hexagon shape each with
200-m sides. The ends of a deployed centerline defined positions
for arrays labeled DW site 1 and SW site 1 in Fig. 1. The
desired distance between these two points was 231 m (actual was
230.83 m). The center of the line was the location for the pinger.
A partial hole in the ice was drilled at DW site 1, a surveying pole
inserted and verified to be plumb with a carpenter level. A second
survey pole was similarly set up at the location of the pinger and
a third at SW site 1. The poles at DW site 1 and the pinger were
used to survey in the locations of SW site 2 and SW site 3. This
procedure was repeated using poles at SW site 1 and the pinger
to survey in DW site 2 and DW site 3. At each of the surveyed
locations a 6-in diameter hydrohole was drilled. The resulting,
rangefinder-measured, horizontal locations, referenced to the
pinger, are given in Fig. 1.

The (nominal) hydrophone vertical locations are shown in
Fig. 2. The center of ALAS was approximately 700 m from
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Fig. 2. Nominal vertical geometry of ALAS hydrophone arrays (note that actual positions are a function of ice drift conditions).

the center of the ice camp tracking system. The cabling from
each of the hydrophones was deployed on the ice, back to the
DAQ hut. Data with 60-s duration were stored in files for later
analysis (1440 files for a full day of data). Each 60-s file was
also analyzed using short-time Fourier transforms to look at the
time frequency signatures of signals received.

III. ALAS HYDROPHONE TRACKING

Separate hydrophone localization schemes were chosen for
the shallow and deep arrays. This was necessary as the shal-
low arrays had only a single depth sensor (on the upper hy-
drophone) while each hydrophone on the deep arrays had a
devoted depth sensor. In both cases, straight-line ray acoustics
was assumed since refraction effects were examined (using the
measured sound-speed profile) and deemed small for our pur-
poses. The salient point is that, once depth sensor data are used,
the measured differences in the time delays between the 15-kHz
source and all hydrophones can be used to solve for one vari-
able, the azimuthal angle φ about the vertical z-axis. This is
a variation of the well-known technique known as hyperbolic
tracking [8].

The model chosen for the deep arrays has the associated
geometry, as shown in Fig. 3. This model utilizes a polar coor-
dinate system where the positions of the hydrophones relative
to the mounting location (Xo , Yo , Zo ) is determined by a ra-
dial position (rU for the upper hydrophone and rU + rL for the
lower hydrophone) and the azimuthal angle φ about the z-axis
(where φ is measured relative to the x-axis). The shallow array
geometry is similar but assumes the array cable is straight.

Finding rU and rL involved the following steps. The depth
of the upper hydrophone ZU was found from the correspond-
ing depth sensor (depth sensor accuracy is better than 1 cm).
The lower hydrophone position ZL was found by subtract-
ing ZU from the lower depth sensor measurement (i.e., ZL=
(depth)L -ZU ). In-field alterations during deployment make the
depth sensors the most reliable estimate of line lengths LL and
LU . (Securing strain relief cables after deployment resulted in
changes to depths realized for the hydrophones.)

To find the line lengths LL and LU , the maximum depth
recorded by the depth sensors over the time period of interest was
used (there were several periods in which the relative ice/water
motion was at or near zero and the hydrophone cables were
vertical). Having determined ZU , ZL , LL , and LU , one can find
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Fig. 3. Simple model used in tracking the three deepest hydrophone arrays.
Note that rL denotes the solid portion of the line.

rU and rL from simple geometry as follows:

rU = (LU
2 − ZU

2)1/2 (1)

rL = (LL
2 − ZL

2)1/2 . (2)

The X and Y positions of the hydrophones are then given by

XU = Xo + rU cos(φ) (3)

YU = Yo + rU sin(φ) (4)

XL = Xo + (rU + rL ) cos(φ) (5)

YL = Yo + (rU + rL ) sin(φ). (6)

Calculation of the arrival time delay between the 15-kHz
source and each receiver was carried out using a cross correla-
tion. To determine the position of the hydrophones the source
position was assumed (see discussion below) and the receive
time at hydrophone i was computed for the hydrophone posi-
tions (Xi,φ , Yi,φ , Zi,φ ) for all azimuthal angles in 1◦ increments

Δti
φ = ((Xi,φ

2 − Xs
2) (7)

+ (Yi,φ
2 − Ys

2) (8)

+ (Zi,φ
2 − Zs

2))1/2/cw (9)

where cw is the sound speed in the water (chosen to be 1440 m/s
based on measured sound-speed profiles) and (Xs , Ys , Zs) is
the source location. Having obtained the source–receiver travel
time, the difference in arrival time between hydrophone i and j
for each angle φ is computed, denoted as δφ

i,j

δφ
i,j = Δti

φ − Δtj
φ . (10)

The best fit is given by the φ that minimizes the sum of the
mean square error between the modeled arrival time differences
δφ
i,j and the actual arrival time differences δi,j for the 12 hy-

drophones. (Note that arrival time differences are needed since
the transmitter is not synched to the receivers.)

Fig. 4. Top plot is for a particularly quiet time, the middle shows the signal as
a helicopter spins up its rotors, and the bottom is an ice-cracking event. (Note
the differing vertical scales.) The identifications come from listening to audio
versions of these files.

The source line length was approximately 30 m. Since no
depth sensor was placed on the source, its depth Zs was assumed
to be equal to the average of the lower hydrophone depths on
the shallow arrays and the source line was assumed to be ver-
tical (i.e., Xs = Ys = 0). The angle φ determined by the error
minimization is relatively insensitive to variations in the as-
sumed source position on the order of meters. The tracking
results allow the relative positions of all hydrophones to be
estimated [errors of O(10 cm) were found in tests using simu-
lated data] at any point in time during the experiment (with 1-h
resolution).

Once the hydrophones were tracked using the known source
location, the same procedure was used to track the unknown
locations of sources such as ice-cracking and seismic events.
For sources within about 2 km from the array, Monte Carlo
simulations over 10 000 random source locations indicated that
positions of unknown sources could be located to a standard
deviation of less than 5 m. For longer range sources, the standard
deviation increased quickly with range but the uncertainty of the
angle of arrival remained small (2–3◦) regardless of range. This
is a well-known behavior of hyperbolic tracking [8].

IV. BACKGROUND AMBIENT NOISE AND NOISE EVENTS

A. Examples of Analysis Results

Fig. 4 shows three 60-s time signals from the deepest hy-
drophone (DW site 1, 200-m depth). The top plot is for a partic-
ularly quiet time, the middle shows the signal as a helicopter is
spinning up its rotors, and the bottom is an ice-cracking event.
The identifications come from listening to audio versions of
these files.

When the hydrophone calibration is taken into account, the
spectral densities in Fig. 5 are obtained from the time signals of
Fig. 4. The narrow peaks seen in the black curve of Fig. 5 are
associated with ice camp equipment. Comparison of the results
in Fig. 5 (and those to be shown in later plots) with previous
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Fig. 5. Ambient noise spectral densities (vertical scale is in dB re 1 μPa2 /Hz).
Black curve corresponds to top plot in Fig. 4, red to the middle plot, and blue to
the bottom plot. The cyan curve is from a local ice-cracking event on March 16,
approximately 400-m range from the ALAS array.

Fig. 6. Time/frequency signature of the ice-cracking event on March 16 re-
ferred to in Fig. 5. Note that the four panels span different frequency ranges so
that the details in different frequency bands can be examined. Color bars are in
dB re 1 μPa2 /Hz.

results [3, Fig. 5] indicates that in the 1–100-Hz band the lowest
ambient noise level during ICEX14 (at least during initial camp
buildup) was approximately 10 dB lower than that in the mid-
Arctic ridge region of [3]. The peak noise level here and in
[3] occurs near 10 Hz. A possible explanation for this peak,
a combined effect of the spectrum of ice ridging events with
propagation filtering, has been given previously [9]. A possible
reason for the similar structure in the red and blue curves is
mentioned at the end of Section IV-D. (Note also that the peak
in the blue curve below 10 Hz is associated with cable strum.)

As discussed earlier, each 60-s file was also analyzed using
short-time Fourier transforms to look at the time frequency sig-
natures of signals received. An example of this analysis is shown
in Fig. 6. Four panels are shown so that the detailed structure
over different frequency bands can be examined. Fig. 7 is the

Fig. 7. Time/frequency signature of the ice-cracking event on March 16 re-
ferred to in Fig. 5. This is the same data as in the top panel of Fig. 6 but with a
logarithmic frequency scale. Color bars are in dB re 1 μPa2 /Hz.

Fig. 8. Background noise spectral density for low (lower curve) and high
(upper curve) wind speeds. (Vertical scale is in dB re 1 μPa2 /Hz.)

same data as the top panel in Fig. 6 but with a logarithmic
frequency scale allowing a different view of the data. The ex-
ample shown corresponds to the ice-cracking event on March
16 whose spectrum is shown in Fig. 5. As was evident in Fig. 5,
this type of impulsive ice-cracking event creates acoustic energy
over the entire 1-Hz–25-kHz band. Note also, the very long tail
(over 10 s) of energy in the 100-Hz–1-kHz band. This will be
a subject of discussion later in this paper. Figs. 4–7 represent
prototypical examples of the results to be discussed below.

B. Background Noise Levels

Fig. 8 shows measured background noise levels during what
were identified as low and high wind speed conditions and when
there were no local ice-cracking events. Since meteorological
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Fig. 9. Depth measured on longest line of Fig. 2 as a function of time. The
noise levels shown in Fig. 8 were taken at days 7.0 and 8.5 of this figure. At
7.0 the wind speed was near zero and at 8.5 the wind speed was greater than
20 m/s. Note that the data at the beginning and end of the time window indicate
readings as the equipment was deployed (beginning) and then raised to 30-m
depth (end).

Fig. 10. Meteorological data are shown in the top panel and depth recorded
for the deepest pressure sensor in the bottom panel.

data were not available before March 15, the depth measured
for the deepest hydrophone was used as a proxy for wind speed.
Fig. 9 shows the depth recorded for the deepest pressure sensor
as a function of time relative to UTC noon on March 3. Using
changes in depth as a proxy of wind speed (as the hydrophone
“kites” due to relative ice/water movement) was shown viable
by comparing meteorological data from later in the experiment
to depth measurements during that later time. (Fig. 10 shows
meteorological data in top panel and depth recorded for one
of the pressure sensors in the bottom panel. Comparison in the
March 15–17 timeframe indicates the viability of the proxy.)
The noise levels shown in Fig. 8 were taken at days 7.0 and 8.5
on Fig 9. At 7.0 the wind speed was near zero and at 8.5 the
wind speed was greater than 20 m/s.

Note that the high wind speed curve in Fig. 8 has an artificially
high peak at around 16 Hz due to the effects of cable strum;
however, it still seems appropriate to infer a peak in the true

Fig. 11. Ambient noise for four days: from top to bottom—March 10, 12,
14, and 16, respectively. Color bars are in dB re 1 μPa2 /Hz. The high noise
levels seen in the bottom panels around 10 kHz are from a camp pinger. The
two curves in Fig. 8 bound the overall variations seen in this figure. Exceptions
to this are when there are narrow vertical lines, often indicative of ice cracking.

Fig. 12. Average spectral levels for each day in Fig. 11 (red—March 10,
green—March 12, magenta—March 14, and blue—March 16) as well as the
two curves in Fig. 8 are shown. The curves in Fig. 8 essentially bound the daily
averages.

spectral level at around 10–20 Hz, seen also in the lower wind
speed curve. This is a well-known peak for Arctic ambient noise
[7]. Also, the low wind speed curve in Fig. 8 shows several
isolated spectral lines associated with ice camp equipment.

Before proceeding to noise events, it is useful to give an
indication of ambient noise variations over long time scales
(hours). The temporal resolution does not allow a clear view
of short time scale events such as cracking but does allow one
to see variations in ambient noise as long time scale conditions
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Fig. 13. Time signatures for four representative ice-cracking events are shown on the left side. The time axis indicates seconds relative to the associated time
of data given in Table I. The right side shows the corresponding spectral densities determined from the time signals and the receiver sensitivity. Fig. 13(a)–(d) is
associated with times of low wind speed and Fig. 13(e)–(h) is associated with times of high wind speed. Also shown in the panels on the right are the high and low
wind speed background noise curves from Fig. 8.

change. Fig. 11 shows ambient noise in a similar manner to
Fig. 7 but over the entire days of March 10, 12, 14, and 16.
These dates are chosen because the next section looks at noise-
cracking events within those days. Note the horizontal time
window where data are available is different on different days
due to periodic equipment failure and time needed for recovery.

The background noise levels in Fig. 11 can be compared to
Fig. 9, again using that figure as a proxy for wind speed and
remembering that the labeled days on the x-axis in Fig. 9 are
relative to noon on March 3. The spectral lines often seen below
10 Hz in Fig. 11 are strum resonances and are indicative of high
wind speed conditions. Their existence is well correlated to the
high wind speed conditions in Fig. 9. The high noise levels seen
in the bottom panels of Fig. 11 around 10 kHz are from a camp
pinger. Fig. 12 shows averages of each day in Fig. 11 as well as
the two curves in Fig. 8, the curves in Fig. 8 essentially bound
the daily averages. Narrow vertical lines in Fig. 11 are often
indicative of ice cracking. Looking at those lines with more
temporal detail give results such as that shown in Fig. 7. In
the following section, several of these ice-cracking events are
examined in more detail.

C. Noise Events—Ice Cracking

Ice-cracking events were initially identified from time-
domain signals, the spectrograms, and from listening to audio
signals. In practice, an initial thresholding algorithm looked for
large events relative to the background (determined from sev-
eral 60-s files near the file being examined) in the time domain,
spectrograms of these events were made and audio files were
generated from which cracking events could be separated from
anthropogenic ones. Over 100 ice-cracking events were detected
by this rudimentary methodology. The time signatures for four
representative ice-cracking events are shown on the left side
of Fig. 13 using the data from the hydrophone at 140-m depth
(spectral densities at other depths overlapped the ones shown).
The right side shows the corresponding spectral densities deter-
mined from the time signals (using the time window shown in
the appropriate left side panel) and the receiver sensitivity. Also
shown in the panels on the right are the two curves from Fig. 8
to allow an indication of detectability under different wind con-
ditions. The event that occurred closest to ALAS is shown in
Fig. 13(a) and the one furthest from ALAS in Fig. 13(g). The
time of day (i.e., the beginning of the one minute file in which
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TABLE I
DATE, TIME OF DAY (I.E., THE BEGINNING OF THE ONE MINUTE FILE IN WHICH

THE DATA ARE LOCATED), AND TRACKED LOCATION (RELATIVE TO ALAS
ORIGIN) OF THE FOUR EVENTS SHOWN IN FIG. 13

Date Time of day (UTC) x location (m) y location (m)

March 16 (low-frequency
precursor)

15:35:31 65 55

March 16 (first
high-frequency pulse)

15:35:31 425 455

March 16 (second
high-frequency pulse)

15:35:31 325 355

March 10 13:18:52 270 260
March 12 06:17:07 −630 320
March 14 04:53:48 1580 −980

For March 16, the locations are given for the low-frequency precursor signal and the
two higher frequency pulses seen in Fig. 13(c). The locations for all but the longest
range are given to +/− 5 m in keeping with standard deviations seen in simulations.
The longest range is given to +/− 10 m for the same reason.

the data are located) and locations relative to ALAS, as deter-
mined from tracking using the hydrophone positions at the time
of each event, are shown in Table I. The prototypical examples
shown span the types of time and spectral level signatures seen.
The March 16 event being the loudest and the March 14 be-
ing right at the limit of detectability using our somewhat crude
detection method.

Fig. 13(a)–(d) is associated with times of low wind speed and
Fig. 13(e)–(h) is associated with times of high wind speed. The
event in Fig. 13(a) and (b) has much lower spectral density at
the lowest frequencies, indeed the level at 10 Hz is at the low
wind speed background level. The spectrum for this event is
similar to that shown previously as associated with the direct
signal from an ice-cracking event [2], [6]. In [6], the spectrum
is associated with the propagation speed and coherent length
(individual cracking initiation points and length of the crack
associated with each point) of the ice-cracking event. In that
reference, a low frequency (200 Hz) precursor was also detected
as well as a high frequency (5000 Hz) signal. Equivalent signals
are not seen in the data presented here. (Though precursors exist
in some of the data examined here they are centered at much
lower frequencies and thus we do not believe they are due to the
physics described in [6].)

Fig. 13(f) and (h) shows low-frequency signatures that cannot
be definitively associated with the event itself because these
data were taken during high wind speed conditions and the
events were further away (cf., Table I). Separate from this low
frequency (<100 Hz) region there is at least an indication that
the spectra of these two events are similar to the one in the top
panel.

D. Noise Events—Ice Cracking Associated With Lead
Formation

The event on March 16 [see Fig. 13(c) and (d)] is unique
among the events shown in that it is definitively associated
with the initial formation of an open lead that continued to
expand during the course of the day. It was among the loudest
events seen during the period of ALAS deployment and has

Fig. 14. Dispersion curve (solid line) of the ao− wave for a 2-m-thick ice
sheet with the parameters given in the text. The dashed line is the speed of
sound in water.

signature across the entire frequency band. This type of event
has been proposed as one source of the low-frequency peak at
around 10–20 Hz in Arctic noise spectra [7]. (It is this event
that is shown in Figs. 6 and 7. In those figures, it is evident that
the event signature continues for at least 10 s after the initial
arrival.) The event is further dissected below. Before doing so
however, some background on the acoustics of plates loaded on
one side by a fluid is useful. At low frequencies, plates support
the propagation of both symmetric and antisymmetric “Lamb”
waves. It is important to note that true antisymmetric Lamb
waves are associated with plates in vacuum; for a fluid-loaded
plate, the appropriate mode is known as the ao− wave [10].
Below the critical frequency, the antisymmetric Lamb wave has
a wave speed less than that of the fluid. For frequencies above
but near the critical frequency (where the antisymmetric Lamb
wave dispersion curve for a plate in vacuum equals that of the
fluid), the plate is known to radiate with high efficiency [11].
This critical frequency is given by

fc =
1
2π

cf
2

√
12ρ(1 − σ2)

h2Y
(11)

where Y and σ are the Young modulus and Poisson ratio of the
plate, respectively, h is the plate thickness, ρ is the plate density,
and cf is the speed of sound in the fluid. Above the critical
frequency, the associated radiation efficiency is proportional to

1/
√

k2 − kf
2 (cf., [12, Appendix A] for the case of Rayleigh

waves), where k is the flexural wave wavenumber and kf is the
wavenumber in the water. For shells, enhancements in backscat-
tering near this frequency have been demonstrated [10]. Using
typical sea ice longitudinal and shear speeds of cl = 3564 m/s
and cs = 1705 m/s [13] and an approximate ice density of 900
kg/m3 , a Young modulus of 7.0 × 109 N/m2 and a Poisson ratio
of 0.34 can be calculated. For 2-m-thick ice (the approximate
thickness in the region of ALAS during the time of its operation)
and a water sound speed of 1440 m/s, (11) gives an fc of about
190 Hz.
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Fig. 15. Cracking event associated with the March 16 lead formation is shown, the time period from 13.9 to 22.1 s is split so as to look at the evolution of the
spectral content. Fig. 15(a) shows the low-frequency precursor seen in Fig. 13(c) starting at about 13.9 s. Fig. 15(b) shows both the spectrum of this precursor
time window (blue) and the background spectrum from several seconds before the event (red). This same background is shown on all the panels on the right. The
remaining panels indicate the transition from a signal with main contributions in the tens of hertz to one with contributions from 10 Hz to 10 kHz and finally to one
whose main contribution is in the hundreds of hertz. Fig. 15(h) also shows magenta and green curves that indicate the relative radiation efficiency of the supersonic
flexural wave. See text for more details.

Fig. 16. March 16 tracking results. The magenta diamonds show the horizontal locations for the ALAS array. The red areas are the tracked locations of the events
seen in Fig. 15(a) and (c). These correspond to the March 16 locations given in Table I. The left side of the figure shows the tracking result for the low-frequency
precursor in Fig. 15(a). The middle and right panels are the tracking results for the first and second pulses seen in Fig 15(c). See text for more details.

The reality of the ao− mode behavior is more complicated
than described using the antisymmetric Lamb wave dispersion
curve for a plate in a vacuum. In particular, the ao− mode is
dispersive but the wave speed never exceeds that of water (be-
cause of this and its limiting behavior at high frequencies some
authors designate this wave as a Stoneley wave [14]). Using [15,
eq. (4)], the ao− wave speed as a function of frequency is plotted
as a solid line in Fig. 14. As the ao− wave speed asymptotes to
the water sound speed of 1440 m/s (dashed line in Fig. 14), ra-
diation into the water increases rapidly [10]. From Fig. 14 (and

referencing [10, Fig. 2]), a better estimate of where this occurs
is in the range of 250–350 Hz. In spite of this added complexity,
the approximation in (11) is still useful as a simple guide in
understanding the associated radiation efficiency variation with
frequency [10].

Armed with this background, Figs. 15 and 16 will be dis-
cussed and a conjectural physical picture put forth. This discus-
sion will go from top to bottom in Fig. 15 and left to right in
Fig. 16. Fig. 15(a) shows the low-frequency precursor seen in
Fig. 13(c) starting at about 13.9 s. Fig. 15(b) shows both the
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spectrum of this precursor time window (blue) and the back-
ground spectrum from several seconds before the event (red).
This same background is shown on all panels on the right and al-
lows a visual comparison of the spectral signature of the event,
within the time window chosen in each left hand panel, rela-
tive to background. Those panels indicate the transition from a
signal with main contributions in the tens of hertz to one with
contributions from 10 Hz–10 kHz and finally to one whose main
contribution is in the hundreds of hertz. Fig. 15(h) also shows
magenta and green curves (note that the green curve overlaps on
the magenta line for most of the frequency range) that indicate
the relative radiation efficiency of the supersonic flexural wave,

given the radiation efficiency is proportional to 1/
√

k2 − kf
2 ,

scaled to fit on the spectral curves of the event being studied.
(Those curves use (11) to define the critical frequency; from
the previous discussion relative to Fig. 14, these curves might
shift to the right by 50–100 Hz in more exact modeling of the
radiation efficiency.) The green curve assumes an ice thickness
of 2 m and the magenta one an ice thickness of 2.5 m. Note that
above about 700 Hz, the radiation efficiency curves predict a
different falloff with frequency than seen in the data. Two pos-
sible explanations are either that the source has little frequency
content at higher frequencies or that the simple picture of a con-
stant thickness plate begins to fail as the acoustic wavelength
gets small enough to sample the detailed structure of the ice
sheet.

The left side of Fig. 16 shows the x, y locations of the ALAS
array in magenta and the tracking result for the low-frequency
precursor in Fig. 15(a). The precursor tracks to a point above
ALAS (note that there is also a sidelobe of the tracking solution
near the vertical axis of the left panel in Fig. 16 at around 250 m).
One explanation for tracking to a point above ALAS is that the
evanescent field for a subsonic flexural wave is passing over the
array (this happens before the ice-cracking event itself). When
this subsonic wave hits a weak region of the ice, it initiates a
cracking event or events. The middle and right panels in Fig. 16
are the tracking results for the first and second pulses seen in
Fig. 15(c) that are associated with the actual cracking event(s).
The spectrum associated with this time window [see Fig. 15(d)]
spans the entire frequency band. The lower frequency compo-
nents are traceable to a continuation of the low-frequency pre-
cursor. The pulses themselves account for the spectrum above
about 100 Hz. Previous research [4]–[6] indicates that these
types of pulses are evidence of ice cracking. A question moti-
vated by that earlier work is whether the two pulses represent
direct acoustic signals from two different cracking events or the
first pulse is associated with the supersonic symmetric Lamb
wave arrival preceding the direct acoustic signal from a single
event [5]. To examine this issue, OASES [16] was used to gener-
ate the signals received at ALAS for an explosive source within
the ice at x = 400 m and y = 400 m. The OASES-generated
signals show both the symmetric Lamb wave and direct acoustic
wave contributions.

Each OASES signal was passed through the tracking process-
ing and the result is shown in Fig. 17. The Lamb wave tracking
result is on the left and the direct acoustic wave on the right.

Fig. 17. Tracking results for OASES simulated signals. Left is the tracking
result for the symmetric Lamb wave and right is the tracking result for the direct
acoustic wave. See text for details.

These two panels are to be compared to the two right panels
in Fig. 16. The salient point is that the symmetric Lamb wave
path traveling within the ice while coupling energy into the wa-
ter does not match the assumptions of the tracking model (the
largest assumption being straight ray paths between source and
receiver) and gives the Lamb wave location at a different angle
and range than known to be true. (Obviously one could make
a tracking algorithm that would correctly track this wave.) The
conclusion derived here from this is that the two pulses seen in
Fig. 15(c) are individual acoustic source events within one large
cracking event associated with the initial lead formation.

It is important to note that during the day there were 50–60
smaller cracking events along the line where the lead eventually
formed. Again, the picture put forth is that the ice was weak
along that line and primed for lead formation. A low frequency
flexural wave first passed over ALAS and its evanescent field
detected, it then propagated past this weakened line and failure
occurred (the ice cracked). Furthermore, once the crack was
formed it was a point of origin for low frequency subsonic flex-
ural wave energy to scatter into the water that was also detected
by the hydrophone. This explanation is in general agreement
with proposals from earlier researchers [2], [7]. However, those
previous efforts did not have a local lead formation event to
dissect in detail.

Left to discuss are the bottom four panels in Fig. 15. Fig. 15(e)
and (f) indicates in both the time and frequency domain that
low frequency flexural wave energy continues to be present.
Around 40 Hz, the signal is lost in the background noise but
reappears around 80 Hz and continues to be above the noise
until at least 3 kHz. Finally in Fig. 15(g) and (h), the signal
rises above the noise at around 100 Hz and begins to converge
with the noise floor around 700 Hz. The radiation efficiency
curves [see Fig. 15(h)] are used as a basis to conjecture here
that the ice, shocked by a lead initiation event, emits a broad
spectrum of flexural waves for many seconds and flexural waves
with frequencies near the critical frequency are radiated into the
water with high efficiency. It is interesting in this regard that the
noise floor during this period (the red curves in Fig. 15 ) shows a
drop at around 100 Hz. Given that no local cracking occurred in
that background time window, a reason for this could be that the
ambient noise energy in this part of the spectrum couples easily
into the ice and is absorbed, i.e., the complement to the radiation
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Fig. 18. Time/frequency signature of the seismic event on March 23. Note that the four panels span different frequency ranges so that the details in different
frequency bands can be examined. Color bars are in dB re 1 μPa2 /Hz.

into the water from local flexural wave sources. The reader is
invited to look back at Fig. 5 and decide if those event signatures
further support this picture, i.e., the importance of plate physics
in determining the spectrum of the signals received in the water.
In particular, the similar structure in the spectrum with helicopter
noise (see Fig. 5, red curve) and with ice cracking (see Fig. 5,
blue curve) may be due to the energy coupling properties into/out
of the plate.

E. Noise Events—Seismic Activity

The Incorporated Research Institutions for Seismology (IRIS)
maintains a database of seismic events around the world. IRIS
cataloged a seismic event on March 23, 2014 at 19:50:52 at lati-
tude 71.0669 N, longitude 135.363 W, and a depth of 20 km. This
location was approximately 415 km from ALAS at a bearing of
96.6◦ relative to true north. This location is along the Beaufort
Sea continental slope. The ALAS array had been restarted only
minutes earlier, having been off for several hours due to a low
battery condition.

At minute 19:52:58 of March 23, ALAS detected a low-
frequency T-wave signal, as shown in Fig 18. The measured
time of arrival was 19:53:40 (42 s into the 19:52:58 file). The
mechanism of coupling of seismic energy to T-wave energy in
the water column has been the subject of research for several

decades. (A recent publication offers an entry into the subject
[17].) In the Arctic, experiments have examined T-waves gen-
erated by seismic events along the mid-Arctic ridge [3].

Modeling has shown that coupling to T-waves can occur near
the event, e.g., along continental slopes and anywhere between
the seismic event and the receiver where there is significant
interface roughness [17]. For the current case, if the T-wave
energy was coupled immediately above the seismic event (as-
suming a longitudinal speed in the earth of 3500 m/s, an average
speed in the water of 1440 m/s, and a water depth of 3500 m) one
would predict an arrival around 19:55:45. If, on the other hand,
the T-phase energy was coupled at the point where a straight line
connects the event and the receiver, the predicted arrival time
would be around 19:53:20. The implication is that the T-wave
energy was generated somewhere between these two points.

Accounting for the orientation of the ALAS array, the arrival
angle of the earthquake is predicted to be 20◦ relative to the
x-axis. The tracking results give approximately 13–14◦. Given
that the estimated error in establishing ALAS rotation rela-
tive to North is of order 5◦, the difference between estimated
and tracked angles is not surprising. (The distance from ALAS
(415 km) makes the hyperbolic tracking results for range highly
uncertain.) The time-domain signal received for this seismic
event at one of the ALAS receivers (30-m depth) and the asso-
ciated spectral density are shown in Fig. 19.
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Fig. 19. Top—The time-domain signal received at one receiver for the seismic
event detected on March 23. Bottom—The associated spectral density.

The top panel of Fig. 20 shows 20 s of the seismic data, low
pass filtered at 20 Hz. The bottom three panels show modeling
results over the same frequency band using a normal mode
propagation model (see Appendix) and the source function in
the second panel. Those three panels show the received signal
for T-wave generation at the bottom/water interface at varying
ranges: 103.75, 207.5, and 415 km, respectively, from top to
bottom. In each of those panels is the approximate arrival time
associated with seismic propagation to the point of coupling
followed by T-wave propagation. Since the true source function
is not known, the main observation from these model results is
the change in the length of the signals due to mode dispersion
as a function of distance of propagation in the water.

Comparing the model results to the data, the hypothesis that
the coupling occurred somewhere between the seismic source
and receivers (derived from the timing) is at least plausible.
From a timing standpoint, T-wave coupling about 120–140 km
from the receiver would fit the observed arrival time.

Fig. 21 shows the bathymetry derived from [18]. The top
panel shows the overall bathymetry with the magenta line going
from camp (top/right) to earthquake location (bottom/left). The
bottom panel is the depth associated with the magenta line (camp
horizontal location is at range = 0 in the bottom panel). The
figure indicates the possibility of T-wave generation due to both
downslope propagation and interface roughness [17], however,
given the slope is actually less than 0.5◦, the downslope coupling
may be minimal. The topography near the bottom/right in the
top panel of Fig. 21 might also cause out of plane scattering to
the receiver.

V. SUMMARY

The experimental results are an important contribution to un-
derstanding the current noise environment of the Arctic over

Fig. 20. Top panel shows 20 s of the seismic data, low pass filtered at 20 Hz.
The bottom three panels show modeling results over the same frequency band
using a normal mode propagation model and the source function in the second
panel. Those three panels show the received signal for T-wave generation at the
bottom/water interface at varying ranges: 103.75, 207.5 and 415 km, respec-
tively, from top to bottom. The data and model results have been shifted such
that time zero is immediately before wave packet arrival. The times given in the
bottom panels are the approximate time of arrival from earthquake to receiver
for the seismic event on March 16, given coupling at the associated ranges.

Fig. 21. Bathymetry derived from [18]. The top panel shows the overall
bathymetry with the magenta line going from camp (top/right) to earthquake
location (bottom/left). The bottom panel is the depth associated with the magenta
line (camp horizontal location is at at range = 0 in the bottom panel).
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a large span of frequencies. Knowledge of the time-dependent
noise environment is essential when establishing performance
limits on sonar systems. Establishing the levels, variations in
those levels, and some of the physical mechanisms at play in the
modern Arctic were the primary objectives of this paper. Be-
cause of this, some effort was spent at presenting the equipment
and methods used.

The ALAS array allowed the study of both background noise
levels and episodic events over more than four decades of fre-
quency (1 Hz–25 kHz) on a continual basis over the course of
two weeks. Both the bandwidth and the continuous monitoring
are capabilities that exceed those available in the 80s and 90s
when much of the earlier work was carried out. The bandwidth
available was important in examining the signals associated with
the initial formation of a lead in the near vicinity of the array.
Modeling was used as a means of supporting the general pic-
ture of the physics involved in generation of the lead-formation
acoustics; however, that picture is still highly conjectural. It is
hoped that the data will motivate further modeling and perhaps
scaled laboratory experiments where environmental parameters
can be better controlled and measured.

The detection and timing of the seismic event was aided by the
fact that the system was designed to operate nearly continuously
(with occasional down times due to logistic constraints). Given
those constraints, there was a fortunate congruence of events
in the fact that ALAS was operational during the time of the
earthquake event. As in the case of the lead opening, modeling
was used simply to constrain the possible physics but is not
sufficient for definitive conclusions. Having said this, the mode
dispersion is a key observable and further modeling using better
bathymetric data, when they inevitably become available, will
need to capture that dispersion.

APPENDIX

Mode propagation modeling is useful in examining low
frequency waveguide propagation (e.g., the T-phase signal
associated with an earthquake). Our approach is to develop a
framework that includes elastic properties of the seafloor. An
acoustic field can significantly penetrate into the seafloor where
elastic properties have important effects on propagation at these
frequencies. A fully elastic mode code [19], [20] provides the
mode functions and horizontal wavenumbers. Using these, a
mode-based propagation model for arbitrary pulse waveforms
can be developed. Below this mode-based model is formulated
in the frequency domain; pulse propagation is determined using
Fourier synthesis. The inherent dispersion in mode propagation
results in pulse spreading during propagation and can give a
qualitative indication of propagation distance within the water
column (as done in the main body of the paper).

For a range independent environment, a propagation model
based on normal modes is straightforward to formulate. The z-
axis is taken to be positive downward with the origin at the sea
surface. Assuming the time harmonic case, the pressure p(R, z)
is expanded in normal modes as [21]

p(R, z) = psrc

∑
n

an (R)φn (z) (12)

where R is the horizontal range coordinate, an (R) are mode
amplitudes, and φn (z) are mode functions. In general, mode
functions and amplitudes are complex, but in this case the
mode functions are real because absorption in the seafloor is
not included in the elastic mode code. Effects of absorption on
mode attenuation are included in mode amplitudes by perturba-
tion theory as described below. In (12), psrc is the rms pressure
at 1 m. The acoustic source is assumed to be a point source

po(r) = psrcro
exp(ikor)

r
(13)

where ro = 1 m and ko is the wavenumber at the source depth
zs . For the source given by (13), the mode amplitudes are [21]

an (R) =
iro

ρ(zs)

√
2π

R
exp(−iπ/4)φn (zs)

exp(iknR)√
kn

(14)

where kn is the horizontal wavenumber for mode n.
When absorption is included in the seafloor, mode horizon-

tal wavenumbers become complex. Assuming the sound speed
in the seafloor depends on depth c2(z), the real wavenumber
k2(z) = k2r (z) = ω/c2(z) for a propagating plane wave be-
comes k2(z) = k2r (z) + ik2i(z) ≈ k2r (z)(1 + iδ), where the
approximate form with the loss parameter δ is often used and
gives a linear frequency dependence for absorption.

Ingenito [22] developed the lowest order perturbation result
for the imaginary part of the mode horizontal wavenumber ac-
counting for absorption in a sediment half-space with properties
independent of depth below a water column of depth D. The re-
sult given in [22, A11] is

αn =
k2r k2i

k
(0)
n

ρ2

∞∫
D

|ν(0)
n (z))|2dz (15)

where αn is the imaginary part of the horizontal wavenumber
for mode n, and therefore it decays according to exp(−αnR)
when the waveguide boundaries are flat. In (15), the density in
the bottom is ρ2 , k(0)

n is the mode horizontal wavenumber for the
zero-order problem when attenuation in the bottom is neglected,
and ν

(0)
n (z) is the real mode function for the zero-order problem

when formulated in terms of the velocity potential. Ingenito
assumes that k2r , k2i , ρ2 , and c2 are constant as a function of
depth. If the mode functions are formulated in terms of pressure
instead of velocity potential, (15) becomes

αn =
k2r k2i

k
(0)
n ρ2

∞∫
D

|φ(0)
n (z))|2dz (16)

where φ
(0)
n (z) and k

(0)
n are real mode functions and horizontal

wavenumbers, respectively. The derivation developed by Ingen-
ito can be generalized to the case where the quantities k2r , k2i ,
ρ2 , and c2 all depend on depth. The result is

αn =
1

k
(0)
n

D2∫
D1

k2r (z)k2i(z)
ρ2(z)

|φ(0)
n (z))|2dz (17)

where D1 is the depth of the water, D2 is the depth at the bottom
of the computational region, and the bottom layer has thickness
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D2 − D1 . The final complex horizontal wavenumber for mode
n is kn = k

(0)
n + iαn . The time-domain pressure is determined

by an inverse Fourier transform of (12), having determined the
complex horizontal wavenumber at the appropriate frequencies.
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