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Spatiotemporal Tracking of Ocean Current Field
With Distributed Acoustic Sensor Network
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Abstract—A distributed networked underwater sensor (DNUS)
system can provide ocean measurements over a wide area with
a large number of sensors. This paper studies the estimation of
the ocean current field observed by a DNUS system. Considering
that the current field is correlated in time and space, we present
a statistically-based acoustic travel time difference tomography
method based on a Kalman filter (KF) to reconstruct and track the
ocean current field. A spatiotemporal autoregressive (AR) model
is used to describe the time evolution of the current field. In the
spatiotemporal AR model, the observation region is divided into
subtriangle grids. The subtriangles are partitioned into clusters
and each cluster is assigned with one AR coefficient. Moreover, the
AR coefficients are updated adaptively with the past estimated cur-
rent velocities. The proposed method is verified with the synthetic
observational data generated by a barotropic ocean model. Com-
pared with the regular distributed processing method, the proposed
ocean current field reconstruction and tracking method achieves a
lower region-integrated root-mean-square error (RMSE). In addi-
tion, by making use of the spatiotemporal correlation, the proposed
method is robust to the measurement link failure and burst errors
in the DNUS system.

Index Terms—Distributed networked underwater sensors
(DNUS), ocean current field estimation, spatiotemporal autore-
gressive model, Kalman filter.

I. INTRODUCTION

S INCE climate change is regarded as a great threat to
our living place, ocean state monitoring has begun to

attract considerable attention from the environmental scientists.
As an important component, ocean current is monitored for
port operation, coastal environmental monitoring, offshore
exploration, and other commercial and academic purposes.
Acoustic Doppler current profiler (ADCP) can measure both
directional waves and current profilers. It achieves highly
accurate measurements in a limited region. Satellite remote
sensing techniques, employing active or passive optical,
thermal, and microwave signals, are used for remote monitoring
and quantitative mapping of real-time ocean surface field.
However, electromagnetic remote sensing can hardly be used
for measurements of deep ocean currents [1].

Manuscript received November 12, 2015; revised March 22, 2016; accepted
June 6, 2016. Date of publication October 5, 2016; date of current version July
12, 2017. This work was supported in part by the National Natural Science
Foundation of China under Grants 41376104 and 61531017, and by the Funda-
mental Research Funds for the Central Universities.

Associate Editor: Z.-H. Michalopoulou.
The authors are with the College of Information Science and Electronic

Engineering, Zhejiang University, Hangzhou 310027, China (e-mail: zhang-
ying@zju.edu.cn; chenhf@zju.edu.cn; wxu@zju.edu.cn; tcyang@zju.edu.cn;
hjm818@zju.edu.cn).

Digital Object Identifier 10.1109/JOE.2016.2582018

The ocean is almost transparent to low-frequency sound. The
acoustic signal can travel in water for a long distance. Moreover,
travel time or some other measurements of an acoustic signal
are functions of ocean parameters, such as current velocity,
temperature, and so on. Indeed, acoustic waves have been the
most effective carriers to probe the ocean body.

Ocean acoustic tomography (OAT), proposed by Munk and
Wunsch in 1979, is a classical method employed to measure
ocean environmental changes [2]. The purpose of OAT is to
infer the state of ocean from the measured travel time or other
properties of acoustic transmission [3], [4]. Fig. 1(a) shows the
topology of a typical OAT system, where the sensors are usually
placed exterior of the studied area.

As an application of OAT in the coastal region, coastal acous-
tic tomography (CAT) was intended to monitor spatial structure
of sound speed or current velocity in the semi-enclosed sea, such
as bays, straits, harbors, etc. [5]–[7]. It has been the focus of
OAT-related research in recent years due to its capability of con-
tinuous environmental monitoring without disturbing shipping
traffic and fishing activity.

Distributed networked underwater sensing (DNUS) is an
emerging technology, and has attracted great attention as the
networking concept and technology mature gradually in the un-
derwater world [8]–[11]. A DNUS system consists of a large
number of sensor nodes that are deployed in a specific area
to perform a collaborative monitoring task. The sensor config-
uration of a DNUS system is depicted in Fig. 1(b). With the
advent of small, inexpensive, low-power sensor technology, a
large number of sensors can be placed in a wide area for sensing,
observation, and target detection. Moreover, the sensors can be
deployed by the ship within one or two days, saving the cost
and time of at-sea operation.

Some existing DNUS systems were presented to estimate
the current or temperature field [8], [12]. In [8], a distributed
processing method with a DNUS system was proposed to reduce
computational complexity. In distributed sensing as well as in
OAT, individual data snapshots and the associated parameter
estimation are often treated as independent from each other.
But in reality, the ocean parameters are time evolving based on
the underlying ocean physics. Previous work has shown that
a Kalman filter can be adopted to improve the measurement
uncertainties in OAT [13], [14]. A Kalman filter will be adopted
in this paper for distributed processing.

Park et al. assimilated CAT data into a barotropic ocean model
using a Kalman filter [15]. Howe et al. applied tomography to
the ionosphere problem [16], and a Kalman filter was used to
assimilate the data into a simple time-dependent model. In OAT,
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Fig. 1. Comparison of the sensor configurations of (a) OAT and (b) DNUS system [8]. The squares indicate the sensor nodes and the solid lines represent the
acoustic paths.

the sound speed and currents are expressed in terms of a stream
function represented by a (truncated) Fourier series. The Kalman
filter is applied to the coefficients of the series using a simple
temporal persistence (coherence length) [17], implying that the
fields with different wavelengths evolve with time with the same
rate. In this paper, the Kalman filter is applied directly to the
observable current field, taking into consideration its temporal
and spatial correlations [18]. Spatial and temporal correlations
are observed in real data as well as the current field gener-
ated in a simulated ocean model (see Section IV). Moreover, a
(2-D) spatiotemporal autoregressive (AR) model [19] is used to
describe the time evolution of the current field, in contrast to the
aforementioned work where the Kalman filter is represented by
a (1-D) temporal AR model. An analysis below will show that
the modeling/estimation error is significantly reduced using the
spatiotemporal AR model versus the temporal only AR model.
Besides, the AR coefficients in this work are adaptively updated
using the past and current estimated velocities versus previous
work assuming a time-invariant value. Finally, we find an added
advantage for a DNUS system, namely that the proposed method
is robust against the burst errors and link failure which are com-
mon in the underwater acoustic channel. The link failure is more
critical to a traditional OAT system which employs fewer nodes
than a DNUS system.

In the distributed network, the region can be divided into
nonoverlapped subtriangles bounded by the acoustic travel
paths. The current field is parameterized by the velocities of
the individual subtriangles. The measurement vector includes
all the travel time differences of ray paths. Based on the travel
time differences, one can map out the current field directly as
shown in [8]. This distributed processing method in [8] will be
referred to, for simplicity, as the DP method. In this paper, a
linear state–space model is incorporated with the state initial-
ized by the initial estimated mean velocity field. An AR model
is used to capture the evolution of the state, namely the time-
varying horizontal (depth-averaged) ocean current field, where
the AR coefficients are updated timely using the estimated states
in the past and current time. Two methods are used to compare
their tracking (error) performance. The TE–KF method uses the
time-evolving Kalman filter (based on the 1-D time-evolving AR
model). The STE–KF method uses the spatiotemporal evolution

Kalman filter (based on the 2-D spatiotemporal AR model). The
effectiveness of the proposed approach is evaluated with the syn-
thetic data generated from the regional ocean modeling system
(ROMS) [20].

The rest of the paper is organized as follows. The theoretical
foundation of current field estimation and some existing inver-
sion methods are reviewed in Section II. In Section III, the linear
dynamic model and the Kalman filter are first reviewed. Then,
a time-evolving current field tracking method is proposed. In
Section IV, the simulation environment is presented. The pro-
posed tracking method is compared with the ground truth in
several situations and the results are discussed. A conclusion is
given in Section V.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we define the problem of acoustic current field
estimation and introduce some existing inversion approaches
based on one snapshot of data.

A. Travel Time Tomography in Horizontal Plane

We focus on ocean current estimation with measured acoustic
travel time data in the horizontal plane with a scale of roughly
10 km× 10 km. In reality, ray paths are reflected by sea sur-
face and bottom in shallow-water environment. Here, a depth-
averaged current field is considered, and the complicated ray
paths are processed by projecting onto the horizontal plane.

Reconstruction of the ocean current utilizes the fact that the
travel time of an acoustic wave propagating from a source to
a receiver is a function of both the sound speed and current
velocity [21]. Define the travel time difference Δtij for the
reciprocal transmission between two sensor nodes as Δtij ≡
(tij − tji)/2, where tji is the one-way travel time from nodes i
to j. For a nonuniform current field, the travel time difference
Δtij is given by

Δtij =
1
2

∫ pj

p i

(
1

c(p) + v(p) · uij
− 1

c(p) − v(p) · uij

)
dp

≈ −
∫ pj

p i

v(p) · uij

c2(p)
dp (1)
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where pi is the location of node i,v(p) is the current vector at
location p,uij is a unit vector along the path from nodes i to j,
and c(p) is the sound speed in water at location p. The sound
path is assumed to be overlapped for the reciprocal way. The
approximation in (1) requires that the magnitude of the inner
product between v(p) and uij is much less than c(p).

Given that the salinity variation is small, the sound speed is
mainly determined by the temperature. In this paper, the sound
speed is assumed to be constant in the area. Our objective is
to reconstruct the horizontal current field with the travel time
difference data between node pairs in a DNUS system.

Since travel time difference is used as the measurement in the
ocean current tomography, time synchronization among nodes
is crucial to the estimation result. Clock synchronization error
can be classified into two categories. One is clock jitter, which
is random variation of the errors around the zero mean. The
other is clock drift, which is the synchronization bias of the
errors increasing with time. In this paper, clock jitter is modeled
as random measurement noise. However, the related problems
caused by clock drift are not considered and remain to be dis-
cussed further.

B. Current Field Estimation With Distributed Sensor Network

A key aspect of the estimation problem is how to parameterize
the horizontal current field. For the OAT systems, a typical way is
to use a so-called stream function [22] which can be represented
as a truncated Fourier series. The objective is to solve for the
Fourier coefficients so as to obtain the current field distribution.
Due to the large number of unknown coefficients, the dimension
in this problem is high.

For a DNUS system, the sensor nodes are approximately
uniformly distributed in the region, as shown in Fig. 1(b). Each
node only communicates with its neighboring nodes. It is shown
in [8] that a DNUS system consumes less energy compared with
an OAT system at the same frequency due to the short node
distances.

To estimate the current field, similar approaches for traditional
OAT can be applied in a distributed network [8]. To reduce the
computational complexity for solving the inverse problem, a DP
method was proposed in [8]. It makes use of the topology of a
distributed network by dividing the region into triangular grids.
By doing that, the estimation can be performed in a local area
with simplified calculation.

Consider a DNUS system with Ns sensor nodes. A travel path
is formed by connecting two neighboring nodes. The whole re-
gion can be divided into many nonoverlapping triangles by indi-
vidual travel paths. Let Δ{num1,num2,num3} denote a certain tri-
angle in the network, where num1,num2,num3 are three vertex
node indexes of the triangle. By interconnecting the midpoints
of three edges, each triangle can be partitioned into four subtri-
angles. We use Δ with a lowercase letter subscript to represent
a subtriangle, such as Δa , or we use Δ{num1,num2,num3},a to in-
dicate a specific subtriangle Δa in Δ{num1,num2,num3}. The set
of all the triangles in the region can be denoted as T with |T | =
NTri , where | · | represents the number of elements in the set.

Fig. 2 shows an example of a distributed sensor network
with Ns = 12 nodes. The region can be divided into NTri = 14

Fig. 2. (a) A distributed sensor network with 12 nodes. (b) One of the triangles
in the network with vertexes 1, 2, and 3, which can be partitioned into four
subtriangles Δa , Δb , Δc , and Δd .

nonoverlapping triangles. Consider the triangle with three nodes
denoted by 1, 2, and 3. The triangle can be partitioned into
four subtriangles Δa ,Δb ,Δc , and Δd . The current vectors
v(Δa),v(Δb), and v(Δc) at the centroids of subtriangles
Δa ,Δb ,Δc are related to the measurement data by (ignoring
the noise)

Δt13 =
t13 − t31

2
= −s13

c2
0

v(Δa) · u13 + v(Δc) · u13

2

Δt12 =
t12 − t21

2
= −s12

c2
0

v(Δa) · u12 + v(Δb) · u12

2

Δt23 =
t23 − t32

2
= −s23

c2
0

v(Δb) · u23 + v(Δc) · u23

2
(2)

where sij is the distance between nodes i and j, and c0 is the
sound speed.

Assuming that the spatial variation of the current is
much smaller than the current itself, the current v(Δa) =
[vx(Δa), vy (Δa)]T is obtained by solving (2) as

v̂x(Δa) =
c2
0(s13 sin θ13Δt12 − s12 sin θ12Δt13)

s12s13 sin (θ12 − θ13)

v̂y (Δa) =
c2
0(s12 cos θ12Δt13 − s13 cos θ13Δt12)

s12s13 sin (θ12 − θ13)
(3)

where θij is the angle between uij and the unit vector in x-
direction, v̂x(Δa) and v̂y (Δa) are the estimates of vx(Δa) and
vy (Δa), respectively, and ( · )T represents the matrix or vector
transpose. v(Δb) and v(Δc) can be obtained in a similar way.

Applying linear interpolation, v(Δd) is given by

v̂(Δd) =
v̂(Δa) + v̂(Δb) + v̂(Δc)

3
. (4)

Since the equation sets of the triangles are mutually uncoupled,
the DP method can be solved in each triangle individually. As
for the current velocities at other locations of the region, a linear
interpolation approach can be applied. After that, the current
field of the whole region is obtained.

In the DP method, currents can be constructed locally based
on data from neighboring nodes, which avoids solving a high-
dimensional inverse problem. It is shown in [8] that the DP
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method obtains similar results as the conventional tomographic
approaches.

In the DP method as well as in OAT [22], individual data
snapshots and the associated parameter estimation are treated
as independent from each other. That is, the estimation at pre-
ceding steps has no effect on the present estimation. However,
this is not sufficient in the estimation of ocean current field con-
sidering the ocean dynamics. Furthermore, the acoustic channel
may be affected by adverse ocean conditions, which will cause
transmission loss or suddenly occurred measured noise.

To deal with those practical problems, the estimation should
make use of the physical evolution characteristics of the ocean
current. Furthermore, the algorithm should be robust to the link
failures and burst errors of the received signal. How to model the
variance of the ocean current and solve the dynamical equations
are the key aspects to be studied in this paper.

III. CURRENT FIELD TRACKING IN DISTRIBUTED NETWORK

In this section, the state–space model and the Kalman filter are
first reviewed. Then, in Section III-C, a time-evolving model is
formed; in Section III-D, the current field is modeled as evolving
with both time and space.

A. State–Space Model

A state–space model is defined by two equations

xk+1 = fk (xk ) + wk (5)

zk = hk (xk ) + nk (6)

where k is the discrete time index, xk and zk are the state vector
and measurement vector, respectively, and wk and nk are the
state noise and the measurement noise, respectively. fk is the
state transition function which illustrates the state evolution
from k to k + 1,hk is the measurement function which maps
the state space into the observation space.

When fk and hk are both linear, (5) and (6) can be
formulated as

xk+1 = Fkxk + wk (7)

zk = Hkxk + nk (8)

where Fk is the state transition matrix, and Hk is the measure-
ment matrix.

Given a dynamic system with a collection of state measure-
ments up to the current time, the filtering problem aims at com-
puting the optimal estimate of the state. This involves iteratively
updating the state estimate once a new measurement is available,
yielding a so-called sequential estimation scheme.

B. Kalman Filter

The Kalman filter is one of the most well-known sequential
estimation algorithms. In terms of minimizing the mean square
error (MSE), it is optimal for a linear system with Gaussian
white process and measurement noise.

In (7) and (8), wk and nk are assumed to be stationary zero
mean Gaussian white noise processes with respective covariance

matrices Qk and Rk . Let x̂k and x̄k be the estimate and pre-
dict of xk , and define ek = x̂k − xk and ēk = x̄k − xk as the
estimate and predict errors, respectively. The error covariance
matrices of x̂k and x̄k can be expressed by

Mk = E
(
ekeT

k

)
(9)

Pk = E
(
ēk ēT

k

)
(10)

where E( · ) represents the mathematical expectation.
The objective is to obtain estimate x̂k of state xk from mea-

surement zk so as to minimize the MSE tr(Mk ), where tr( · ) is
the trace operation. The Kalman filter can be expressed in two
steps as follows.

Update:

x̂k = x̄k + Kk (zk − Hk x̄k ) (11)

Kk = PkHT
k (Rk + HkPkHT

k )−1 (12)

Mk = Pk − KkHkPk . (13)

Forecast:

Pk+1 = FkMkFT
k + Qk (14)

x̄k+1 = Fk x̂k . (15)

C. Temporal Evolution Tracking of Current Field (TE–KF)

The physical process in ocean observations often evolves
sequentially in time or space [23]. In this section, we develop
a time-evolving model of the current field. This concept was
first studied in [24], where the velocity in each subtriangle is
modeled as a Gaussian random walk process. In [25], an AR
model was used to predict the velocity of the littoral current and
wave direction of a fixed position. In this section, the variation of
the velocity is modeled as a temporal AR process so as to track
the current evolution over time. For simplicity, a first-order AR
model is utilized. The Kalman filter is used to solve the state–
space model problem. Hence, this method is named as temporal
evolution Kalman filter (TE–KF).

1) State Evolution Process: For temporal evolution tracking,
the state–space model is employed in each triangle individually.

Consider one triangle in Fig. 2, for example, Δ{1,2,3}. In
this triangle, four uncoupled local state transition equations are
built. The local state vectors of those equations are chosen as the
current velocities of subtriangles Δa ,Δb ,Δc , and Δd , respec-
tively. For example, for subtriangle Δa , the local state vector is
xk,Δa

= [vk (Δa)] = [vx
k (Δa), vy

k (Δa)]T .
To incorporate time-evolving characteristics of the current

field, the velocity component in x- or y-direction of each sub-
triangle is modeled as a first-order AR process. The local state
transition equation for subtriangle Δa is given by

vk+1(Δa) = Λγ
kvk (Δa) + ωk (Δa) (16)

where Λγ
k = diag(γx

k , γy
k ) is a 2× 2 diagonal, where γx

k and
γy

k are the AR coefficients in x- and y-directions at time k,
respectively; and ωk (Δa) is the state noise vector of Δa .
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For Δb ,Δc , and Δd , similar state transition equations can be
formed.

Let the global state vector and global state noise vector be

xk = [vx
k (Δa), vy

k (Δa), vx
k (Δb), v

y
k (Δb), . . .]

T (17)

wk = [ωx
k (Δa), ωy

k (Δa), ωx
k (Δb), ω

y
k (Δb), . . .]

T (18)

where xk includes the velocities of all the subtriangles. Let S
be the set of all the subtriangles in the region with the element
number |S| = NSub . Since one triangle is divided into four
subtriangles NSub = 4NTri . xk is a column vector with length
2NSub .

The global state transition model is given by

xk+1 = (INS u b ⊗ Λγ
k )xk + wk (19)

where INS u b is an identity matrix of size NSub , and⊗ denotes the
Kronecker product of matrices. To reduce the unknown coeffi-
cients, it is assumed that the AR coefficients for each subtriangle
in a region are the same.

In (19), an estimate of Λγ
k needs to be acquired. To track

the variance of the model, Λγ
k is updated with time. This can

be estimated using the Yule–Walker method [26] from some
training data (known or past estimated). Here we use the training
data [x̂k−KA R , . . . , x̂k ], which combine the past KAR estimated
states and the current estimated state.

2) Measurement Process: To construct measurement equa-
tions, the subtriangles can be segmented into two categories: one
is the subtriangles located at the vertexes of the triangle, such
as Δa ,Δb , and Δc in Fig. 2(b), and another is the subtriangles
in the center of the triangle, such as Δd .

Define Δtij,k as the travel time difference between nodes
i and j at time k. For Δa , the local measurement vector is
chosen as zk,Δa

= [Δt13,k ,Δt12,k ]T because the travel paths
from nodes 1 to 3 and from nodes 1 to 2 overlap with two edges
of Δa . The local measurement equations can be derived from
(3), that is[

Δt13,k

Δt12,k

]
=

−1
c2
0

[
s13 cos θ13 s13 sin θ13

s12 cos θ12 s12 sin θ12

][
vx

k (Δa)

vy
k (Δa)

]

+

[
nk (P13)

nk (P12)

]
(20)

where Pij represents the travel path between nodes i and j, and
nk (Pij) is the measurement noise on path Pij . From (20), the
local measurement matrix of Δa can be written as

Hk,Δa
= − 1

c2
0

[
s13 cos θ13 s13 sin θ13

s12 cos θ12 s12 sin θ12

]
. (21)

For subtriangle Δd , the local measurement vector is zk,Δd
=

[Δt13,k ,Δt12,k ,Δt23,k ]T , which involves the time differences
of all three travel paths of the triangle. The local measurement
matrix of Δd is

Hk,Δd
= − 1

c2
0

⎡
⎢⎣

s13 cos θ13 s13 sin θ13

s12 cos θ12 s12 sin θ12

s23 cos θ23 s23 sin θ23

⎤
⎥⎦ . (22)

Hence, for each subtriangle in the region, the local measurement
matrix can be constructed in a similar way.

The global measurement equations are expressed by
⎡
⎢⎢⎣

zk,Δa

zk,Δ b

...

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

Hk,Δa

Hk,Δ b

. . .

⎤
⎥⎥⎦

⎡
⎢⎢⎣

xk,Δa

xk,Δ b

...

⎤
⎥⎥⎦

+

⎡
⎢⎢⎣

nk,Δa

nk,Δ b

...

⎤
⎥⎥⎦ (23)

where off-diagonal elements are all 0 s for the global measure-
ment matrix.

Since (19) and (23) are linear, the problem can be solved
using the Kalman filter with the steps following (11)–(15). A
linear interpolation method can then be used to obtain the whole
current field.

D. Spatiotemporal Evolution Tracking of Current Field
(STE–KF)

In this section, we propose a spatiotemporal current field
tracking model.

1) Spatial Correlation: In Section III-C, the current field is
considered to be highly correlated in a short time interval. On the
other hand, fluids are considered to obey the continuum assump-
tion. Flow velocity is taken to be well defined at infinitesimally
small points and vary continuously from one point to another.
Since liquid is a nearly incompressible fluid, the flow velocities
in liquid are also correlated in space.

To explain the spatial correlation of the current field, a spatial
correlation coefficient for velocities at positions p1 and p2 is
defined as

Rk (p1 ,p2) =
Ek [vk (p1) · vk (p2)]√

Ek [‖vk (p1)‖2 ] Ek [‖vk (p2)‖2 ]
(24)

where vk (p1) · vk (p2) is the inner product of velocities vk (p1)
and vk (p2), and ‖ · ‖ represents the Euclidean norm. The spatial
correlation depends on both the magnitude and direction of the
separation r = p2 − p1 . Here we focus on the variation with
the distance r = ‖r‖.

To analyze the properties of spatial correlation, we can sepa-
rate the velocity into streamwise and cross-stream components,
which are called the longitudinal and lateral velocities, respec-
tively, as shown in Fig. 3(a). Fig. 3(b) shows the typical cor-
relation curves of the two components [27], [28]. The spatial
correlation curve of vk (p1) and vk (p2) should be a linear com-
bination of the two curves, which shows high correlation when
r is small. This spatial correlation characteristic will be verified
with the simulation results in Section IV-D1.

Based on the correlation of the current velocities in time
and space, a spatiotemporal AR model can be built, which is
used to capture possible temporal and spatial interactions across
spatial grids. The spatiotemporal AR model is constructed in
the whole region. This is different from the method presented
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Fig. 3. An interpretation of spatial correlation of turbulence [27]. (a)
Schematic representation of velocity components. (b) Typical correlation curves.
Curve A stands for the longitudinal correlation and curve B stands for the lateral
correlation.

in Section III-C, where the state transition model is conducted
in each triangle separately.

2) State Evolution Process: The velocities of all the subtri-
angles in x- and y-directions form the state vector, which is the
same as in (17). The set of all the elements in state vector xk is

X = {vk (Δp) |Δp ∈ S}. (25)

All the measured travel time differences between neighboring
nodes constitute the set of all the elements in measurement
vector as

Z = {Δtij,k |Pij ∈ P} (26)

where P is the set of all the travel paths in the distributed
network.

To illustrate the correlations over time and space, the variance
of the current field can be represented as a spatiotemporal AR
model, which is commonly used to model the evolution of spatial
patterns through time [18], [29]. Similar to TE–KF, the order
of AR model in time series is 1. Then, the spatiotemporal AR
model is expressed as

xk+1 =
M∑

m=0

(
Sm ⊗ Λρ

m,k

)
xk + wk (27)

where M is the spatial order, Sm is the spatial lag operator of
spatial order m, satisfying that S0 = INS u b , and the sum of each
row of Sm equals 1 for m = 1, . . . ,M . Martin and Oeppen
[18] use rectangle grids in Cartesian coordinates, where the lag
operator is clearly defined. For triangles, the lag operator is
used to select the triangle with a certain distance (lag) for the
current triangle. See (28) for details. Λρ

m,k = diag(ρx
m,k , ρy

m,k )
is a 2× 2 diagonal coefficient matrix of the mth order at time
index k, and wk is the disturbance vector.

Depending on the distances to the centroid of the specific
subtriangle, the subtriangles in the region can be partitioned
into many clusters. The subtriangles in the same cluster are
assigned with one AR coefficient. It is shown in Fig. 3(b) that
the spatial coefficient decreases as the distance increases. To
reduce the number of unknown AR coefficients, the subtriangles
with larger distance are not included in the model since the

correlation coefficient is smaller. The spatial lag operator Sm is
associated with the subtriangles in cluster m. Next, we introduce
an example of three clusters, which means that M = 2.

Following (27), the spatiotemporal AR model of the subtri-
angle Δp is

vk+1(Δp) = Λρ
0,kvk (Δp) + Λρ

1,k

1
|Ep |

∑
Δp i

∈Ep

vk (Δpi
)

+ Λρ
2,k

1
|Vp |

∑
Δp j

∈Vp

vk (Δpj
) + εk (Δp) (28)

where Λρ
0,k = diag(ρx

0,k , ρy
0,k ),Λρ

1,k = diag(ρx
1,k , ρy

1,k ) and
Λρ

2,k = diag(ρx
2,k , ρy

2,k ), Ep and Vp are the sets of the subtri-
angles which share an edge and a vertex with subtriangle Δp ,
respectively, and εk (Δp) is the state noise vector of Δp .

The subtriangles in the same set are at about the same dis-
tances to the centroid of Δp . We simplify the notations of
(28) by

vk (ΔpE ) =
1

|Ep |
∑

Δp i
∈Ep

vk (Δpi
)

vk (ΔpV ) =
1

|Vp |
∑

Δp j
∈Vp

vk (Δpj
) (29)

which represent the average velocities in the subtriangle sets Ep

and Vp , respectively. Then, (28) can be rewritten as

vk+1(Δp) = Λρ
0,kvk (Δp) + Λρ

1,kvk (ΔpE )

+ Λρ
2,kvk (ΔpV ) + εk (Δp). (30)

Define ρ0,k = [ρx
0,k , ρy

0,k ],ρ1,k = [ρx
1,k , ρy

1,k ] and ρ2,k =
[ρx

2,k , ρy
2,k ] as the time-dependent AR model coefficient vec-

tors for clusters 0, 1, and 2, respectively. The vector including
all the AR coefficients is defined as ρk = [ρ0,k ,ρ1,k ,ρ2,k ].

Fig. 4 demonstrates an example of adjacent subtriangles and
AR coefficient assignment of subtriangle Δp for current veloc-
ity. For the subtriangle Δp , |Ep | = 3 and |Vp | = 9. It should be
noted that for the subtriangle which locates at the edge of the
region, the number of adjacent subtriangles is less than that in
the central part.

To obtain (30), an estimate of ρk needs to be acquired. Similar
to TE–KF, this can be done using the Yule–Walker method [26]
from some past estimated training data.

Specifically, right multiplying both sides of (30) by
vk (Δp),vk (ΔpE ) and vk (ΔpV ), respectively, and taking expec-
tations, we have six linear equations with six unknown param-
eters. The equation sets for x- and y-directions are uncoupled,
and they therefore can be solved separately. The matrix form of
the equations can be written as (31), shown at the bottom of the
next page, where

Eκ,p [·] =
1

KAR

1
NSub

k−1∑
κ=k−KA R

∑
Δp∈S

[·] (32)

is the average in both time and space domains for each element
in the matrix. KAR is the length of training data in the past.
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Fig. 4. Spatial region of spatiotemporal AR model for the case of three clusters. The shadowed part shows all the adjacent subtriangles of subtriangle Δp at time
index k which are related to the state of subtriangle Δp at time index k + 1.

Note that Eκ,p

[
vκ(Δp)εT

κ (Δp)
]

= Eκ,p

[
vκ(ΔpE )ε

T
κ (Δp)

]
=

Eκ,p

[
vκ(ΔpV )ε

T
κ (Δp)

]
= 0 because the random perturbation

is not correlated with the state values of the process. Since (31) is
sensitive to the fluctuation, which results in an ill-posed problem,
the estimate of AR coefficients in (31), ρ̂k = [ρ̂0,k , ρ̂1,k , ρ̂2,k ],
can be obtained with the Tikhonov regularization method [30].

The AR coefficients at time index k can thus be estimated
using training data [x̂k−KA R , . . . , x̂k ], which combine the past
KAR estimated states and the current estimated state. As the AR
coefficients are time varying, the estimation should be executed
in each time index.

The spatial lag operator can be formulated as follows. Define
Cm

i as the set of subtriangles in cluster m for the ith subtrian-
gle. If the jth subtriangle is in cluster m of the ith subtrian-
gle, Sm [i, j] = 1/|Cm

i |. Otherwise, Sm [i, j] = 0. After Sm and
Λρ

m,k are obtained, Fk can be updated using (30).
For the case of two clusters, ρk = [ρ0,k ,ρ1,k ]. For four clus-

ters, ρk = [ρ0,k ,ρ1,k ,ρ2,k ,ρ3,k ], where ρ3,k = [ρx
3,k , ρy

3,k ] is
the coefficient vector assigned for cluster 3. The distances of
the subtriangles assigned with ρ3,k to the centroid of Δp are al-
most the same, and are slightly larger than those assigned with
ρ2,k . The above approach can be generalized in a straightfor-
ward way to the case of more clusters.

3) Measurement Process: As stated in (8), the relationship
between the state xk and the measurement zk at time index
k is given by zk = Hkxk + nk . The measurement vector zk

consists of all the travel time difference measurements between
neighboring nodes, as shown in (26).

The global measurement matrix Hk can be constructed based
on (21) and (22), which means the travel time difference is

related to the current velocities of the subtriangles around the
travel path. Define Sij as the set of the subtriangles which affect
the travel time difference of path Pij , i.e., one edge or vertex of
the subtriangles in Sij is located at path Pij (not including nodes
i and j).

The measurement Δtij,k can be represented as

Δtij,k =
−sij

c2
0

1
|Sij |

∑
Δp ∈Si j

[vk (Δp) · uij ] + nk (Pij)

=
−sij

c2
0

1
|Sij |

∑
Δp ∈Si j

[ cos θijv
x
k (Δp) + sin θijv

y
k (Δp)]

+ nk (Pij). (33)

As illustrated in Fig. 5, the triangle with vertexes 1, 2, and 3
and the triangle with vertexes 1, 2, and 4 share a travel path P12 .
In this example, there are six subtriangles in the set S12 . One
edge of subtriangles Δ{1,2,3},a ,Δ{1,2,3},b ,Δ{1,2,4},a ,Δ{1,2,4},b
and one vertex of subtriangles Δ{1,2,3},d and Δ{1,2,4},d are on
the path P12 . The measurement Δt12,k is determined by the
current velocities of the subtriangles in the set S12 . That is

Δt12,k =
−s12

6c2
0

[
vk (Δ{1,2,3},a) · u12 +vk (Δ{1,2,3},b) · u12

+vk (Δ{1,2,3},d) · u12 + vk (Δ{1,2,4},a) · u12

+vk (Δ{1,2,4},b) · u12 + vk (Δ{1,2,3},d) · u12
]

+ nk (P12). (34)

⎡
⎢⎣

Eκ,p

[
v̂κ(Δp)v̂T

κ (Δp)
]

Eκ,p

[
v̂κ(ΔpE )v̂

T
κ (Δp)

]
Eκ,p

[
v̂κ(ΔpV )v̂

T
κ (Δp)

]
Eκ,p

[
v̂κ(Δp)v̂T

κ (ΔpE )
]

Eκ,p

[
v̂κ(ΔpE )v̂

T
κ (ΔpE )

]
Eκ,p

[
v̂κ(ΔpV )v̂

T
κ (ΔpE )

]
Eκ,p

[
v̂κ(Δp)v̂T

κ (ΔpV )
]

Eκ,p

[
v̂κ(ΔpE )v̂

T
κ (ΔpV )

]
Eκ,p

[
v̂κ(ΔpV )v̂

T
κ (ΔpV )

]

⎤
⎥⎦
⎡
⎢⎢⎣

Λ̂ρ
0,k

Λ̂ρ
1,k

Λ̂ρ
2,k

⎤
⎥⎥⎦ =

⎡
⎢⎣

Eκ,p

[
v̂κ(Δp)v̂T

κ+1(Δp)
]

Eκ,p

[
v̂κ(ΔpE )v̂

T
κ+1(Δp)

]
Eκ,p

[
v̂κ(ΔpV )v̂

T
κ+1(Δp)

]

⎤
⎥⎦

(31)
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Fig. 5. The relationship between measurement and state. The shadowed subtriangles are involved in the measurement Δt12 ,k .

Again, the linear dynamic problem can be solved using the
Kalman filter, and a linear interpolation method can be applied
to obtain the whole current field. The approach proposed in
this section is called the spatiotemporal evolution Kalman fil-
ter (STE–KF). The difference with the time-evolving model in
Section III-C is that the system is represented by one global
state–space model. Hence, the algorithm needs to be executed
in the fusion center.

In our method, the idea of spatiotemporal state dynamics
is similar to that in [19]. The methodology in [19] discretizes
the investigation area into square grids in which the velocity
is assumed to be constant. Also, the rays connect all pairs of
transmitters and receivers. In contrast, the triangular grid divi-
sion here is based on the travel paths of the distributed sensor
nodes, which makes use of the topology of the DNUS system
and results in a linear state–space model. Moreover, the order
of the spatiotemporal AR model in our proposed method can
be adjusted. We also allow AR coefficients to change with time
and show how to update the time-varying AR coefficients.

In the underwater environment, the transmission link may fail
due to the complexity of the underwater channel. Measurement
failure can be discovered by the system when the detected peak
of the signal correlation is missed or occurs in an unreasonable
location.

Also, the measurement may be affected by the interference
such as noise from the ship and so on. This will result in a burst
error of the measurement. The burst error can be viewed as an
increase of the measurement error. When the burst error occurs,
the signal-to-noise ratio (SNR) of the received signal may de-
crease, which is similar to the situation of link failure. One can
modify the measurement noise according to the received SNR.
That relies on whether the signal and the burst noise can be
separated at least for part of the time.

IV. SIMULATION EVALUATIONS

In this section, we validate the proposed method by extensive
simulations. First, the method of generating synthetic data used

Fig. 6. The upper figure shows the model grid and bathymetry of the model
domain. The region is in northwest of the South China Sea. The colored circles
indicate the observation regions R1, R2, and R3. The contour lines are the
water depths of 10, 20, 50, 100, 150, and 200 m. The bottom figure shows
the observation region and the topology of the network with Ns = 19 sensors.
The black squares represent the sensor nodes.
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Fig. 7. The time variation of the current velocities in three positions (the locations of nodes 1, 14, and 15) for three different regions. The positions of the nodes
and regions can be seen in Fig. 6.

as the true field is introduced. Then, we explain how to generate
the measurement data. Following that, some simulation results
of different estimation methods are compared and discussed.

A. Simulation Environment and Benchmark

The synthetic observational data are simulated based on a
widely used community ocean model, ROMS [20]. ROMS is a
primitive-equation ocean model that uses terrain-following co-
ordinates and employs the hydrostatic pressure approximation.

A unified grid system with the horizontal resolution of 1 km
is developed for part of the northwest region of the South China
Sea. The model domain with 112× 102 grid points is shown in
Fig. 6, and the bathymetry is obtained by interpolating the 1 arc-
minute global Earth Topography (ETOPO1) data set. Since the
vertically integrated ocean current is considered in this study,
only the barotropic solutions are calculated.

The initial and open boundary conditions of the model are
generated from a global data assimilative ocean model, where
the Hybrid Coordinate Ocean Model (HYCOM) is used as the

dynamical model and the Navy Coupled Ocean Data Assimila-
tion (NCODA) for data assimilation. The model is forced by the
wind generated from the reanalysis data produced by the Na-
tional Centers for Environmental Prediction (NCEP) Climate
Forecast System Version 2 (CFSV2) [31]. The tidal forcing is
also applied along the open boundaries. The time interval is set
as 5 s to satisfy the typical Courant–Friedrichs–Lewy (CFL)
condition.

In the simulations, Ns = 19 sensor nodes are deployed in the
observation region, covering an area of 8 km× 8 km. The net-
work topology is shown in Fig. 6, ensuring that the sensors are
approximately uniformly distributed (per area). It is generated
by the method proposed in [32]. In total, 42 reciprocal paths be-
tween neighboring nodes are produced, and the average distance
is 2.15 km. The model was run for the period from 04:45:00 Z
June 27, 2014 to 12:00:00 Z June 29, 2014, with a duration of
around 55 h. In total, 222 time indexes of the current field are
simulated and the time gap is 15 min.

Three different regions in the model domain are chosen to be
studied. Fig. 7 shows the current velocities of some locations in
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those regions. The velocities in nodes 1, 14, and 15 are displayed
because they are located at the edge of the region and separated
apart in space, indicating the velocity difference in space to
some degree. The positions of those nodes can be seen in Fig. 6.

Fig. 8 shows the correlation coefficient of the synthetic data
in time and space. The temporal correlation curve of all the grid
points in space is averaged. For the spatial correlation curve, the
positions from node 1 to node 19 are considered and the results
are time averaged. It can be seen that the data show high correla-
tion in time and space, and the curves decay with time or space.
This result satisfies the model assumption in Sections III-C
and III-D. Also, the spatial correlation curve in Fig. 8(b) is
consistent with that in Fig. 3(b).

B. Tomographic Reconstruction

After simulating the time-varying current field using ROMS,
the next step is to find the travel time from one node to another
to construct the measurement. One solution is to define a grid
encompassing the tomographic region [33]. It is assumed that
the velocity in each grid block is constant. If the grid is sparse,
the discontinuous field may lead to an inaccurate estimation
of travel time. The grid has to be dense enough to ensure the
accuracy of the forward problem.

In this paper, we employ radial basis functions (RBFs) to re-
construct the smooth distribution and calculate the travel time
measurement in the region. This idea is first proposed by Tabuchi
et al. [34] for the reconstruction of a scalar field such as tem-
perature, and it has been expanded to vector field [35]. It should
be noticed that RBF is only used for calculating the travel time
between any two locations in a current field, which is used as
the measurement without error. It will not affect the proposed
TE–KF and STE–KF methods. Next, we briefly review this
method.

Rewriting (1), the travel time difference from positions pi to
pj is

Δtij = −v0 · uij

c2
0

sij −
∫ pj

p i

(
ṽ(p) · uij

c2
0

)
dp (35)

where v0 is the mean value of current velocities in the field,
and ṽ(p) = v(p) − v0 is the velocity fluctuation at location p.
RBF networks are set up to reconstruct the velocity fluctuation
ṽ(p) in x- and y-directions, respectively.

An RBF network is a weighted sum of multiple RBFs which
are nonlinear functions. Commonly used functions include
Gaussian and polyharmonic splines. In the case of the Gaus-
sian function, a single RBF can be expressed as

Φpc
(p) = exp

(
−kr‖p − pc‖2) (36)

where pc is the location of the RBF center, and kr is a scalar
factor of the RBF. An RBF network is created from a linear
combination of NRBF RBFs with different centers. Denoting
the velocity fluctuation ṽ(p) in x-directions as an RBF network,
we have

ṽx(p) =
NR B F∑
j=1

Wx
j Φpc j

(p) = WT
x Φ(p) (37)

Fig. 8. The correlation coefficient curves of the synthetic data (region 1) with
time and space. (a) Temporal correlation. (b) Spatial correlation.

where Wx = [Wx
1 , . . . ,Wx

NR B F
]T and Φ(p) = [Φpc 1 (p),

. . . ,Φpc N R B F
(p)]T are the vectors of weighting coefficients

and RBFs, respectively. Wx is estimated using a least square
method. The velocity fluctuation ṽ(p) in y-directions can be
formulated in a similar way. Then, (35) can be rewritten as

Δtij = −v0 · uij

c2
0

sij

−
∫ pj

p i

([
WT

x Φ(p)ux + WT
y Φ(p)uy

]
· uij

c2
0

)
dp

(38)

where ux and uy are the unit vectors in x- and y-directions,
respectively.

Given a known horizontal current field, v(p),v0 and ṽ(p)
are easy to calculate. Then, Wx in (37) is estimated using a
least square solution (Wy in a similar way). The travel time
difference for each path in the network can be obtained with
(38). A translated and rotated coordinate transformation can
be applied to simplify the line integration in (38), which is
described in [35].

In the simulations, considering the accuracy and computa-
tional complexity, NRBF = 300 RBF centers are uniformly dis-
tributed in the region, and the scalar factor is chosen as kr =
0.1 km−2 .

C. Simulation Setup

We use region-averaged root-mean-square error (RMSE)

RMSE(v̂k ) =
√

1
Np

∑
p∈R

‖v̂k (p) − vk (p)‖2 (39)

as the performance metric, where v̂k (p) is the estimate of the
true value vk (p) at location p and time k, and Np is the number
of velocity samples in the observation region R.
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Fig. 9. Estimated AR coefficients of the synthetic data in region 1. The time
gap of adjacent time indexes is 15 min.

For practical consideration, a measurement error is added to
the travel time of each path, which is assumed to be a Gaus-
sian white noise with zero mean and variance σ2

t . In the field
experiment, a time-of-arrival measurement would be estimated
from the peak of the cross correlation between the sent and re-
ceived signals. The measurement noise increases as the SNR of
the received signal decreases. Also, the received SNR depends
on the transmission loss along the path for a specific source.
Hence, the measurement error should be related to the distance
between the node pairs. For the distributed network, the sensor
nodes are nearly uniformly distributed in the region. For sim-
plicity, we assume that the variances of measurement noise in
all the paths are the same. Moreover, define σ2

0 = (0.055 ms)2

as a reference value, which corresponds to 5% of the variance
of time difference data. Measurement error σt can be expressed
as a multiple of σ0 . The initial estimate is set to be the mean
estimated current field at time k = 1. The past KAR = 4 states
and the current state are used for updating the AR coefficients.

For the state–space model, the measurement noise can be
determined by the measurement error and is assumed to be
known in the simulations. The measurements are the travel time
differences. Therefore, the measurement noise is set to be σnk

=
σt/

√
2. In reality, the SNR of the receiving signal can be a

reference to the choice of σnk
.

The state noise σwk
reflects the accuracy of the state transi-

tion model. If σwk
is too small, the tracking may diverge due

to the model mismatch. If σwk
is too large, the effect of the

state model becomes weak and the estimation results tend to be
similar to those of the DP method. The state noise is generally
estimated either using training data or assuming a spatiotempo-
ral correlation.

In the simulations, the state noise is updated with the adaptive
limited memory filter (ALMF) algorithm [36]. The ALMF algo-
rithm is a noise estimator for adaptive correction of the a priori

Fig. 10. Tracking performance of the STE–KF method with varying clusters
versus the TE–KF and DP methods, where σt = σ0 . The time gap of adjacent
time indexes is 15 min (region 1).

Fig. 11. The variance of tr(Mk ) and tr(Pk ) (in decibels) with time, where
σt = σ0 . The time gap of adjacent time indexes is 15 min (region 1).

statistics which are intended to compensate for time-varying
model errors. Specifically, the state noise for each velocity in
the state vector is initialized as σwk

= 0.1 m/s. The statistics of
the state noise are updated at each time index with ALMF.

D. Simulation Results and Discussions

In this section, simulation results are given and discussed.
1) Performance of STE–KF: For the STE–KF method,

we first show results of the AR coefficient estimation. Four
clusters are included in the estimation. Fig. 9 shows the
evolution of AR coefficients over time which are estimated
from the synthetic data in region 1. The time-averaged
AR coefficients are ρ̂0,avg = [0.7995, 0.8204], ρ̂1,avg =
[0.2317, 0.2505], ρ̂2,avg = [−0.0401,−0.0656] and ρ̂3,avg =
[0.0101,−0.0172], respectively. The simulation results indicate
that the spatial correlation decreases as the distance increases.
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Fig. 12. Comparison of the estimated current velocities and true values at (a)–(c) k = 50 and (d)–(f) k = 220, where σt = σ0 . The color bar indicates the
estimation error. The pink color refers to a higher value of the estimation error, while the light blue color refers to a lower value of the estimation error. (a) DP
method, RMSE(v̂50 ) = 0.0530 m/s. (b) TE–KF method, RMSE(v̂50 ) = 0.0412 m/s. (c) STE–KF method with three clusters, RMSE(v̂50 ) = 0.0270 m/s. (d) DP
method, RMSE(v̂220 ) = 0.0489 m/s. (e) TE–KF method, RMSE(v̂220 ) = 0.0378 m/s. (f) STE–KF method with three clusters, RMSE(v̂220 ) = 0.0261 m/s.

TABLE I
TIME-AVERAGED RMSES IN THREE REGIONS (IN METERS PER SECOND),

WHERE σt = σ0

Method Region 1 Region 2 Region 3

DP 0.0534 0.0549 0.0559
TE-KF 0.0409 0.0431 0.0435
STE-KF: 2 clusters 0.0291 0.0316 0.0317
STE-KF: 3 clusters 0.0266 0.0292 0.0301
STE-KF: 4 clusters 0.0255 0.0291 0.0301

Moreover, the AR coefficients are time varying, which means
an update of AR coefficients is necessary during the tracking
process.

Fig. 10 shows the tracking performance of the STE–KF
method with different numbers of clusters in region 1, where
σt = σ0 . The results are averaged over 100 independent ex-
periments. The initial AR coefficients are set to be equal,
and the sum equals to 1. For example, for the case of three

Fig. 13. Tracking performance for the current fields with different evolution
rates, where σt = σ0 . The time gap of adjacent time indexes is 15 min
(region 1).

clusters, Λρ
0,k = Λρ

1,k = Λρ
2,k = (1/3)I for k ≤ KAR. From

k = KAR + 1, AR coefficients are updated for each time index.
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Fig. 14. Estimation results for different measurement errors (region 1).

From Fig. 10, we observe that both TE–KF and STE–KF
methods can track the variance after around ten time indexes.
The estimation error of the STE–KF method is smaller than the
TE–KF method. Moreover, the STE–KF method with three or
four clusters shows a similar estimation curve, and slightly better
performance than the case with two clusters. It indicates that the
performance improves as the covered region of the spatial cor-
relation model extends. However, when the spatial correlation
region extends to some degree, the improvement of estimation
performance is minor. This is because the spatial correlation
degrades as the distance increases. When the distance is large
enough, the correlation becomes very weak and no longer to be
included.

Fig. 11 shows traces of error covariance matrices tr(Mk )
and tr(Pk ) of different tracking methods. It is seen that
both tr(Mk ) and tr(Pk ) decrease with time and the curves
converge to a steady state for both TE–KF and STE–KF
methods.

2) Comparison of Different Methods: Fig. 12 compares the
estimated current velocities and true values for different methods
at time k = 50 and k = 220, where σt = σ0 . Since the measure-
ment noise of each path is independent of time and space, the
large estimation errors occur in different areas at time k = 50
and k = 220. For the DP method, the estimation performance
is severely affected by the measurement error. The path with a
large measurement error will lead to a large velocity bias in the
area around the path. The TE–KF method can achieve a lower
estimation error almost everywhere in the region than the DP
method, while the estimation performance is still related to the
measurement error. Comparatively, the estimation performance
of the STE–KF method is better than the other two methods,
and the effect of the high measurement error on STE–KF is
very weak.

3) Different Regions: To verify the tracking performance in
different environments, the simulations are performed in three
regions depicted in Fig. 6. The current field variations are dif-
ferent in three regions, as shown in Fig. 7. Table I shows the
time-averaged RMSEs in those regions, where σt = σ0 . Due

Fig. 15. The impact of random link failure on the estimation performance,
where σt = σ0 (region 1).

to different spatial current distribution and change rate, the
RMSEs differ slightly in three regions. However, the STE–KF
method outperforms both TE–KF and DP methods in all three
cases.

4) Different Evolution Rates: To investigate the effect of cur-
rent evolution rate on tracking performance, we select one syn-
thetic current field every two or three time indexes to form a new
time-varying current field with a faster evolution rate. Fig. 13
shows the tracking curves for evolution rates 1, 2, and 3 of region
1, where σt = σ0 . As the evolution rate increases, the current
field varies faster, and the performance degrades slightly. Al-
though the errors for some time indexes increase, the curves
tend to be stable in all three cases.

Further, the results in Fig. 13 show that, although the evolution
rate increases, the STE–KF still performs better than DP. That
means that in the field experiment, it is feasible to increase the
measurement period for the STE–KF method, which can reduce
the energy consumption.

5) Varying Measurement Errors: Fig. 14 shows the impact
of the measurement error on the estimation performance. The
difference of the RMSEs is not obvious when the measure-
ment noise is low. It is because in that case, the measurement is
trustable and a more complex state model makes limited con-
tribution to the performance improvement. As σt increases, the
TE–KF and STE–KF methods show their superiority compared
with the DP method. Moreover, the STE–KF method with a
larger number of clusters can achieve a slightly better perfor-
mance.

6) Link Failure: In this simulation, we first assume that link
failures randomly occur in all the travel paths with equal prob-
ability. For the DP method, when a failed link is detected, the
velocities of related subtriangles are not estimated initially. Af-
ter the velocities in the other regions are estimated, the velocities
of these subtriangles can be obtained by a linear interpolation
method. For the TE–KF and STE–KF methods, when a failed
link is detected, the measurement noise of the corresponding
measurement is set to be a large value, which means that this
measurement is unacceptable.
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Fig. 16. Comparison of the time-averaged estimation error in the region when link failure occurs, where the link between nodes 16 and 19 is disconnected
(marked with “x”), and σt = σ0 (region 1). The color bar indicates the estimation error. The pink color refers to a higher value of the estimation error, while the
light blue color refers to a lower value of the estimation error. (a) DP method. (b) TE–KF method. (c) STE–KF method with three clusters.

Fig. 15 compares the performance versus the number of failed
links, where σt = σ0 . As the number of failed links increases,
the estimation error of the DP method increases, while the TE–
KF and STE–KF methods keep the estimation error almost con-
stant. For the TE–KF method, the increase of RMSE is slightly
higher than that of the STE–KF method. This reveals the fact
that the spatiotemporal tracking method is robust to link fail-
ures. Indeed, the spatiotemporal evolution can compensate for
the link failure via the state transition.

Next we consider the situation when a fixed link is broken.
When the failed link is located at the central part of the region,
the effect on the estimation is not obvious because the linear
interpolation can compensate for the unobserved area. Hence,
we only discuss the case where the failed link is near the bound-
ary. Fig. 16 compares the time-averaged estimation error in the
region when a specific link fails all the time, where the failure
occurs between nodes 16 and 19. The DP and TE–KF methods
both display large errors around the disconnected link, while the
estimation error of the STE–KF method stays almost the same
in this situation.

7) Burst Error: The burst error is modeled as an increase
of the measurement noise in simulations. In the first simulation,
burst errors are added to one or more random travel paths in spe-
cific time. At time k = 50, 100, and 150, burst errors in 1, 2, and
3 random links are, respectively, added with the measurement
noise 10σt . The burst errors are not detected by the system.

Fig. 17 shows the tracking performance of the different meth-
ods when burst errors occur at specific times. It can be seen that
DP is obviously affected by the burst error. At time k = 150,
the RMSE of DP increases from around 0.053 to 0.11, while for
TE–KF and STE–KF, the RMSEs increase from around 0.04 to
0.076 and from around 0.027 to 0.045, respectively. It means
that STE–KF can handle the situation of the sudden burst error
better than the other two methods.

In the next simulation, the burst errors are added to one or
more travel paths randomly. The measurement error of the burst
error ranges from σt to 9σt in the simulations. Fig. 18 shows

Fig. 17. Tracking performance of DP, TE–KF, and STE–KF with three clusters
when burst errors occur at time k = 50, 100, and 150, with one, two, and three
random error links, respectively, where σt = σ0 . The measurement error of
burst errors is 10σt . The time gap of adjacent time indexes is 15 min (region 1).

the estimation results for different noise levels σe of burst er-
rors, where σt = σ0 . For TE–KF and STE–KF, we consider two
situations: the burst error is detected by the system or it is not
detected by the system. If the system detects the error, the mea-
surement noise of the corresponding measurement is set as a
new value based on the level of the burst error. If not detected,
the measurement noise level stays the same.

In Fig. 18(a), the slopes of the curves for the three methods
are similar when the error links are not detected. It is because
the error links are regarded as a measurement with small error
for TE–KF and STE–KF, which results in model mismatch.
However, if the error links are detected and the error level is
known by the system, as shown in Fig. 18(b), the RMSEs of
the TE–KF and STE–KF methods both do not vary too much as
the error level increases. It indicates that the performance of the
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Fig. 18. The estimation results for different situations of burst errors, where σt = σ0 (region 1). The error links are (a) not detected or (b) detected by the system.
The STE–KF method with three clusters is used for comparison. “# Link(s)” is the number of random burst error links.

TE–KF and STE–KF methods is not affected when one or more
links experience burst errors and the error links are captured by
the system.

V. CONCLUSION

The DNUS system is an emerging technology due to its great
potential in underwater applications. In this paper, horizontal
ocean current field tracking with a DNUS system was investi-
gated. The tracking approach utilizes the physical evolving char-
acteristics of the current field in time and space. First, a temporal
evolution tracking model of the current field was proposed by
modeling the evolution of the velocity in each subtriangle as
a first-order AR process. Then, we proposed a spatiotemporal
tracking model, which makes use of the spatiotemporal corre-
lation of the current field. The spatiotemporal AR model can
adapt well with the variance of the current field by updating AR
coefficients over time.

A synthetic data set generated by ROMS was used to eval-
uate the performance of the proposed method. The simulation
results show that the proposed TE–KF and STE–KF methods
are capable of tracking the variance of the current field in dif-
ferent observation regions, with different measurement errors
or current evolution rates. The STE–KF method can achieve a
better performance than the TE–KF method by incorporating
the spatiotemporal correlation; its performance improves as the
covered region of spatial correlation model extends. Moreover,
the impact of link failure or burst errors was discussed. It was
found that TE–KF can deal with the cases of random link fail-
ure and burst errors if observed by the system, while it cannot
perform well when a fixed link near the boundary is broken.
Comparatively, STE–KF was shown to be resistant to both ran-
dom and fixed link failures. Overall the proposed method is
robust to various practical underwater problems.

In our method, observations are gathered by a fusion center
for centralized processing. The communication cost is large
and should be considered in the practical scenario. By contrast,

decentralized strategies require less communication and allow
parallel processing in a collaborate manner. We will focus on a
distributed implementation of the proposed method in the future
research.
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