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Abstract—Time synchronization is an important, yet challeng-
ing, problem in underwater sensor networks (UWSNs). This chal-
lenge can be attributed to: 1) messaging timestamping; 2) node
mobility; and 3) Doppler scale effect. To mitigate these problems,
we present an acoustic-based time-synchronization algorithm for
UWSN, where we compare several message time-stamping algo-
rithms in addition to different Doppler scale estimators. A syn-
chronization system is based on a bidirectional message exchange
between a reference node and a slave one, which has to be synchro-
nized. Therefore, we take as reference the DA-Sync-like protocol
(Liu et al., 2014), which takes into account node’s movement by
using first-order kinematic equations, which refine Doppler scale
factor estimation accuracy, and result in better synchronization
performance. In our study, we propose to modify both time-
stamping and Doppler scale estimation procedures. Besides sim-
ulation, we also perform real tests in controlled underwater
communication in a water test tank and a shallow-water test in
the Mediterranean Sea.

Index Terms—Acoustic communication, Doppler scale, orthog-
onal frequency-division multiplexing (OFDM), skew, timestamp,
time synchronization, underwater sensor network (UWSN).

I. INTRODUCTION

UNDERWATER wireless sensor networks (UWSNs) have
recently become a common research field in both industry

and academia. This is due to the necessity to perform distributed
and collaborative sensing tasks all over our oceans. In fact, the
ease of deployment and maintenance leads to wireless network-
ing instead of cabled connections between sensors.

Underwater wireless communications can be performed by
an optical link, electromagnetic waves, or acoustics. Optical
communication requires perfect alignment between nodes and
is sensitive to water turbidity, whereas electromagnetic waves
suffer from large attenuation and are dedicated to low range ap-
plications. Acoustic signals are well adapted to the underwater
medium but experience very challenging impairments such as
Doppler, extensive multipaths, and low transmission speed that
can nevertheless be corrected at the reception side; this makes
acoustic communication very attractive and widely used in an
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underwater scenario [2], [3]. Several acoustic waveforms can be
invoked to transmit digital data through the underwater medium,
without loss of generality. In our study, we consider the orthog-
onal frequency-division multiplexing (OFDM) communication
scheme to exchange data between wireless underwater nodes
[4]. This communication link will be used among others to carry
timestamp message required for network synchronization.

Time synchronization is a critical piece of infrastructure for
any distributed system. UWSNs make extensive use of the syn-
chronized time for many services provided by a distributed net-
work [3]. In UWSNs, global positioning system (GPS) signals
are not available and synchronization systems are mostly based
on acoustic communication. Owing to high latency of the un-
derwater acoustic transmission channel with respect to a cabled
or radio network makes the use of conventional synchronization
protocols [8] even more challenging underwater.

Many time-synchronization algorithms for UWSNs can be
found in literature [1], [9]–[13], but only few of them take
into account water channel challenges, such as low available
bandwidth, long propagation delays, and sensor node mobility
[1], [13].

In this work, to perform time synchronization over an UWSN,
we apply the precision time protocol (PTP) Standard IEEE 1588,
which is capable of synchronizing two clocks with a precision
below hundreds of nanoseconds in a point-to-point cabled Eth-
ernet network [14]. The synchronization procedure is based on
a bidirectional message exchange between a master clock and
a slave, which is the one to synchronize. In cabled synchro-
nization systems, such as PTP, timestamps are acquired in the
physical layer (PHY) to achieve maximum precision, avoid-
ing indeterministic times such as operating system (OS) time
slots or medium-access protocols [15]. Analogously, in acous-
tic communication [16], timestamps are extracted from a large
acquisition window with time-stamped raw data, where the main
signal to be processed is found.

So far, cabled synchronization could be ported directly to an
acoustic one, but we will need a system capable of triggering a
clock acquisition at a precise time, just when an acoustic frame
enters or exits the system, in order to reproduce the same be-
havior as the PTP timestamping. Contrary to cable networks,
the low celerity of a sound wave makes an underwater acoustic
communication system very sensitive to a Doppler effect, caus-
ing nonuniform frequency scaling represented by compression
or dilatation of the time axis. This frequency scaling can be
induced by two factors: motion (sensor mobility, channel vari-
ation, etc.) and the clock skew receiver between a transmitter
and a receiver. Actually, to address this problem, some systems
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Fig. 1. Overall structure of the transmitted signal.

use expensive inertial sensors to compensate for Doppler scal-
ing due to motion and temperature-compensated low drift clocks
[17]. So it is necessary to evaluate which part is caused by mo-
tion and skew in the Doppler scaling in order to correct it.

The objective of this work is to design and experiment with a
time-synchronization algorithm in real conditions, dedicated to
synchronize precisely two underwater nodes by using decoder
information such as Doppler scaling estimation and timestamp-
ing. We take as basis the DA-Sync time-synchronization pro-
tocol [11] designed for a mobile wireless sensor network. The
first contribution of this paper consists of a study of the impact
of Doppler scale estimation and timestamping on the DA-sync
protocol. The second contribution of this paper lies in the ex-
perimentation of the protocol in the Mediterranean Sea and
comparison with the simulation results. Finally, we propose an
algorithm optimization to support a real scenario, more pre-
cisely, we show how to use frame timestamping to compute
time offset between clocks and discuss how to include it in the
DA-Sync protocol.

The rest of this paper is organized as follows. In Section II, we
describe the OFDM acoustic modulation and the frame times-
tamp procedure. Then, in Section III, we detail and compare
in simulation several different Doppler scale factor estimation
algorithms used for both channel decoding and time synchro-
nization. In Section IV, we detail step by step the algorithm
used to synchronize a slave clock with a reference one. Finally,
in Section V, we discuss our results and the maximum time ac-
curacy obtained using the best algorithm for Doppler correction
and frame timestamping. These results are obtained from real
tests in a laboratory and the Mediterranean Sea, by using the
expandable seafloor observatory OBSEA, placed 4 km offshore
at Vilanova i la Geltrú, Spain [18].

II. UNDERWATER ACOUSTIC LINK

A. Transmitted OFDM Frame

To implement a message exchange-based time-
synchronization algorithm, it is necessary to send time
information from a master to a slave and vice versa. This way,
the slave node is capable of following the same time base as
the master clock by running a synchronization algorithm. In
our study, we consider acoustic communication, due to its good
performance versus other underwater communication systems,
as introduced above. We choose the OFDM waveform which
provides good robustness against a multipath effect with a

reduced complexity equalization process [5]. OFDM is a partic-
ular form of a multicarrier transmission and can be efficiently
modulated by fast Fourier transform (FFT) processing. The
conversion of OFDM to underwater acoustic communication
has been extensively studied in the literature, namely the
negative impact of the Doppler effect in an underwater scenario
that has to be specifically addressed at the receiver by using the
advanced Doppler compensation and tracking algorithm [4],
[6], [7].

We use a convolutional cyclic prefixed OFDM (CP-OFDM)
communication, where data symbols are transmitted in blocks,
with the consecutive blocks separated by a cyclic prefix con-
taining the last samples of the end of each symbol. To avoid
interblock interference (IBI), CP must be no shorter than the
channel impulse response (CIR) [19]. Without loss of gener-
ality, our study can be reproduced with a zero-padded OFDM
(ZP-OFDM) waveform for power saving purpose [20].

The OFDM waveform is centered around f0 ; the duration
of each OFDM data symbol is denoted as TOFDM and can
be decomposed into a useful part of length Tu = NFFTTsym
and a CP part of duration TCP = LCPTsym where Tsym de-
notes the duration of a complex cell. In each OFDM symbol,
K ≤ NFFT active carriers are modulated by using a quadra-
ture phase-shift keying (QPSK) constellation. The intercarrier
spacing is computed as Δf = (1/Tu ) and signal bandwidth
is BOFDM = (K/Tu ). The fraction of CP is set according to
the maximum delay spread of the underwater acoustic channel
[21]. Let us denote dk with k ∈ [1,K] the QPSK data cells; the
time-domain-modulated OFDM signal can be expressed as

x̃(t) = �
(

K−1∑
k=0

dk exp(j2πfk t)

)
, t ∈ [0, TOFDM ] (1)

with fk = f0 + (2k − K)/(2Tu ).
The overall structure of the frame is depicted in Fig. 1. With

a duration of 2.7 s, the frame starts and ends with an identical
linear-frequency-modulated (LFM) signal used for frame arrival
detection and Doppler shift estimation. Given the LFM band-
width BLFM and duration TLFM , the LFM signal is modeled
as

x̃LFM(t) = sin
(

2πf0t +
BLFM

2TLFM
t2

)
. (2)

The frame also comprises two OFDM preambles used for
the Schmidl and Cox (S&C) synchronization algorithm (see
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Section III-B). Finally, the frame includes one pilot OFDM
symbol used for channel estimation, followed by two OFDM
data symbols carrying useful message information. Outside the
useful spectrum, we transmit a continuous pure tone signal cen-
tered at fpt used for frequency shifting detection

x̃pt(t) = cos(2πfptt). (3)

The signals are input/output (I/O) with sampling frequency fs =
1/Ts through a data acquisition system connected to a computer
running Matlab.

B. Impact of the Underwater Acoustic Channel

In an underwater acoustic (UWA) channel, the physics of
the acoustic propagation gives rise to a wide range of signal
distortions. Thus, it is necessary to handle it with time offsets,
CIR, noise, and Doppler shifts for the recover synchronization
data enclosed in the frame, in addition to the exact signal arrival
and departure time from each node in order to provide it to the
synchronization algorithm.

In the underwater medium, acoustic waves experience several
reflections represented by P paths for which we associate a time-
varying attenuation Ap(t) and a time-varying delay τp(t) [22].
At the receiver side, the received signal ỹ(t) can be viewed as
the sum of P attenuated and a delayed version of x̃(t) plus
medium noise w̃(t) such as

ỹ(t) =
P −1∑
p=0

Ap(t)x̃(t − τp(t)) + w̃(t). (4)

Let us define x(t) as the complex baseband version of the
transmitted signal x̃(t) such as

x̃(t) = �
[
x(t)ej2πf0 t

]
. (5)

The received baseband signal can be expressed as

y(t) =
P −1∑
p=0

Ap(t)e−j2πf0 τp (t)x(t − τp(t)) + w(t) (6)

where w(t) is the baseband version of w(t). As shown in (6),
varying delay τp(t) brings individual frequency shifting for each
path leading to a Doppler spread effect for the received signal.
In case of motion between the transmitter and the receiver, each
τp(t) contains a time variation am t identical for each path such
as [23]

τp(t) = τ̄p + δτp + am t (7)

where τ̄p is the static delay of path p and δτp is the residual
time-varying delay coming from small-scale fluctuation of a
channel which is treated as being random. Finally, we have the
Doppler scale factor defined as am = −(vr )/(cw ) where vr is
the relative motion between the transmitter and the receiver and
cw is wave celerity in water. By writing τp = τ̄p + δτp , we can
introduce the complex time-varying channel attenuation hp(t)
as

hp(t) = Ap(t)e−j2πf0 τp . (8)

The significant variation of hp(t) comes from the phases 2πf0τp

taken modulo 2π that can vary substantially in time and in-
dependently from one path to another, producing a Doppler
spread in the received signal. With these notations, (6) can be
rewritten as

y(t) =
P −1∑
p=0

hp(t)e−j2πfd , m tx((1 + am )t − τp) + w(t) (9)

where fd,m = am f0 . As shown in the previous expression, mo-
tion provides a Doppler frequency shifting fd,m (identical for
each path) and a time dilatation (or compression) by a factor
1 + am in the received baseband signal. The Doppler scale can
be compensated for before OFDM decoding by resampling the
received baseband signal by a factor of 1/(1 + am ) and by com-
pensating for the phase rotation by a factor exp(j2πfd,m t) as
detailed in [6].

C. Impact of Clock Skew

Let us consider two nodes A and B. In practice, each node has
its own clock that can differ from the other one. Let us assume
that node A has the master clock and node B has the slave
clock which has a drift of θ with respect to a master clock. The
time basis in B can be written as t[k] = kθ/fs . The baseband
received signal in node B from node A denoted as ỹAB (t) is
expressed as

yAB (t) =
P −1∑
p=0

hp(t)e−j2πfd , A B tx((1 + aAB )t − τp) + w(t)

(10)
where aAB (respectively, aBA ) is the combined Doppler scale
factor going from node A to node B (respectively, from node B
to node A) defined as [13]

1 + aAB = θ(1 + am ) (11)

1 + aBA =
(1 + am )

θ
(12)

and fd,AB (respectively, fd,BA ) is the Doppler shift in the re-
ceived baseband signal yAB (t) (respectively, in yBA (t)) defined
as

fd,AB = θfd,m (13)

fd,BA =
fd,m

θ
. (14)

As a result, by assuming that relative motion vr is constant in
a message exchange, the clock skew can be estimated from the
estimates of the Doppler scale factor in both nodes.

III. DOPPLER SCALE FACTOR ESTIMATION

Since we are working with frequency-modulated communi-
cation, Doppler scaling will affect both communication metrics
and time-stamping accuracy. In time synchronization, these two
factors are what determines its performance. Communication
metrics are deteriorated by the fact that a frequency shift pro-
duces a phase shift in the constellation leading to bit error rate
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(BER) degradation and resulting in the loss of the timestamp in-
formation enclosed in the data message. There is no way to get
a high synchronization protocol. On the other hand, the Doppler
scale results in a dilatation/compression of the time basis which
directly impacts the time-stamping algorithm and synchroniza-
tion protocol accuracy. In the following, we consider three al-
gorithms for the Doppler scale estimation exhibiting affordable
complexity for real-time implementation. A more sophisticated
algorithm based on the exhaustive search approach can be found
in [24].

A. Pure Tone Doppler Shift Estimation

This approach consists of sending a pure tone (PT) signal out-
side the useful spectrum and studying its phase variation at the
reception side estimate the Doppler shift [25]. At the reception
side, after baseband conversion and narrowband filtering around
fpt , the expression of the baseband received PT signal can be
derived from (9) as follows:

ypt(t) = e−j2πam fp t t
P −1∑
p=0

Ap(t)e−j2πfp t τp + w(t). (15)

Let us define ψ(t) =
∑P −1

p=0 Ap(t)e−j2πfp t τp, then the argument
of ypt [n] = ypt(n/fs) can be expressed as

arg ypt [n] = 2πfd
fpt

f0
· n

fs
+ arg ψ[n] + arg w[n]. (16)

Due to the properties of δτp which can be reasonably modeled
as the zero mean Gaussian process independent for each path
ψ(t) can be treated as an uncorrelated random process that can
be mitigated by lowpass filtering. An estimation of the motion-
induced Doppler shift can be formed as [25]

f̂d =
fs

2π

f0

fpt
LPF [arg(ypt [n]y∗

pt [n − 1])] (17)

where LPF [·] denotes the lowpass filtering operation. This algo-
rithm allows a communication system to be independent of the
Doppler shift estimation procedure, because the PT signal does
not interfere with the payload bandwidth. In this study, we use an
OFDM communication band centered at 30 kHz with 1.3-kHz
bandwidth, and a pure tone centered at 20 kHz for the Doppler
scale study. While we transmit the instrument information and
synchronization framing, we are capable of adding another tone
without spreading the communication time and without wors-
ening the OFDM robustness. When separating both OFDM and
pure tone signals, it is to necessary to use a sharp passband filter
to avoid interferences while not cutting the Doppler frequency
shifting on the sides of the pure tone signal.

B. S&C CFO Detection

Originally introduced in [26], the S&C algorithm is used to
perform both time synchronization and carrier frequency offset
(CFO) detection. This algorithm is based on two OFDM pream-
bles: the first one is used for frame detection in addition to a fine
CFO, and the second one is used for a coarse CFO estimation.

In our case, CFO detection is to detect the Doppler shift coming
from motion and/or the clock skew.

First preamble is a symmetric OFDM symbol which will
suffer a phase difference between the first half and the second
half

φ = πTsymΔf (18)

which can be estimated as the angle resulting from the partial
correlation P (d) between the two halves near the best timing
point [26]

P (d) =
L−1∑
m=0

y∗
d+m yd+m+L (19)

where yn denotes the received baseband signal sampled at
1/Tsym and d is a time index corresponding to the first sam-
ple in a window of 2L samples. Phase variations are estimated
as

φ̂ = arg (P (d)). (20)

An estimation of the actual frequency shifting is given by

f̂d =
φ̂

πTsym
+

2ĝ

Tsym
(21)

where g is an integer corresponding to the coarse CFO that will
be estimated in the second phase.

The second training symbol contains a pseudonoise (PN) se-
quence on the odd (x1) frequencies to measure these subchan-
nels, and another PN sequence on the even frequencies (x2) to
help determine the frequency offset. After computing the rela-
tion between the odd frequencies and the ones at the transmitter
side, we will obtain a conversion factor between the pairs of
frequencies, and then at the receiver side, we can use this fac-
tor to estimate x̂2 from xm1 and vice versa. By computing the
correlation between x2 and x̂2 , an estimation of the g factor is
found by maximizing the following correlation metric:

B(g) =

∣∣∣∑kεx x∗
1,k+2g v

∗
kx2,k+2g

∣∣∣2
2(

∑
kεx |x2,k |2)2 . (22)

C. Preamble/Postamble Doppler Scale Estimation

As mentioned before, Doppler scaling performs similarly to
interpolating a signal into a different time base. Then, if we com-
pute an analysis of time variations between two known points
in a frame, we could find a relation between this time variation
and Doppler scaling. As originally introduced in [28], we add
LFM preamble and postamble to detect time compression or
dilatation of the frame and then to estimate the Doppler scale
factor. The main reason for using an LFM instead of another
signal is its good robustness against the Doppler effect as well
as its cross-correlation performance in environments corrupted
by white Gaussian noise.

An example of cross-correlation results with LFM is plotted
in Fig. 2; the Doppler scaled frame duration (denoted as tDS )
is estimated by computing the time difference between the two
correlation peaks given by the preamble and the postamble.
Then, by knowing the original frame duration tideal , the Doppler
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Fig. 2. Signal |Rxy | for LFM detection.

TABLE I
COMMUNICATION PARAMETER SUMMARY (TYPICAL VALUES)

Description Parameter Simulation & Laboratory OBSEA

Sampling frequency fs 100 kS/s 100 kS/s
OFDM frequency center f0 30 kHz 30 kHz
OFDM BW BOF DM 1.19 kHz 1.18 kHz
Pure tone frequency center fp t 40 kHz 40 kHz
LFM BW BLF M 5 kHz 5 kHz
OFDM symbol duration TOF DM 480 ms 168 ms
Useful part of OFDM signal Tu 384 ms 96 ms
Cyclic prefix period TC P 96 ms 72 ms
FFT points NF F T 512 128
Active carriers K 460 114
Signal to Noise Ratio SNR 15 dB 15 dB
Doppler frequency fd 20 Hz 20 Hz

shift is estimated as

f̂d = f0

(
1 − tDS

tideal

)
. (23)

Since the sampling frequency is a limiting factor, Doppler shift
estimation accuracy can be improved significantly by using the
center of gravity computation for the time difference between
the correlation peaks.

D. Simulation

By simulating these three methods, we analyze the accuracy
on Doppler shift detection, and how it affects frame correction
and synchronization. The parameters used for simulation are
summarized in Table I. First, we compute a signal-to-noise ratio
(SNR) sweep 1000 times averaging the results at each SNR for
avoiding aberrant errors in our results. We consider a Doppler
shifting of fd = 20 Hz at f0 = 30 kHz, which corresponds to a
relative motion of 1 m/s. Fig. 3 displays the root mean squared
error (RMSE) of Doppler shift estimation defined as

RMSE =
√
E

[
|fd − f̂d |2

]
. (24)

Fig. 3. Doppler scale estimation simulation fd = 20 Hz at f0 = 30 kHz with
the SNR sweep.

Fig. 4. Doppler scale estimation simulation versus SNR = 15 dB at f0 =
30 kHz with the fd sweep.

Then, in Fig. 4, the same simulation is repeated, but this time
we keep a constant SNR of 15 dBb and the sweep is performed
along fd from 0 to 70 Hz. By using the term LS, we mean that a
second-order least square regression model has been applied to
make results more readable. It is just an approximation, which
in some cases differs from real acquired values given by raw
data points.

Hence, if we use this Doppler scale estimation for correcting
frequency shifting in our communication we will be able to
recover enclosed timing information. Fig. 5 displays frame mean
square error (MSE), after applying Doppler scale compensation
and channel equalization with each described algorithm

RMSE = E[|d̂k − dk |2 ] (25)

where d̂k denotes the estimation of data cell dk after OFDM
equalization.
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Fig. 5. Frame MSE after Doppler scale compensation on an SNR sweep with
fd = 20 Hz in simulation.

Fig. 6. Frame MSE after Doppler scale compensation on a Doppler scale
frequency sweep with SNR = 15 dB in simulation.

The curve labeled perfect correction provides a lower bound
on MSE performance where the Doppler shift is perfectly known
and removed. Finally, in Fig. 6, we run a simulation where we
keep a constant 15-dB SNR, and we perform a Doppler shift
sweep.

This simulation gives us an idea of which algorithm will have
better performance in an ideal scenario. The pure tone approach
outperforms all the other algorithms amply. All three methods
have a flat response for the Doppler frequency shift scenario,
and they present a direct response with the SNR sweep. As
the SNR increases, the Doppler scale estimation improves and,
consequently, the MSE in the frame after correction also gets
better.

IV. TIME SYNCHRONIZATION

This study aims to synchronize two different sensor clocks
by performing a bidirectional message exchange enclosing

timing data. To do so, we use a widely known scheme in
time-synchronization approaches [1] illustrated in Fig. 7. This
bidirectional message exchange encloses data transmission and
reception times, in addition to frame relative velocities. This
information is used by the slave clock estimating two key points
in time synchronization: the clock offset and the clock skew.
Fig. 7 represents all synchronization information sources that
will be described in this section.

The offset is the difference between the slave clock and the
master one. This can be estimated by computing propagation
times to compensate for the timestamp delay due to the message
exchange. With this, it is possible to compensate for the clock
error and set the slave clock to the same time as the master one.
The second part, regarding the clock skew, must be also taken
into account to set both clocks running with the same frequency.
If this clock skew is not compensated for, the slave clock will
suffer a clock drift relative to the master clock, which will not
be compensated for until the next clock offset estimation.

A. Clock Offset Estimation

The slave node records the sending timestamp T1 , obtained
at the physical layer (PHY), right before the message leaves. To
be able to acquire a clock reading only at the PHY, we present a
new approach using both the hardware timestamp with a field-
programmable gate array (FPGA) to determine the acquisition
start time, and then a software tunning in order to locate the
starting sample of the message inside an acquisition window,
where in addition to useful information there is also channel
noise.

The workflow is to trigger a clock reading, and save its value
in an FPGA hardware register each time a frame exits to the
channel. This way we have a precise output timestamp acquired
by hardware. On the other hand, for the input signals, we can
also trigger a hardware reading clock when acquisition systems
start to receive data, but this does not mean that the useful data
start just when the first sample of the frame arrives. We will
need to detect where it is placed inside the whole acquisition
window.

Software detection and timestamp tunning is based on an
LFM signal associated with a conventional matched filter. The
main reason for using an LFM is the fact that its robustness
does not decrease in high dispersive channels over time. Since
we work with discretized signals, we will detect the first sample
of the frame instead of the exact time of the signal arrival,
which translated to time will have an accuracy equal to the
inverse of the sampling rate. Therefore, the center of the gravity
algorithm is applied around the detection of the first sample of
the frame. With this we are able to estimate, with more accuracy,
in time, the starting point of the message inside the acquisition
window [29].

Upon receiving the message, the reference node also times-
tamps T2 , using FPGA timestamping as described above, and
estimates and records the ordinary node’s relative velocity v0
with Doppler shifts as specified in Section III and message
propagation time τ0 as well. Then, after a time interval tr , the
reference node sends back a message which will generate T3 ,
T4 , τ0 , and v1 .
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Fig. 7. Time-synchronization schema.

Fig. 8. Synchronization schema.

Once this bidirectional messaging procedure is completed, the
system is able to compute clock offset (β) and propagation time
(τ), which will allow time synchronization between the clocks.
Depending on the accuracy requirement, the above message
exchange process can run multiple times.

The message exchange process is shown in Fig. 8

β̂ =
(T2 − T1) − (T4 − T3)

2
(26)

τ̂ =
(T2 − T1) + (T4 − T3)

2
. (27)

B. Clock Skew Estimation

The clock skew is extracted from a bidirectional message
exchange for initialization, and after several message exchanges,
it is computed by performing a weighted linear regression.

By combining (11) and (12), clock skew (θ) can be isolated
from the Doppler scaling factor which has been estimated pre-
viously by one of the algorithms evaluated in Section III.

This first approach provides clock skew information, even
though this is strongly affected by one frame quality. Then, by
adding more information to this estimation, such as the kine-
matic model of the nodes and a linearization of several compu-
tations, a better performance of this estimation can be reached.

C. Data Collection

For time synchronization between the pair of clocks, DA-
Sync relies on estimating the clock offset and skew, which
present the relation between the time measured by two different
clocks.

To do so, a bidirectional message exchange between nodes is
used, as has been presented above.

D. Velocity Estimation Refinement

Since velocity will be used in our synchronization algorithm
for computing propagation times, which will affect the linear
regression used for skew estimation, it is necessary to estimate
it as well as possible.

Then, by using kinematic equations, it is possible to refine the
initial velocity estimation obtained from the DS factor calculated
in Section III. Assuming a first-order kinematic model with a
constant acceleration between consecutive sampling times, as
described in [1], we have the dynamic equation

x(k + 1) = F (k)x(k) + Γ(k)w(k) (28)

where w(k) denotes the discrete-time process noise, which is
supposed to follow a Gaussian distribution. Then, as presented
in [1], we have

x(k + 1) = [v(k + 1) α(k + 1)]T (29)

in which v(k + 1) and α(k + 1) denote velocity and acceler-
ation, respectively. ΔT (k) can be determined in a two-point
differencing procedure as

ΔT (k) =
τ0 [k] + τ1 [k]

2
+ T3 [k] − T2 [k]. (30)

The estimation of the state (k + 1) based on the measurement
of v0 and v1 can be obtained with the Kalman filter, which is an
optimal minimum mean square error (MMSE) state estimator
under the Gaussian assumption of both the process noise and
the measurement noise. Figs. 9 and 10 display the estimation of
velocity and acceleration refinement by using Kalman filtering
in the first kinematic model equations.
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Fig. 9. Kalman filter for velocity refinement.

Fig. 10. Kalman filter for acceleration refinement.

Regarding the kinematic model for the relative velocity,
we define

v = k1t + k2 (31)

where k1 is the parameter closely related to the environmental
factors such as tides and bathymetry, and k2 is used to simulated
some random factors. In our simulations, k1 is a random variable
following a normal distribution with π m/s as the variance value
and 0.1π m/s as the mean.

For filter initialization, we use measured velocities in the
message exchange [1]

v̂(1) = v0 [1] (32)

α̂(1) =
v1 [1] − v0 [1]

ΔT [1]
. (33)

E. Propagation Time Estimation

This phase aims to estimate the long and dynamic propagation
delays.

In our synchronization schema, we have to handle τ1 and
τ2 . Then, these propagation delays will be used to compute the
weighted least squares estimation (WLSE) which will result in
a skew estimation by computing a linear regression slope.

To compute propagation delays, we use velocity and accelera-
tion obtained in Sections III and IV-D. Since the acoustic waves
propagation time is not linked to an individual moving pattern of
any sensor, but a relative movement between two nodes, we can
work directly with relative velocities obtained from the physical
layer, instead of using a 3-D velocity schema.

Following the DA-Sync protocol [1], we obtain the propaga-
tion delays τ1 and τ2⎧⎪⎪⎪⎨
⎪⎪⎪⎩

τ1 =
(T4 − T1)cw − θ(T3 − T2)(cw + v̂0) − 1

2 α̂(T3−T2)2

2θcw

τ2 =
(T4 − T1)cw + θ(T3 − T2)(v̂0 − cw ) + 1

2 α̂(T3−T2)2

2θcw
.

(34)
In (34), θ is needed to estimate the propagation times, and

since in this algorithm step, this value is not known yet, we will
set it as “1,” which will be corrected in the calibration procedure.

F. Linear Regression

In this section, the clock skew (θ) is estimated by using
previous timestamps and the propagation time computation (35).

Parameters β and θ are obtained by linear regression

T2 [k] = θ(T1 [k] + τ1 [k]) + β. (35)

By default, in an ideal scenario, both axes of the linear re-
gression should be identical, but they are affected by the clock
skew and offset.

With linear regression, we obtain the offset from zero in the
initial value of the regression line, which is the offset between
clocks (β), and the slope of the line as clock skew (θ), where
the regression line is defined as

y = θx + β. (36)

In Fig. 11, the accuracy of the skew estimation by using
three different approaches is plotted: 1) direct skew estimation
at each message exchange; 2) ordinary least squares estimation
(OLSE) [30]; and 3) WLSE [31]. This test has been run ten
times to observe the variance of the estimations. Now, we can
ensure better performance of WLSE in any scenario.

G. Calibration

For achieving this skew estimation, we have assumed in the
previous section that to estimate the propagation times θ = 1.
So now we will need to repeat the propagation delay estimation
and linear regression with the actual estimated skew values. This
procedure will be repeated up to ten times or θ stabilization, as
described in Fig. 12.
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Fig. 11. Simulation of the clock skew estimation.

Fig. 12. Calibration procedure.

H. Simulation

After running the DA-Sync algorithm with our own frame
detection procedure and Doppler scale factor estimation by us-
ing LFM and the pure tone method, respectively, we obtain
the following synchronization results, after 10 s, since the last

TABLE II
TIME-SYNCHRONIZATION PARAMETER SUMMARY (TYPICAL VALUES)

Description Parameter Simulation Laboratory OBSEA

Signal to Noise Ratio SNR 15 dB 15 dB 15 dB
Doppler frequency shift fd 20 Hz 20 Hz 20 Hz
Clock offset β 800 ms 800 ms 800 ms
Clock skew θ 50 PPM 50 PPM 50 PPM
Node relative movement v0, v1 1 m/s 1 m/s 1 m/s
Sound propagation speed in sea cw 1500 m/s 1500 m/s 1500 m/s
Distance between nodes d 300 m 2 m 1.5 m
Frame propagation time τ0, τ1, τ2, τ3 200 ms 1.3 ms 1 ms

Fig. 13. Simulation of the clock offset error after 10 s versus the number of
messages.

synchronization procedure described in Fig. 12. The parameters
used for simulation are described in Table II. We set the inherent
skew of the ordinary clock at 50 parts per Million (PPM); the
clock offset is initialized as 800 μs. The response time is fixed
at 1 s, and the propagation speed (cw ) is 1500 m/s.

As can be observed in Fig. 13, after eight message exchanges,
an accuracy below 400 μs can be reached, going below 200 μs
after 22 message exchanges, due to the Kalman filter predictor
enhancement with the increment of initialization points. If we
analyze our system behavior after eight message exchanges,
we can compute the time offset estimation error just after a
synchronization procedure, and compare its performance by
following Fig. 12 refinement, or directly compute the offset
without any compensation. This statement is shown in Fig. 13.

By repeating this synchronization algorithm 100 times (made
up of eight message exchanges), we can observe how Kalman
filtering, applied in the form of a correction for a weighted
linear regression, versus not applying any correction, is close
to double synchronization accuracy. Fig. 14 shows the mean
and the variation of the offset estimation after applying skew
compensation, in an eight message exchange algorithm repeated
100 times.

On the other hand, in Fig. 15, we have the same simulation
histogram but this time without the skew correction. We will
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Fig. 14. Simulation of time-synchronization accuracy after the eight message
exchange procedure repeated 100 times.

Fig. 15. Simulation of time-synchronization accuracy after the eight message
exchange procedure without correcting the clock skew repeated 100 times.

have an offset correction but the skew will drift the clock during
the synchronization procedure. In our study, it takes tsync = 59 s
to exchange eight bidirectional messages, so offset computation
will be affected by the factor of θtsync , as can be seen in the
plot, where we have a histogram center shifting due to the clock
skew.

V. RESULTS

In this section, we evaluate previously simulated algorithms
in real water tests, in order to verify their proper functionality
in a real scenario. Parameters used for both laboratory and real
tests are summarized in Tables I and II.

A. Doppler Scale Factor Estimation

1) Laboratory Test: This test was performed in a 150-cm
× 40-cm × 40-cm water test tank with a separation between

Fig. 16. Doppler scale estimation Laboratory test fd = 20 Hz at f0 = 30 kHz
with the SNR sweep.

Fig. 17. Doppler scale estimation Laboratory test SNR = 15 dB at f0 =
30 kHz with the fd sweep.

hydrophones of 1 m. With this experiment, we intend to verify
a proper functionality of Doppler scale estimation algorithms
in a controlled environment, where we do not have inherent sea
currents, so that we can simulate Doppler shifting to estimate
it without any additive sea factor. A simulated Doppler shift is
added in the received signal by resampling the received passband
signal by a factor of 1 + a.

To compare each Doppler shift estimation algorithm, we use
the same methodology as in Section III-D, but this time the
signal is transmitted in the “test tank” where we have very diffi-
cult channel conditions with a strong multipath of about 75 ms,
and all tests are averaged only ten times due to the real test’s
processor timing constraints. Figs. 16 and 17 show the RMSE
performance with the SNR sweep and the Doppler shift sweep,
respectively. In practice, SNR variation is performed by modi-
fying the transmit signal power, and then the SNR displayed in
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Fig. 18. Frame MSE laboratory test after Doppler scale compensation on an
SNR sweep with constant fd = 20 Hz.

Fig. 19. Frame MSE laboratory test after Doppler scale compensation on a
Doppler scale frequency sweep with constant SNR = 15 dB.

the aforementioned figures is an estimated SNR defined as the
ratio between the signal and the noise of each channel.

In the second step, we apply Doppler scale compensation
to the OFDM frame with each frequency shifting estimation
obtained in the previous stage, and we evaluate the MSE of the
data frame after compensation and channel equalization. The
results are presented in Figs. 18 and 19, respectively. For these
laboratory tests, we repeat both SNR and Doppler frequency
sweeps to observe the algorithm performance for any water
channel status.

As in simulation, the PT approach outperforms the other esti-
mation algorithm, leading to near-perfect Doppler shift correc-
tion at an SNR of 15 dB.

2) Real Test: This experiment was conducted on June 8,
2015. The same signal set as described in Section III was used.

Fig. 20. Doppler scale estimation at OBSEA SNR = 15 dB at f0 = 30 kHz
with the fd = sweep.

Fig. 21. Frame MSE at OBSEA after Doppler scale compensation on a
Doppler scale frequency sweep with the estimated SNR = 15 dB.

The signal was transmitted from a depth of about 20 m and
received by a single hydrophone at the same depth of 1.5 m of
separation of the transmitter. Both hydrophones were attached
at 0.5 m of seafloor. The OFDM signals were transmitted while
the hydrophones were moving free in a horizontal axis by the
sea currents.

As in Section III, we first evaluate the RMSE performance of
the Doppler scale algorithms, as plotted in Fig. 20, and then the
MSE performance after correction and equalization is provided
in Fig. 21. In this real test, we only perform a Doppler scale
sweep with a constant estimated SNR fixed at 20 dB, due to
hardware limitations. The power amplifier clips the signal if we
need to transmit high power in the water channel, so we are
not able to increase the SNR up to the same levels shown in
the laboratory tests. Again, the Doppler scale is simulated by
resampling the received passband signal.
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Fig. 22. Clock offset error after 10 s versus the number of messages with the
clock skew set at 50 PPM and the node movement simulation of 1 m/s.

These experimental tests confirm how pure tone outperforms
the S&C algorithm and the preamble/postamble LFM one, in all
the possible scenarios. As in the laboratory test, Doppler scale
estimation and compensation lead to an MSE quite close to a
perfect Doppler shift correction. So this algorithm will be the
one used for the synchronization part of this study.

B. Time Synchronization

In this section, we repeat same simulation workbench as in
Section IV-H, but this time we send the signal to the cRIO
module [29] instead of simulating the physical layer. Then, the
signal is sent through the test tank for the laboratory test and
through a real water channel in front of OBSEA for the real test.
Only the water channel is modified from simulation to these real
tests. Then, we expect similar performance as in simulation with
some differences regarding maximum time to perform Kalman
filtering and WLSE.

1) Laboratory Test: In this case, we have a controlled water
environment, without water movement, so we can simulate the
currents by adding Doppler scaling in our signal. Since we have
simulated currents, these currents will not change during the ex-
periment, so the result is similar time accuracy as in simulation,
as shown in Fig. 22.

2) Real Test: In real tests, we should have a time-
synchronization evaluation similar to the previous one. But in
this case, we do not have sea current control, so they can vary
in time, causing the Kalman filtering and WLSE to be limited
in time to avoid extrapolating Doppler scaling from different
sea current sources. As can be seen in Fig. 22, time accuracy
starts to decrease after the eighth message, which means after
approximately 2 min from the start of the test. So for this case,
we can assume that sea currents vary significantly every 2 min.
In a real application, this time should be autoadjusted in a func-
tion of time-synchronization error evolution, which is linked to
the length of the Kalman estimator and WLSE.

VI. CONCLUSION

In this paper, we investigated the performance of time-
synchronization algorithms in UWA channels with Doppler
shifts. To compensate for the Doppler distortion, we have evalu-
ated three different frequency shift estimators, which have been
applied to a time-synchronization algorithm, DA-Sync [1]. The
proposed work was tested in simulation, then in a water tank,
and finally, in real-time shallow-water experiments. Using an
SNR of 15 dB and 20 Hz of acoustic signal frequency shifting,
the pure tone approach was demonstrated to outperform both
preamble and postamble and S&C Doppler scale estimators.

Over the clock skew of 50 PPM, using the pure tone al-
gorithm for the Doppler scale estimation and LFM for frame
detection, since this scenario provided the best results, time-
synchronization accuracy after 10 s was 179 μs in simulation,
170 μs in laboratory tests, and 400 μs in the OBSEA tests. Good
performance was achieved even at high-frequency shifting (up
to 70 Hz) and low SNR (less than 15 dB). Experimental results
suggest that the time-synchronization algorithm decreases its
performance with large message exchange procedures. Since
the water channel medium changes its current characteristics
during the synchronization procedure, Kalman filtering for ve-
locity estimation is worthless, and also, at high vehicle velocity,
the frame detection algorithm may decrease its performance due
to LFM matched filter false peak detections.
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