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Abstract—Monitoring is a key feature to enhance systems with
the capability to anticipate, detect, predict, and mitigate failures,
while providing Quality of Service (QoS) monitoring and Service
Level Agreements (SLAs) guarantee. Monitoring frameworks can
serve these purposes by deploying probes according to many pos-
sible patterns that have different features, for instance in terms
of efficiency and privacy. So far, these probe deployment patterns
have not been systematically defined, analyzed and assessed. Thus,
engineers who design and configure their monitoring systems have
to take decisions only based on partial knowledge and personal
experience. This article addresses this knowledge gap, by presenting
a systematic analysis of 11 probe deployment patterns, their known
uses, and implementations. We assess these patterns qualitatively,
and quantitatively using both VMs and containers. Results show
the targets have negligible resource consumption (e.g., less than
1% CPU usage), while the probe holder consumption is mainly
significant in relation to memory consumption, reaching up to 10
GiB in our experiments. Our findings suggest that reusing probes
and holders among users can generally enhance efficiency and
scalability when direct access to the monitored target is not an
option. We generate a set of best practices that can assist engineers
in configuring their monitoring systems. Finally, we showcase the
application of certain patterns through three practical usage sce-
narios, which feature diverse technologies and requirements.

Index Terms—Monitoring probes, probe deployment,
deployment patterns, design patterns, monitoring best practices,
container monitoring, cloud monitoring, cloud computing.

I. INTRODUCTION

C LOUD computing is the de facto standard platform for
the global connectivity of actors (e.g., humans, robots,

devices and sensors) and services, across many heterogeneous
domains (e.g., mobile [1], health care [2], IoT [3] and telecom-
munication [4]). In this scenario, actors and services may have

Manuscript received 27 July 2023; revised 24 November 2023; accepted 24
December 2023. Date of publication 4 January 2024; date of current version
8 August 2024. This work has been partially supported in part by the Centro
Nazionale HPC, Big Data e Quantum Computing (PNRR CN1 spoke 9 Digital
Society & Smart Cities), in part by the Engineered MachinE Learning-intensive
IoT systems (EMELIOT) national research project, which has been funded by the
MUR under the PRIN 2020 program under Grant 2020W3A5FY, and in part by
the COmmunity-Based Organized Littering (COBOL) national research project,
which has been funded by the MUR under the PRIN 2022 PNRR program under
Grant P20224K9EK. (Corresponding author: Alessandro Tundo.)

The authors are with the Department of Informatics, Systems and
Communication (DISCo), University of Milano-Bicocca, 20126 Mi-
lan, Italy (e-mail: alessandro.tundo@unimib.it; marco.mobilio@unimib.it;
oliviero.riganelli@unimib.it; leonardo.mariani@unimib.it).

Digital Object Identifier 10.1109/TSC.2024.3349648

to frequently interact in ways that cannot be fully anticipated,
demanding for strong configurability, adaptability and pro-
grammability requirements [5], [6], [7], [8], [9], [10].

Highly dynamic systems require appropriate tools and tech-
niques for continuously verifying their behavior, so that devia-
tions can be timely detected and compensated. In this context,
monitoring is a key feature [11], [12], [13] to enhance systems
with the capability to detect, predict, and mitigate failures [14],
[15], [16], [17], in addition to enable more traditional operations,
such as Quality of Service (QoS) monitoring [18], [19], [20] and
Service Level Agreements (SLAs) guarantee [21], [22], [23].

There are several effective monitoring frameworks that can be
used to implement a monitoring system for cloud applications.
For instance, the Elastic Stack [24] can be used to run probes
that push the monitored data into an Elasticsearch time series
database, or Prometheus [25] can be used to pull data from
probes into its database. Regardless of the adopted framework,
the resulting cloud monitoring system is a distributed system
that runs potentially many probes configured to collect several
indicators for multiple operators.

The flexibility of monitoring frameworks and probe tech-
nologies allows for diverse probe deployment patterns, which
consist of probe deployment architectures targeting specific en-
vironments (e.g., a container-based environment) and satisfying
specific constraints (e.g., probes must be shared among multi-
ple operators). The choice of a probe deployment pattern has
implications on the effectiveness and efficiency of the resulting
monitoring system. For instance, multiple probes serving dif-
ferent operators in a multi-tenant environment can be deployed
within a same virtual machine to save resource consumption, at
the expense of a reduced degree of privacy and security. On the
other hand, one probe per container or virtual machine can be
deployed to preserve privacy, at the expense of more resources
allocated to the monitoring system.

The many possible probe deployment patterns have not been
analyzed and assessed systematically so far, and the engineers
who design their monitoring systems are called to take decisions
whose implications might be relatively well-known. The exist-
ing body of work discusses the characteristics of monitoring
systems, without investigating the many possible probe deploy-
ment patterns and their impact [11], [12], [13]. To address this
knowledge gap, this paper systematically presents and analyzes
the possible probe deployment patterns, their known uses, and
implementations. This requires the careful identification and
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characterization of the components that can be used to deploy
probes. Further, we assess these patterns both quantitatively and
qualitatively, distilling findings that can guide engineers in the
implementation and configuration of their monitoring systems.

In particular, we experimented with 11 patterns with a range
of configurations requiring a total of about 154 hours of data
collection time and more than 175 hours of total runtime for
the empirical evaluation, including setup and teardown of the
VMs and containers. Results show the trade-offs between the
patterns that require more resources while guaranteeing good
separation between users acting within multi-tenant environ-
ments, and patterns that make better use of resources while
reducing the degree of separation. We cross-validate the obtained
results by addressing three realistic monitoring scenarios. The
experimental material containing all the software artifacts and
the collected dataset is publicly available at [26].

In a nutshell, this paper provides the following contributions:
� it systematically analyzes the possible probe deployment

patterns and defines a feature diagram that comprehen-
sively captures the possible deployment strategies;

� it provides a set of empirically-derived best practices for
deploying probes, which can serve as a reference for future
use;

� it qualitatively and quantitatively assesses the patterns, to
understand their strengths and weaknesses;

� it showcases the implementation of some patterns
through three realistic usage scenarios involving different
monitoring technologies, application architectures, and
requirements.

The paper is organized as follows. Section II provides
background information about monitoring systems. Section III
defines the probe deployment patterns, which are illustrated ac-
cording to a same structure. Section IV compares probe deploy-
ment patterns qualitatively. Section V quantitatively assesses
the probe deployment patterns with a set of comparative exper-
iments. Section VI discusses some best practices distilled from
our experiments. Section VII showcases the implementation of
some patterns through realistic usage scenarios. Section VIII
discusses related work. Section IX provides final remarks.

II. BACKGROUND INFORMATION

This section provides the background information useful
to understand the probe deployment patterns introduced in
Section III.

We use the term resource to generically refer to any cloud
element that can be monitored, including services, hardware
resources, and virtualized components. A probe is an artifact
that runs close enough to the monitored resource to observe its
behavior, and it collects observations of one or more Key Perfor-
mance Indicators (KPIs). A KPI is a measurable and quantifiable
metric used to track the behavior of a resource. We mainly refer
to observations resulting in time series data (e.g., CPU consump-
tion data), but the probe deployment patterns are also valid for
observations generating other types of data (e.g., log files).

A cloud monitoring system generally consists of four key
components: a set of probes, a time series database, a data

Fig. 1. Architecture of a cloud monitoring system.

transfer channel, and a dashboard. Fig. 1 graphically illustrates
these components.

The set of probes is opportunistically distributed within a
cloud system to efficiently collect data from the monitored re-
sources. Depending on the type of probes, the collected data can
be shipped according to different patterns, for instance probes
could push or pull data according to different policies.

A time series database is used to store the data obtained
from the probes. The communication between the probes and
the database is usually mediated by a data transfer channel that
is responsible for processing and transferring the data. In some
cases the channel could be as simple as direct communication
between the probes and the database. In some other cases, the
channel is a data processing pipeline that is able to pre-process
and distribute data, according to non-trivial strategies.

The dashboard is finally used to access and visualize the data
stored in the time series database. When the collected data is
used to support advanced analysis routines, multiple tools may
analyze the collected data (e.g., alerting and notification systems
and anomaly detectors).

This work thoroughly investigates the organization of the
probes, studying the possible deployment patterns, and their im-
pact on the efficiency and effectiveness of the monitoring system.

III. PROBE DEPLOYMENT PATTERNS

Probe deployment patterns capture how probes can be de-
ployed to monitor the target resources. The possible deployment
depends on several key features that we discuss in this section
and are represented with the feature diagram shown in Fig. 2.

A feature diagram is a graphical representation of a feature
model that defines features and their dependencies in a tree
structure [27]. In this case the model characterizes the features
relevant to probe deployment patterns. The inner nodes represent
abstract features (features that are not implemented but only used
to group features), while the leaf nodes represent the concrete
features (features that are implemented). The parent-child re-
lationship represents the feature decomposition, from abstract
to concrete features. While the default interpretation of feature
decomposition is the AND relationship, other decomposition are
possible, such as the alternative decomposition that indicates that
only one feature can be selected among the ones that are available
(see the legend in the figure). Finally, features can be optional
or mandatory. All features are mandatory in our diagram. A
combination of features is a configuration. A configuration is
admissible if it satisfies its feature diagram.
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Fig. 2. Probe deployment patterns feature diagram.

A feature diagram may also include logical constraints that
limit the set of admissible configurations, that is, only the config-
urations that satisfy the specified constraints can being admitted
by the model. Our model also includes several constraints that
prevent that infeasible or highly inefficient configurations can
be admitted by the model, thus guaranteeing the reasonableness
of the result.

A feature model can be used to automatically generate the
space of all the admissible configurations. In fact, the configu-
rations admitted by the model in Fig. 2 represent every possible
probe deployment pattern.

We started from the papers that propose monitoring and
probe deployment approaches for multi-tenant and technology-
heterogeneous cloud environments [28], [29], [30], [31], [32],
[33], [34], the most used cloud monitoring tools [35], [36], [37],
[38], [39], and our experience, to identify and distill a set of
relevant features for probes deployment. We discuss below the
semantics of the considered features.
� Probe Holder: it represents the object that hosts the probes

that are executed (N.B., hereinafter referred as holder). It
can be a separate Virtual Machine or Container, or can
overlap with the target execution environment.
– Holder Type: it represents the holder type [29]
∗ Target: the holder is the target of the monitoring

activity, that is, the holder hosts both the target and
the monitoring probes

∗ External Unit: the holder is an external object which
monitors the target from the outside (e.g., a sidecar
container [29], [31], [35], [36], [37], [38], [39])

– Probe Multiplicity: it defines the number of probes that
can be executed within the unit [31], [32]
∗ Single-probe: only one probe can be executed
∗ Multi-probe: one or more probes can be executed

– Holder Sharing: it defines if the holder can be shared
among multiple users [28], [30], [33], [34]
∗ Reserved Holder: the holder is reserved to a single

user
∗ Shared Holder: the holder can be shared among users

� Probe Instance: it represents probe artifact executed within
the holder to collect data.
– Target Multiplicity: it defines the number of targets that

a single probe can monitor simultaneously [31], [35],
[36], [37], [38], [39]
∗ Single-target: a probe can monitor only one target
∗ Multi-target: a probe can monitor multiple targets

– Instance Sharing: it defines if a probe instance within a
holder can be shared among users [28], [30], [33], [34]
∗ Reserved Probe: the probe collects data for a single

user
∗ Shared Probe: the probe can collect data for multiple

users
� Execution Environment: it defines the supported execution

environment.
– Environment Type [32]:
∗ System-oriented: monitoring is performed within a

virtualized entity aimed at offering a system-level
environment. This is usually the case with Virtual
Machines and system-level containerization tech-
nologies, such as LXC, OPenVz, and Linux-VServer.

∗ Application-oriented: monitoring is performed
within a virtualized entity aimed at offering an
application-level environment. This is the case of
common containerization technologies, such as
Docker or Containerd.

The admissible configurations are bounded by constraints
that capture bad/best practices and unfeasible combinations, as
follows:

a) A shared holder that executes at most a single probe must
allow for the execution of shared probes (Shared Holder
∧ Single-probe ⇒ Shared Probe): If the holder must be
shared but only one probe can be executed within the
holder, the only way to actually share resources is to allow
for probes that can be shared among multiple users.

b) If the holder is reserved to a single user, also the probes
running within that holder must be serving that user (Re-
served Holder⇒Reserved Probe): Clearly, if the holder is
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reserved to a single user, it is impossible to install probes
serving multiple-users within that holder.

c) Each system-oriented virtualization unit should possibly
run multiple probes (System-oriented ⇒ Multi-probe):
Virtual machines are expensive units whose instantia-
tion should be limited to prevent excessive resource con-
sumption, due to their non-negligible size and signifi-
cant bootstrapping cost [40], [41]. For this reason, re-
serving a virtual machine to a single probe is strongly
discouraged, and it should rather be used to run multiple
probes.

d) Each Application-oriented virtualization unit should not
run more than one probe (Application-oriented ⇒ Single-
probe): Following good design practices concerning isola-
tion and separation of concerns [31], each container should
run one process at most, and thus each container should
be dedicated to a distinct monitoring probe, so that any
interference is prevented.

e) A probe sharing the holder with the target should only
monitor that target (Target ⇒ Single-target): When a
probe is installed within the same holder (e.g., a virtual
machine) that runs the target of the monitoring activity,
the probe should not be configured to monitor something
else hosted outside the target, otherwise it may interfere
with the activity of the target. This follows the practice
that, if needed, probes might be running within the same
holder of the target to circumvent observability issues. For
instance, collecting memory consumption either about a
process running inside a VM, or the VM itself, may not be
possible via external interfaces or at hypervisor level [33],
[42], and in such cases probes are specifically configured
to extract data from that target.

f) If probes are allowed to run within the same holder of
the target, more than one probe should be allowed to run
(Target⇒Multi-probe): Limiting the target to host a single
probe would limit the monitoring system to the collection
of a single (set of) KPIs, which would not be acceptable
in the majority of practical cases.

g) A probe sharing the holder with the target should be
shared among users (Target ⇒ Shared Probe): Using the
holder space for both the target and the probes may raise
interference issues. For this reason having multiple copies
of functionally-equivalent probes to serve multiple users
is particularly inefficient and risky, despite ownership
concerns. Thus, additional probes should be installed only
to collect data that are not collected by the already existing
probes, which have to be shared among users.

We encoded all these concepts and constraints in the feature
diagram in Fig. 2, which has been implemented using Fea-
tureIDE [43], a tool for feature-oriented software development
based on Eclipse. We generated all the admissible configurations
from the model automatically, taking also into account the
specified constraints. The tool created 11 admissible configu-
rations corresponding to 11 probe deployment patterns, which
are by product correct, according to the features and constraints
represented in the feature model. In this work, we focused on the
key features that characterize a set of monitoring probes. In the

future, the model could be extended to incorporate additional
features and constraints, which could be used to refine the set of
probe deployment patterns.

Fig. 3 provides a graphical representation of the probe deploy-
ment patterns, and proposes names coherent with their structure.
The illustrations consistently refer to a case with two targets and
two users, which is sufficient to exemplify the differences among
the various patterns. The number of monitoring units and probes
varies according to the configuration. We use colors to represent
ownership (a monitoring unit or a probe of the same color of
a user indicates the ownership of the user, while multicolored
elements represent shared resources).

We adopt a same schema to illustrate each pattern. In partic-
ular, we use the following fields: name, which defines the name
of the pattern; description, which provides a short description of
the pattern, and target technology, which indicates the technical
environment in which the pattern is used.

We also defined a naming convention to easily recall the
details of a pattern from its name. Specifically the name of each
pattern is obtained by concatenating three elements:
� The first element represents the level of sharing of the

pattern, which could be Reserved, Shared, or Partially
Shared. Reserved is used for holders reserved to individual
users. Shared is used for shared holders running shared
probes. Finally, Partially Shared is used for shared holders
that run reserved probes.

� The second element represents the type of executed probes.
We use T* for probes that can monitor multiple targets,
while we use T1 for probes that monitor a single target.

� The third element represents the probe multiplicity. We use
P1 for holders that run a single probe. While we use P* for
holders that can run multiple probes.

For example, the Partially-shared-T1P* pattern identifies the
case of a shared holder that can run multiple probes configured
to serve individual users and collect data from individual targets.

Table I contains a detailed description of each identified
pattern, along with information regarding its target technologies.

It is worth detailing further the Internal-T1P∗ pattern which is
the only one where the holder matches with the target execution
unit. In this unique instance, probes can gain the highest observ-
ability as they have the privileged viewpoint of collecting data
from inside the same execution unit hosting the target. Hence,
probes may easily observe indicators that would otherwise be
hard or even impossible to collect.

The implementation of this pattern can be highly intrusive as
the probes and target share execution unit resources. Addition-
ally, users cannot operate reserved probes unless the monitoring
system permits single-user access. There could also be chal-
lenges in precisely gathering indicators specific to the target.
This is particularly true for resource-related metrics such as
memory and CPU usage, which could be influenced by the
inclusion of probes that also consume resources.

IV. QUALITATIVE DISCUSSION

This section discusses the qualitative aspects related to the
presented patterns. We first discuss how the patterns can be
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Fig. 3. Probe deployment patterns.

implemented with different technologies. We then discuss the
trade-off between separation and resource consumption. We
conclude by discussing interoperability, portability, robustness,
affordability and security of the patterns. Table II summarizes
how patterns can be classified according to these seven dimen-
sions. For ease of comparison, patterns have been grouped into
three groups: (i) patterns that reserve both holders and probes
to individual users (column Patterns that privilege reservation);
(ii) patterns that share both probes and holders among users
(column Patterns that privilege sharing); and (iii) patterns that
share holders among users, but run probes reserved to individual
users (column Patterns that balance the two aspects).

A. Pattern Implementation

To show the practical applicability of the patterns, in this sec-
tion we provide guidance on how the identified patterns can be
implemented with current real-world monitoring tools. Further
guidance on applying patterns in real-world contexts is provided
in Section VII, where realistic usage scenarios are reported.

A common way to implement the patterns with reserved
resources (Reserved-T ∗ P1, Reserved-T ∗ P∗, Reserved-T1P∗,
and Reserved-T1P1) with platforms such as Prometheus or the
Elastic Stack is to have multiple instances of the framework,
one for each user, and then deploy their holders with agentless

Prometheus exporters [36] or Beats [35], such as SNMP [39],
[44] or HTTP based probes. This is also the case of tools
such as Zabbix [37] in its agentless configuration, where it
is expected to handle multi tenancy with the deployment of
distinct components for each tenant. The reserved aspect of
both the probes and the holders can be implemented either
deploying distinct instances of the full monitoring system or
employing a probe-deployment framework that can support
multi-tenancy [32]. These patterns are well supported also by
commercial tools, such as Nagios [38] and Dynatrace [45], and
in scientific articles, such as [33], [34].

The patterns with shared resources (Shared-T ∗ P∗, Shared-
T1P1, Partially-shared-T ∗ P∗, Shared-T ∗ P1, Shared-T1P∗,
Partially-shared-T1P∗) are easy to implement with base tech-
nologies, such as Prometheus and the Elastic Stack, as they
exploit components that can be installed in a single shared holder
configured to permit multiple users to access the data gathered
from the deployed probes. These patterns are available also
within commercial systems [37], [38], [45], and in scientific
articles, such as [46], [47], [48], [49], [50]

The Internal-T1P∗ pattern can be found in many agent-
based solutions [51], [52], [53]. It could also be obtained in
Prometheus, by installing its exporters directly in the target VMs,
and similarly with Elastic Stack, by installing beats and custom
probes directly within the target VMs.
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TABLE I
PROBE DEPLOYMENT PATTERNS: DESCRIPTION AND TARGET TECHNOLOGY

The study of approaches to switch from one pattern to another
is beyond the scope of this work. Nevertheless, designing moni-
toring systems that can automatically change the deployment
pattern according to changes in monitoring needs would be
valuable. In the context of automated deployment of holders
and probes, one feasible method involves the use of Monitoring-
as-a-Service (MaaS) frameworks [32], [53], [54]. For instance,
Tundo et al. [32] proposed a MaaS framework that has the ability
to automatically govern the entire life-cycle of the probes from
declarative inputs, thus relieving operators of any configuration
burden.

B. Separation versus Resource Consumption

One of the aspects relevant to the choice of the pattern is the
level of separation to be achieved, in comparison to the possible
resource consumption. Separation concerns with probes and
holders acting for the purpose of a single user or organization in
a multi-tenant environment. Separation is beneficial to privacy,
security and reliability.

Some patterns require a given level of sharing to be accepted
by the users in order to be used. Depending on this choice, the be-
havior of the probes serving a user may impact the probes serving
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TABLE II
CHARACTERIZATION OF THE PATTERNS

other users. On the other hand, guaranteeing separation requires
extra resources to be allocated on the monitoring system.

Patterns that privilege reservation guarantee the maximum
level of separation, but resource consumption may growth quite
quickly with a growing number of users. On the other hand,
patterns that favor sharing probes may save resources but require
sharing probe configurations (e.g., sampling rate and accuracy)
among users, and this could be problematic in some use cases.

Some patterns share the holders among users while running
probes reserved to individual users (Table II, column Patterns
that balance the two aspects). This guarantees that probes may
impact one another only through the holder, which is unlikely to
happen, although possible (e.g., due to a malfunctioning probe).
In terms of resources, although the number of probes may still in-
crease quickly, the number of holders is guaranteed to stay small.

Resource consumption growth rate is quantitatively studied
in detail in Section V.

C. Interoperability and Portability

The proposed patterns are cloud agnostic and thus are interop-
erable and portable across cloud environments [55]. There might
be however some practical aspects that make certain patterns
more suitable for an environment than another. For instance,
although the proposed patterns are conceptually applicable to
both containers and virtual machines, in practice we restricted
the application of some of them to certain technologies only,
so as not to go against well-known and widely accepted design
principles of those technologies.

Patterns are beneficial to interoperability and portability also
when used to describe and model existing monitoring systems.
In fact, they ease the understanding of different implementations
of probe deployment designs by introducing a set of reference
designs. This facilitates the understanding of the responsibilities
of monitoring components, which could be easily replaced with
compliant ones having the same or similar characteristics of the
replaced component.

D. Robustness

Robustness is an important aspect of monitoring systems.
Among the described patterns, the ones that use a holder that

is distinct from the holder of the target service provide higher
robustness (Reserved-T ∗ P∗, Reserved-T ∗ P1, Reserved-T1P∗,
Reserved-T1P1). In fact, the external holder provides failure
containment by isolating the monitoring modules into separate
units. This allows the target’s functionalities to be safeguarded
despite failures in the monitoring infrastructure. For example,
the target can continue serving even if the probe has failed.

In addition, these external units are deployed on dedicated
VMs and containers, allowing each piece of monitoring func-
tionality to be updated, configured and, when needed, rolled
back, independently from targets, and vice versa.

Shared holders may cause the propagation of failures from
the probes of a user to the probes of different users through the
holders.

Finally, shared probes imply sharing failures between users
(Shared-T ∗ P∗, Shared-T ∗ P1, Shared-T1P∗, Shared-T1P1).
Even worst, internal probes may propagate failures to the target
(Internal-T1P∗).

E. Affordability

Patterns that promote more efficient consumption of cloud
resources offer greater assurance of affordability. These are the
patterns that share resources among users, such as patterns that
share the holder and/or the probe instances. A further level of
resource sharing is given by the pattern (Internal-T1P∗) that
shares the holder with the target holder, consequently saving
also the cost of sharing messages between the probes and the
target, otherwise needed with the other patterns.

F. Security

Security concerns may derive from the definition of the
patterns and their implementation. Different patterns introduce
different levels of resource sharing among users, which might
be a source of concerns. For example, if an attacker takes
control of a holder, all the probes running in the holder might
be compromised. A compromised probe may compromise the
clients using the probe. In short, shared and partially-shared
probe deployment patterns expose users to higher security risks
compared to reserved patterns.
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Pattern implementations may also be a source of security
concerns. For instance, resource pooling enables the use of the
same pool of resource by multiple users through multi-tenancy
and virtualization technologies. Although these technologies
introduce rapid elasticity and optimal resource management,
they also introduce some risks into the system. Multi-tenancy
carries the risk of data visibility to other users and tracking
of operations. Similarly, the virtualized environment introduces
its own set of risks and vulnerabilities that include malicious
cooperation between virtual components and the leakage of
these.

V. QUANTITATIVE EVALUATION

In this section, we quantitatively evaluate the cost-
effectiveness of the probe deployment patterns by measuring
their cost in terms of CPU, memory and network consumption,
and their monthly operating costs. We discuss the research ques-
tions (Section V-A), the experimental plan that was carried out
(Section V-B), the experimental setup that we used to perform
the experiments (Section V-C), the results of the experiments that
we executed to answer the research questions (Sections V-D and
V-E), and threats to validity of our evaluation (Section V-F).

A. Research Questions

The quantitative investigation of the cost-effectiveness of the
probe deployment patterns concerns with the following main
research question

RQ - How do patterns scale with the amount of monitored
data?

Investigating the scalability of the patterns is important to
determine how well the patterns can fit situations asking for
different amounts of data to be collected. We consider multiple
scalability dimensions, including probe overhead and cost. Since
the two main target environments, system-oriented (e.g., virtual
machines) and application-oriented (e.g., Docker containers)
environments, are significantly different in terms of elasticity
and amount of resources consumed to create and run holders,
and plots would be on radically different scales, we generate
two distinct sub-research questions for each target environment
as follows.

RQ-SO - How do patterns for system-oriented environments
scale with the amount of monitored data?

RQ-AO - How do patterns for application-oriented environ-
ments scale with the amount of monitored data?

RQ-SO and RQ-AO study how probe deployment patterns
scale with respect to an increasing number of users, KPIs and
targets for system-oriented and application-oriented execution
environments, respectively.

B. Experimental Plan

To answer the two research questions, we studied the scala-
bility of the probe deployment patterns by performing 6 exper-
iments each one investigating a different scalability dimension
with 5 experimental configurations. An experimental configura-
tion consists of a triplet: the number of users considered in the

TABLE III
EXPERIMENTS CONFIGURATIONS

experiment, the number of monitored targets, and the number of
KPIs requested per user. To measure scalability, we considered
how patterns consume the CPU (%), memory (GiB/MiB), and
network I/O (MiB) of both the holder and the target holder.
To this end, we could appreciate both how probes and holders
consume resources, but also how, and if, patterns may impact on
the target, also estimating the performance overhead and cost.

In each experiment, we vary at least one out of the three
dimensions that compose an experimental configuration to study
how the patterns handle the growth of that dimension. Table III
summarizes the experiments we did. Column Experiment spec-
ifies the name of the experiment, while Column Sequence of
Exp. Configurations reports the set of experimental configura-
tions investigated to study scalability. Note that the sequence of
configurations always have at least a growing dimension. In all
the cases, the growth rate corresponds to doubling a dimension
at each step. As shown in the experiments, the selected values
are sufficient to appreciated the trend shown by each dimension.

In particular, the INCREASING_KPIS_1 and INCREAS-
ING_KPIS_2 experiments investigate the scalability of the pat-
terns with respect to an increasing number of requested KPIs by
a single user for a given target and by two users for a same target,
respectively. That is, we investigate the impact of an increasing
number of KPIs collected, both for single and multiple users.

The INCREASING_TARGETS_1 and INCREAS-
ING_TARGETS_2 experiments investigate the scalability
of the patterns with respect to an increasing number of targets,
for a user interested in collecting a given KPI, and two users
interested in collecting a same KPI. That is, we investigate how
a growing number of targets impact on the single and multi-user
scenarios.

The INCREASING_USERS_1 experiment investigates the
scalability of the patterns with respect to an increasing number
users interested in monitoring a single KPI for a given target.
Finally, INCREASING_USERS_2 investigates the scalability of
the patterns with respect to an increasing number of users re-
questing an increasing number of KPIs for a same single target.
That is, we study how a growing number of users impact on
the patterns, also considered in combination with an increasing
number of KPIs collected.

Overall, this set of experiments can provide a clear picture
about how patterns scale according to the different dimensions.
All the experiments are repeated for both patterns applica-
ble to system-oriented technologies (e.g., VMs) and patterns
applicable to application-oriented technologies (e.g., Docker
containers).
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When collecting data, we run each experimental configuration
3 times for 10 minutes to collect stable results. Since we sample
the resource-related metrics (CPU, memory and network) every
10 seconds, each of the experimental configurations results in
60 samples for a sampled resource-related metric. Overall, the
3 repetitions sustained for 10 minutes generates 180 samples
per resource-metric for a given configuration, that gives us
good confidence on the stability and significance of the results.
Since we study 30 configurations, to support the 6 experiments
shown in Table III, and we repeat the experiments for the 11
patterns, we obtain a total of 330 configurations. We avoid
repeating the execution of 22 configurations because some
pattern configurations produce the same experimental setting
(e.g., same number of deployed holders and probes). As a result,
we collected 166,320 samples instead of the expected 178,200
samples (60 samples per metrics × 3 metrics × 3 repetitions ×
330 configurations = 178, 200 samples).

C. Experimental Setup

We ran the experiments on both virtual machines (VM) and
containers. To automate experiments, we implemented Ansible
playbooks [56] that interact with the Azure Compute Plat-
form [57] and with a managed Azure Kubernetes Cluster [58] to
run VM-based and container-based experiments, respectively.

Virtual machine holders are created with the Azure Standard
B1s flavor (1 vCPU, 1GiB of RAM, Ubuntu 18.04 LTS), while
VM targets are created with the Standard A2 v2 flavor (2 vCPUs,
4GiB of RAM, Ubuntu 18.04 LTS). The Kubernetes Cluster
consists of a single node pool with 3 workers (Standard B4ms
flavor, 4 vCPU, 16GiB of RAM) and run Kubernetes v1.20.9. We
deployed container holders and targets by mean of single-replica
Kubernetes Deployments [59].

We used NGINX [60], a well-known web server and reverse-
proxy, as the target application; and Metricbeat [61] as probing
system. Metricbeat helps in monitoring servers by collecting
metrics from both the system and the services running on them.
It can ship the collected metrics to Elasticsearch [62] and can be
configured to collect tailored metrics. We configured the Met-
ricbeat NGINX module to probe the target, while we activated
the System and Kubernetes modules to measure the resource
consumption in the case of VMs and containers, respectively.

To collect CPU, memory and network metrics on virtual
machines, we run a dedicated Metricbeat instance on both the
targets and holders. In Kubernetes, we deployed Metricbeat
to measure the targets and holders resource consumption as a
Kubernetes DaemonSet [63].

We used Metricbeat also to implement the monitoring probes
that are part of the monitoring patterns, either deployed within
virtual machines or deployed as single-replica Kubernetes De-
ployments.

We compute the CPU and memory consumption of a pattern
as the sum of the resource consumption of each holder activated
by the pattern. The consumption of a holder is obtained as its
medium resource consumption along the experiment. The CPU
and memory consumption of targets is computed as the mean
value of the collected samples. For network I/O consumption,

since it is a cumulative metric, we simply compute the total
consumption of each element per experiment as the difference
between the first and last data point.

To compute the actual cost of running probes, we referred
to the monthly cost of a Microsoft Azure Standard B1s VM
operated in the West Europe zone (€8.18/month at the time of
writing), and to an Azure Container Instance operated in the West
Europe zone (€31.7762/month × 1vCPU + €3.4845/month ×
1 GB of RAM at the time of writing). We calculate the cost
range of system-oriented patterns by multiplying the monthly
expense of one VM by the number of holders generated by
the pattern. Meanwhile, the cost range of application-oriented
patterns is determined by multiplying the average CPU/RAM
consumption values collected during the experiments with the
monthly CPU/RAM costs. As for system-oriented patterns,
also for application-oriented patterns the expense of a single
container instance is then multiplied by the number of holders
generated by the pattern.

The experimental material containing all the software artifacts
(i.e., Ansible playbooks, execution scripts, configurations, data
analysis) and the collected dataset is publicly available at [26].

D. RQ-SO - How do Patterns for system-oriented Clouds
Scale With the Amount of Monitored Data?

Fig. 4 shows how the resource consumption growths for the
various metrics, considering the system-oriented patterns imple-
mented with VM holders. We do not include the Internal-T1P∗
pattern in the plots related to memory consumption because
no holder is added to the system (the holder matches with
the target holder). Thus the overhead is limited to the resource
consumption of the probe, which is negligible compared to the
resources already consumed by the target holder. We report a
selection of plots that is sufficient to illustrate the results and the
trends. The complete set of plots with resources consumed by
the holders and the targets for all the metrics and experiments is
available as an online appendix [64].

CPU and Memory Consumption: CPU and memory consump-
tion are both negligible for targets. In particular, it is less than
1% for CPU consumption and less than 502 MiB for memory,
independently of the dimension that is increasing. This is a clear
evidence that all the system-oriented patterns are non-intrusive
in terms of CPU and memory consumption for the target, in-
cluding the Internal-T1P∗ pattern (which may interfere in other
ways due to the holder matching with the target holder).

CPU consumption is also negligible in the holders (less than
1%). In fact, probes are lightweight artifacts that consume little
resources and even when their number increases, their impact
on CPU is negligible. On the contrary, memory consumption is
non-trivial in holders, for some patterns (up to 10 GiB). In fact,
an increasing number of targets makes single-target (T1) holders
used by Reserved-T1P ∗, Shared-T1P∗, Partially-shared-T1P∗
patterns subject to an exponential increase of memory consump-
tion, as shown in Fig. 4 (INCREASING_TARGETS_2). On
the other hand, an increasing number of users makes reserved
holders used by Reserved-T1P∗, Reserved-T∗ P∗ patterns sub-
ject to an exponential memory consumption as shown in Fig. 4
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Fig. 4. System-oriented probe holders patterns scalability.

TABLE IV
SYSTEM-ORIENTED PATTERNS PROBE HOLDER MONTHLY COSTS

(INCREASING_USERS_2). This trend can be expected, since
all the five probes deployment patterns create new holders for
an increasing number of users or targets, resulting in new VMs
creation, that is, new allocated resources.

Network I/O Consumption: Network I/O consumption is neg-
ligible on targets: up to 6 MiB transferred in 10 minutes for
reserved patterns in the most expensive experiment (INCREAS-
ING_USERS_2). The transferred data are due to probes extract-
ing data from the target. The limited traffic generated confirms
the suitability of all patterns in terms of their interference on the
target.

With respect to holders, network I/O consumption can
be more significant. We observe in particular that both an
increasing number of users requesting different KPIs (IN-
CREASING_USERS_1 and INCREASING_USERS_2 exper-
iments) and an increasing number of targets (INCREAS-
ING_TARGETS_1 and INCREASING_TARGET_2 experi-
ments) resulted in an exponential network consumption trend,
as shown in Fig. 4. In particular, single-target (T1) holders
(Shared-T1P ∗ and Reserved-T1P∗ patterns) and the Internal-
T1P∗ pattern are sensitive to an increasing number of targets,
while reserved holders (Reserved-T1P∗ and Reserved-T∗ P∗
patterns) are sensitive to an increasing number of users request-
ing different KPIs.

Based on this evidence, depending on the expected scalability
trend, we have patterns that should be preferred or avoided. It is
however useful to remark that the overall resource network con-
sumption that we observed has been limited, even for the most
expensive scenarios (up to 60 MiB transferred in 10 minutes).
This order of magnitude is likely relatively significant in a cloud
environment, where network resources are usually abundant,
while it is indeed relevant in resource-constrained environments,
such as fog and edge environments.

Monthly Operating Costs: We report in Table IV how these
differences may reflect in the monthly operation cost. All costs
are in euros (€) and each cost interval is obtained by considering
the minimum and the maximum number of employed holders
for a specific scalability experiment.

Cost figures directly depend on the number of holders created,
and are generally low as long as holders are not dedicated to
individual service instances, which is a case that immediately
generates unreasonable operation costs. Many scalability dimen-
sions do not impact on the cost because VMs are quite large
holders that can easily run several probes and their cost is not
affected by the number of running probes, until the number is so
large that multiple VMs have to be created. For this reason, it is
difficult to estimate the cost of the Internal-T1P∗ pattern, since
probes run within the VM that hosts the target service and they
do not induce a measurable costs as long as a larger VM has to
be created due to the presence of the probes.

Answer to RQ-SO: None of the patterns impacts on targets,
thus their selection should be entirely based on the resource
consumption of holders.

Holders are not CPU eager, so the choice of the pattern can
focus on memory and network consumption for environments
where network consumption should be carefully controlled, oth-
erwise network consumption can be overlooked due to limited
absolute consumption.

The expected resource consumption should be considered in
relation to the expected growing rate of the key dimensions. If the
monitoring system is employed in a multi-tenant environment
where the number of users requiring different KPIs can easily
increase, the patterns with reserved holders are particularly
impacted (Reserved-T1P ∗ and Reserved-T∗ P∗ deployment
patterns). This may suggest that reusing probes and holders
among users is advised when direct access to the target is not
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Fig. 5. Application-oriented probe holders patterns scalability.

possible. The use of multi-target (T∗) probe deployment patterns
(i.e., Reserved-T ∗ P∗, Shared-T ∗ P∗, Partially-shared-T ∗ P∗)
is advised when many different targets or instances must be
monitored. Overall, since the overhead is mostly due to the
holders, reducing their number increase the efficiency, making
Shared-T ∗ P∗, Partially-shared-T ∗ P∗, and Internal-T1P∗ the
more scalable patterns for applications based on system-oriented
virtualization, with Shared-T1P∗ highly recommended in
situations where the number of targets remains low, while the
number of interested users increases.

E. RQ-AO - How do Patterns for application-oriented Clouds
Scale With the Amount of Monitored Data?

Fig. 5 shows how the resource consumption growths for the
various metrics, depending on the application-oriented patterns.
We report a selection of plots that is sufficient to illustrate the
results and the trends. The complete set of plots with resources
consumed by the holders and the targets for all the metrics and
experiments is available as an online appendix [64].

CPU and Memory Consumption: Similarly to system-
oriented patterns, also application-oriented patterns do not im-
pact on the target. In fact, CPU and memory consumption of the
target is below 0.01% and 5 MiB, respectively. Again, it confirms
the suitability of the monitoring patterns to collect data from
targets without interfering with their resource consumption.

CPU consumption is also negligible in holders despite pat-
terns and growing trends (below 0.01%), while memory con-
sumption can be significant. In fact, increasing the number of
users who request for different KPIs (Fig. 5 INCREMENT-
ING_USERS_2 experiment) results in an exponential memory
consumption trend (up to more than 10 GiB for reserved holders
(Reserved-T ∗ P1 and Reserved-T1P1 patterns). Note that these
two reserved probe deployment patterns create a holder hosting
one probe only for each of the users requesting a new KPI
to be collected. For instance, the last configuration triplet (16
Users - 1 Target - 16 KPIs) of the INCREMENTING_USERS_2
experiment creates 256 holders to satisfy the user needs. Thus,
although memory consumption may growth exponentially, the
overall consumption in relation to the number of created con-
tainers is still quite good.

Network I/O Consumption: Network I/O consumption is also
negligible for targets, less than 1 MiB in all the experiments
except for the INCREASING_USERS_2 experiment where we
observed up to 6 MiB of network I/O consumption for the

patterns using reserved holders (Reserved-T1P1 and Reserved-T
∗ P1 patterns).

With respect to holders, network I/O consumption can be
still considered negligible (up to 17 MiB), but we observed
that both an increasing number of users requesting different
KPIs (INCREASING_USERS_2 experiment) and an increas-
ing number of targets (INCREASING_TARGETS_1 and IN-
CREASING_TARGET_2 experiments) resulted in an exponen-
tial network consumption trend as shown in Fig. 5. In particular,
single-target (T1) holders (Shared-T1P1 and Reserved-T1P1
patterns) are sensitive to targets increment, while reserved
holders (Reserved-T1P1 and Reserved-T ∗ P1 patterns) are
sensitive to an increasing number of users requesting different
KPIs.

Monthly Operating Costs: Table V summarizes the monthly
cost of executing application-oriented holders in the exper-
iments. We can notice how deploying probes within an
application-based environment is cheaper than in a system-
oriented environment, due to the nature of the environments
and the billing strategies. The Internal-T1P∗ VM-based pattern
is the only exception, but such a pattern introduces non-trivial
security and reliability issues, as discussed later. Interestingly,
costs based on containers is often negligible, reaching a cost
that could be appreciated on a monthly basis only for the most
demanding configurations.

Answer to RQ-AO: Although on different scale values, ex-
periments with container-based applications resulted in trends
similar to the ones obtained for VM-based applications. In fact,
resource consumption on targets is negligible and the holder
consumption is significantly mainly in relation to memory con-
sumption.

Similarly, increasing the number of KPIs and increasing the
number of users are the least impactful drivers for container-
based holders. However, their combination (i.e., the increment
of users requesting different KPIs) particularly impact reserved
holders employed by Reserved-T1P1 and Reserved-T ∗ P1
probe deployment patterns. This suggests that an optimization
and reuse of probes and holders among users is advised for
application-oriented patterns too. Single-target (T1) holders are
mostly impacted by the increase of targets, thus, the use of
multi-target (T∗) probe deployment patterns (i.e., Reserved-T
∗ P1, Shared-T ∗ P1) is advised when many different targets or
instances must be monitored. Overall, Shared-T ∗ P1 is the most
scalable pattern in the context of container-based applications,
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TABLE V
APPLICATION-ORIENTED PATTERNS PROBE HOLDER MONTHLY COSTS

with Shared-T1P1 as a solid alternative option when there are
few targets to be monitored but a potentially high number of
users, and Reserved-T ∗ P1 yet another option when several
targets must be monitored for a few users only.

F. Threats to Validity

The threats to the validity of the presented results mainly con-
cern the relationship between the setup of the experiment and the
collected resource consumption values. In fact, the consumption
is affected by both the available computational resources and
the choice of the probe technology and configuration. However,
while changing the available computational resources and the
deployed probes are likely to affect absolute values, the trends
and differences among the probe deployment patterns are clear,
despite these factors.

In fact, plots for system-oriented and application-oriented
probe deployment patterns are similar although specific values
are different. Nevertheless, the relationship between increasing
specific variables (e.g., the number of targets or the number
of users) and the pattern characteristics (e.g., single-target or
reserved patterns) are clearly identified by the resulting con-
sumption trends.

In our evaluation, we also selected a specific target service
to be monitored (i.e., NGINX) and we used a specific probe
technology (i.e., Metricbeat module for NGINX). Moreover, we
deployed the same probe when experiments required to incre-
ment the number of requested KPIs, and a probe is configured
to collect a single KPI. In a real-world scenario probes may
be configured to collect several KPIs, potentially lowering the
resource consumption. While using a single target application
(i.e., NGINX) in our evaluation may raise concerns about the
generalization of the results, it is important to remark that
the monitored application was not a factor in our study. The
monitored application has no impact on the cost and effective-
ness of the deployment patterns. We thus intentionally used a
single application in our quantitative study to ensure that the
evaluation is conducted under controlled and similar conditions,
minimizing the possibility to introduce any confounding factor
that could affect the results. To mitigate this issue we report
results about our experience with three real-world applications
of the patterns in Section VII.

Finally, the collected resource consumption values might
be affected by noise. To mitigate this issue we repeated the
experiments for 3 times for a total of 30 minutes of execution
collecting 180 samples for each resource-related metric in any
of the experiment configurations. We computed the mean and
the standard deviation by all the data samples, thus, stabilizing
the results to derive valid conclusions.

VI. BEST PRACTICES FOR PROBE DEPLOYMENT

This section discusses a distilled list of best practices for probe
deployment derived from our empirical findings. Engineers can
exploit them when designing and configuring their monitoring
systems, depending on the target environment and desired qual-
ities.

BP-1: Share probe instances and holders for non-accessible
targets in multi-user environments:

Results show that resource consumption might grow quite
quickly when the number of users and the number of
monitored KPIs increase (e.g., see experiments INCREAS-
ING_TARGETS_2 and INCREASING_USERS_2). Indeed, the
case of a large number of users asking for many KPIs in
multi-user environments must be handled carefully, regardless of
the underlying technology (e.g., system-oriented or application-
oriented). This issue is exacerbated by non-accessible targets
(e.g., third-party applications and inaccessible services for secu-
rity concerns) that require the deployment of probes that sample
the target from the outside. In such cases, the monitoring system
should be configured to share as many resources as possible. This
implies sharing the deployed probes, and possibly also the hold-
ers (see patterns Shared-T∗P∗, Shared-T1P∗, Shared-T∗P1 and
Shared-T1P1). Sometime, when probes cannot be shared, the
patterns with partially-shared holders (see Partially-shared-T ∗
P∗, Partially-shared-T1P∗ patterns) offer a valuable trade-off.
When possible, probe instances must be configured to collect
multiple KPIs to lower the consumption (see trend results for
the INCREASING_USERS_2 experiment in Fig. 4).

BP-2: Use multi-target probe deployment in large-scale mon-
itoring environments:

Single-target patterns show that probes may consume signifi-
cant amount of resources with an increasing size of the monitor-
ing system (see for instance single-target patterns trends for IN-
CREASING_TARGETS_2 experiment in Figs. 4 and 5). For this
reason, large-scale deployments with tens or more targets must
adopt multi-target probe deployments. This is strongly advised
for system-oriented environments where resource allocation for
reserved holders can be resource eager (e.g., VMs), and thus
also expensive. Suitable patterns for this case are: Shared-T ∗
P∗, Shared-T ∗ P1, Partially-shared-T ∗ P∗, Reserved-T ∗ P∗
and Reserved-T ∗ P1. Single-target application-oriented holders
(Reserved-T1P1, Shared-T1P1 patterns) can sometime still be
used thanks to the lightness of application-oriented containers.

BP-3: Privilege application-oriented holders to address high-
dynamic KPI collection requirements:

In the case of KPIs requirements that change often (e.g.,
many users with different business goals), application-oriented
holders can be life-savers. Their advantage is twofold: first,



1648 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 17, NO. 4, JULY/AUGUST 2024

their bootstrapping phase is way faster than VMs, and thus
frequent creation and destruction of holders can be accomplished
efficiently; second, even when probe instances (holders) cannot
be shared to guarantee high configurability and isolation to
multiple tenants, their allocation is still affordable in terms of
resources and cost, when compared to system-oriented holders
implemented with VMs (see INCREASING_USERS_2 exper-
iment results for system-oriented holders shown in Fig. 4 and
in the online appendix [64] for further details). Again, probe
instances should be configured to collect multiple KPIs at once
to save resources.

BP-4: Prefer container-based holders for isolation require-
ments:

Dealing with third-party applications or strict security require-
ments may require satisfy isolation despite efficiency, and to de-
ploy probe instances in dedicated holders. System-oriented hold-
ers can be resource-greedy and expensive when implemented
with VMs especially. In fact, reserved patterns implemented with
VM-based holders scale significantly worse for an increasing
number of targets, as results for INCREASING_TARGETS
experiments demonstrated. Thus container-based holders should
be preferred when possible (Reserved-T ∗ P1, Reserved-T1P1
patterns). In the cases where VMs must be employed (e.g., due
to constraints on the technology stack), the best practice is to
use partially-shared holders (Partially-shared-T ∗ P∗, Partially-
shared-T1P∗ patterns) and implement isolation at probe instance
level.

BP-5: When the target is accessible and resource consump-
tion is a concern, probes should be deployed within the same
execution unit of the target:

An accessible target offers the opportunity of collecting in-
dicators efficiently, since there is not the burden of querying
any monitoring interface and sharing the holder with the target
increases observability. The low resource consumption has been
confirmed with our experiments (see Fig. 4 and the online
appendix [64] for further details). The same cannot be usu-
ally achieved with application-oriented execution environments
(e.g., due to the single main container process practice [65]).
Due to the side-effects that probes may introduce on targets, this
choice is advice when resource consumption is a primary con-
cern, compared to system reliability. Some specific technology
stacks may offer interesting compromises. For example, engi-
neers can exploit the concept of pod (i.e., Kubernetes Pod [66],
Podman [67]) to obtain a setup similar to the Internal-T1P∗
pattern. In fact, thanks to pods, it is possible to execute multiple
co-located containers that share storage and network resources,
circumventing observability issues even though the execution
unit is not the same.

VII. USAGE SCENARIOS

This section demonstrates the application of probe deploy-
ment patterns to three realistic usage scenarios that involve
different technologies, software architectures, and monitoring
requirements. In particular, we provide (i) a scenario for a VM-
based microservice application, (ii) a scenario for a microservice
application running on top of a Kubernetes cluster, and (iii)

a scenario for serverless backend functions operated with the
OpenFaaS platform.

We first describe the application architecture, the technol-
ogy stack, and the monitoring requirements for each scenario.
Second, we discuss how patterns are selected based on moni-
toring requirements and probe deployment best practices. We
also describe how the selected patterns would be impacted by
an increase in the number of the collected KPIs, the number
of target instances, and the number of users interested in the
collected data. Finally, we quantitatively evaluate the selected
probe deployment patterns by collecting the CPU (%), memory
(MiB), and network I/O (MiB) consumption for an increasing
number of target instances, mimicking real-life situations that
are faced in operation. We sample resource-related metrics every
10 seconds, repeating the experiment 3 times for 10 minutes to
collect stable results, obtaining a total of about 180 samples.

The experimental material containing both the code to repro-
duce the experiment and the collected data is publicly avail-
able [26]. In the paper we report a selection of the plots, the
complete set of plots is available in our online appendix [64].

A. Monitoring a VM-Based Microservice Application

Scenario Description: A company operates an e-commerce
application composed of 11 microservices and a Redis database
(e.g., Online Boutique1). For each service instance, the engi-
neers spin up a VM following the Service-as-a-VM deployment
pattern [68]. The payment, currency, and advertisement services
are outsourced to an external provider that does not allow direct
access to the service platform. Moreover, the company has a
strong knowledge about Elastic Stack [24], since this monitoring
service is used in several other company products.

The outsourced services expose KPIs using the Prometheus
format (i.e., running the node exporter2), so the engineers need
to collect these KPIs to obtain insights about the behavior of the
outsourced service instances. In addition, they need to monitor
the Redis database and some infrastructure KPIs (e.g., CPU and
memory consumption, filesystem usage) for the VMs they are
responsible for.

Applying the Probe Deployment Patterns: This scenario can
be effectively addressed with two patterns: the Shared-T ∗ P∗
pattern and the Internal-T1P ∗ pattern. The Shared-T∗P∗ pattern
can be used to monitor inaccessible service instances, consis-
tently with best practice BP-2. While the Internal-T1P∗ pattern
can be used to monitor the services running on their own VMs
according to best practice BP-5. The probes can be implemented
as Metricbeat [61] probe instances and can be configured to save
data in the already available Elasticsearch cluster, resulting in
the following deployment:
� Shared-T ∗ P∗ pattern: it consists of a VM hosting a

Metricbeat probe instance configured with the Prometheus
module to collect the KPIs exposed by the node exporters
of the three outsourced services.

� Internal-T1P∗ pattern:

1[Online]. Available: https://github.com/GoogleCloudPlatform/
microservices-demo

2[Online]. Available: https://github.com/prometheus/node_exporter

https://github.com/GoogleCloudPlatform/microservices-demo
https://github.com/GoogleCloudPlatform/microservices-demo
https://github.com/prometheus/node_exporter
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Fig. 6. Shared-T ∗ P∗ pattern holder network I/O consumption and Internal-T1P∗ pattern network output consumption with respect to an increasing number of
payment service and recommendation service replicas, respectively.

– for each VM running application services, it consists of a
Metricbeat instance configured with the system module
to monitor CPU load, memory, and filesystem.

– for each of the Redis database replicas, it consists of a
Metricbeat instance configured with (i) the Redis mod-
ule to collect tailored Redis KPIs; and (ii) the system
module to monitor CPU load, memory, and filesystem.

Scaling Impact
� Increasing KPIs: dealing with an increasing number of

KPIs requires the reconfiguration of the Metricbeat probe
instances, activating new modules, or deploying new
probes in the case the KPIs to collect are not provided by
any of the already deployed modules. Considering that both
the patterns can hold multiple probes, no new holders have
to be created to accommodate additional probe instances.

� Increasing Targets: increasing the number of targets re-
quires to: (i) reconfigure the Metricbeat probe in the
Shared-T ∗ P∗ holder in the case new instances of the
outsourced services are deployed; (ii) run a Metricbeat
instance within any new VM they spin up to scale the
internal services or the Redis database.

� Increasing Users: increasing the number of users accessing
the monitoring system and interested in collected data do
not require any new holders or probe instances because
both the selected patterns allow sharing of resources among
users.

Quantitative Evaluation for Increasing Target Instances
We exploit our implementation of this scenario to collect

resource-related metrics for an increasing number of target
instances, measuring the overhead introduced by the two imple-
mented patterns. We increment both the number of payment and
recommendation service replicas up to 16 to observe the impact
on the Shared-T ∗ P∗ and Internal-T1P ∗ patterns. All the other
services are deployed with a single replica. Please note that in
the case of the holder implementing the Shared-T∗ P∗ pattern,
it is simultaneously collecting KPIs from a single replica of the
currency, a single replica of the advertisement service, and all
the payment service replicas deployed during the experiment.

The collected data for the holder implementing the Shared-T
∗ P∗ pattern revealed CPU consumption is negligible (less than
1%), thus an increasing number of targets does not impact on
CPU. Memory consumption was below 491.5 MiB in all the

runs, and it is also not impacted by an increasing number of
targets. Not surprisingly network I/O consumption is affected by
an increasing number of targets (up to 13.9/87.0 MiB) due to the
network traffic caused by the probes both scraping the KPI values
from the targets, and then pushing them to the Elasticsearch
instance for storage. Fig. 6(a) and (b) show the linear increment
trend for an increasing number of payment service replicas.

When the number of recommendation service replicas is
increased, no holder is added to the system since the holder
matches with the target holder for the Internal-T1P∗ pattern.
Thus the overhead in terms of CPU and memory consumption
is limited to the resource consumption of the probe, which is
negligible compared to the resources already consumed by the
target. Network output consumption is instead affected by an
increasing number of target instances due to the cumulative
amount of data transferred by the probes contained in the target
holders to the Elasticsearch instance (up to 18.2 MiB). Fig. 6(c)
shows the linear increment trend for an increasing number of
recommendation service replicas.

The trends observed in this scenario are indeed consistent with
those obtained by the controlled evaluation reported in Section V
for both the implemented patterns.

B. Monitoring a Microservice Application Running on
Kubernetes

Scenario Description: A company operates the same applica-
tion described in the previous usage scenario on top of a Kuber-
netes cluster. This time the company fully developed the applica-
tion in-house. The company has a dedicated team for managing
database infrastructure and several service development teams,
with a strong knowledge about both Prometheus [25] and the
application services.

In this case, the service development teams want to monitor
HTTP and gRPC KPIs for their application services, and some
specific KPIs for the Redis database. However, the requirements
for monitoring Redis are different between the database ops team
and the service development teams (e.g., collected KPIs and
frequency).

Applying Probe Deployment Patterns: This scenario can be
well addressed with the Shared-T ∗ P1 pattern, to monitor the
application services and gather KPIs from multiple instances
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Fig. 7. Network I/O consumption of the Shared-T ∗ P1 and Reserved-T ∗ P1 pattern holders with respect to an increasing number of cart service and Redis
replicas, respectively.

according to best practice BP-2, and the Reserved-T ∗P1 pattern,
to monitor the Redis database replicas using a different holder
to meet the conflicting requirements of the teams according to
best practice BP-4. The monitoring solution exploits an already
available Prometheus cluster as data storage, and Prometheus
exporters [36] as probe instance technology, resulting in the
following deployment:
� Shared-T ∗ P1 pattern: a Kubernetes Pod hosting a

Prometheus Blackbox exporter instance3 to collect HTTP
and gRPC KPIs from the application services.

� Reserved-T ∗ P1 pattern: two Kubernetes Pods hosting the
Prometheus Redis exporter instance4 configured to collect
Redis KPIs from all the available replicas for the database
ops team and the service development teams, respectively.

Scaling Impact
� Increasing KPIs: increasing the number of KPIs requires

the engineers to reconfigure the probe instances activating
new modules (e.g., TCP-level module for the Blackbox
exporter), or deploying new holders hosting the probe
instances for KPIs that are not already collected by any
of the deployed probes.

� Increasing Targets: No actions are required for new service
instances since both the exporters can be configured to col-
lect KPIs from annotated targets (i.e., through Kubernetes
annotations and Prometheus service discovery configura-
tion).

� Increasing Users: increasing the number of users accessing
the monitoring system and interested in the collected data
may require creating new holders and instances, as for the
database ops and the service development teams, because
the Reserved-T ∗ P1 pattern privileges isolation.

Quantitative Evaluation for Increasing Target Instances
We incremented the number of cart service replicas and Redis

replicas up to 16 to observe the impact on the Shared-T ∗ P1 and
Reserved-T ∗ P1 patterns, respectively. All the other services are
deployed with a single replica.

We observed a negligible increase (less than 1%) in CPU
consumption. Memory consumption does not exceed 340 MiB
for any of the two patterns, and it is not impacted by an increased
number of targets. Network input consumption is negligible for
the Shared-T ∗ P1 pattern holder (i.e., less than 1 MiB), while
on average network output consumption is slightly higher in
terms of absolute values, reaching up to 2.18 MiB. Results are
different in terms of absolute values for Reserved-T ∗ P1 pattern.

In particular the network input consumption is higher compared
to the output (i.e., up to 9.3/3.4 MiB), a scenario explained by
the probe specific implementation. In fact, the Redis exporter
has to query the Redis database instances to obtain the KPI
values, and than it simply exposes the values as a web endpoint
to Prometheus. However, both the patterns scales linearly with
an increasing number of targets as shown in Fig. 7.

Also in this usage scenario, we observe trends consistent
with the ones obtained in our controlled evaluation reported in
Section V.

C. Monitoring Serverless Backend Functions

Scenario Description: A company serves a serverless-based
socks e-commerce application composed of 12 functions, 6
databases, and a message queue (e.g., SockShop Serverless5)
exploiting OpenFaaS6 and Kubernetes. The engineers adopt the
FaaS model to exploit auto-scaling policies and obtain a flexible
number of function replicas in response to the volatile workload
that can affect their application (e.g., peaks of purchases during
Black Friday, intense browsing and cart usage before Christmas,
low demand in summer). They are particularly interested in
monitoring the backend functions in terms of CPU and RAM
usage in order to tweak auto-scaling policies and the cluster
nodes size. Moreover, the company has a strong knowledge on
using Prometheus to monitor the Kubernetes cluster nodes and
the application services.

Applying Probe Deployment Patterns: We can address this
scenario by implementing the Shared-T ∗ P1 pattern, to monitor
multiple targets (i.e., functions) together, enabling less effort and
resource usage in response to an increasing number of function
replicas according to best practice BP-2.

The monitoring solution exploits the Prometheus cluster pro-
vided by OpenFaaS as data storage, and cAdvisor7 as probe
instance technology. The resulting deployment consists of a
Kubernetes DaemonSet (i.e., a Kubernetes Pod for each of the
cluster nodes) hosting a cAdvisor instance to collect the needed
function KPIs at container-level.

Scaling Impact

3[Online]. Available: https://github.com/prometheus/blackbox_exporter
4[Online]. Available: https://github.com/oliver006/redis_exporter
5[Online]. Available: https://github.com/deib-polimi/serverless-sock-shop
6[Online]. Available: https://openfaas.com
7[Online]. Available: https://github.com/google/cadvisor

https://github.com/prometheus/blackbox_exporter
https://github.com/oliver006/redis_exporter
https://github.com/deib-polimi/serverless-sock-shop
https://openfaas.com
https://github.com/google/cadvisor
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Fig. 8. Network I/O consumption of the Shared-T ∗ P1 pattern holders with
respect to an increasing number of carts-get function replicas.

� Increasing KPIs: increasing the number of KPIs requires
the reconfiguration of the cAdvisor probe instances activat-
ing new KPIs, or deploying new holders and instances in
the case the KPIs to collect are not provided by cAdvisor.

� Increasing Targets: increasing the number of targets does
not require any change since cAdvisor is able to automat-
ically detect new targets (i.e., container functions running
on the Kubernetes node).

� Increasing Users: increasing the number of users accessing
the monitoring system and interested in the collected data
does not require any new holders or probe instances since
the selected pattern supports sharing of resources.

Quantitative Evaluation for Increasing Target Instances
We collect resource-related metrics for an increasing number

of carts-get function instances (i.e., up to 16) to measure the
overhead introduced by Shared-T ∗ P1 pattern. All the other
functions are deployed with a single replica.

Collected data revealed CPU consumption is negligible (less
than 1%). Memory consumption does not exceed 320 MiB,
and it is not impacted by an increasing number of targets.
Network input consumption is negligible (i.e., less than 0.2
MiB), as shown in Fig. 8(a), while on average network output
consumption reaches 3.1 MiB. Network output scales linearly
with an increasing number of function replicas, as shown in
Fig. 8(b).

As for the previous scenarios, the observed trends for the
Shared-T ∗ P1 pattern are consistent with the results obtained
with the controlled evaluation reported in Section V.

VIII. RELATED WORK

There are two distinct areas of research that are related to our
contribution: cloud patterns and cloud monitoring.

Cloud Patterns: In software engineering, patterns are used
to document knowledge about how to solve recurring prob-
lems [69]. With the rise of the cloud computing paradigm,
the community has begun working on cloud computing pat-
terns [70], [71], [72]. Although their development is still in the
early stages, several online catalogs have been published, provid-
ing both specific [73], [74] and agnostic [70] solutions. Specific
patterns refer to particular cloud providers, are customized for
a target environment, and provide solutions optimized for it.
In contrast, agnostic patterns are more generic solutions that
are not tied to a particular technology, are flexible, and can be

applied to different platforms. The patterns presented in this
article are agnostic since they are not tied to a specific cloud
technology and can be applied to any execution environment.
Agnostic pattern definition is a valuable means of improving
portability and interoperability between different cloud environ-
ments [55]. However, none of these work specifically address
the issue of probe deployment. Burns and Oppenheimer [31]
propose design patterns for distributed systems based on con-
tainers. Despite their work does not address the issue of probe
deployment, some of their patters resemble our Shared-T1P1
or Reserved-T1P1 patterns. Albuquerque et al. [75] present
proactive monitoring design patterns for cloud-native applica-
tions, basing their definitions on existing literature and tools. In
particular, they present three patterns that can generate events
according to the event-based monitoring paradigm. Compared
to our work, there are three main differences: (i) we focus on
the placement of monitoring probes and the possibility to share
monitoring resources among users; (ii) we extract features and
constraints from existing literature and bad/best practices, to
then define more generic and agnostic patterns; and (iii) we both
qualitatively and empirically assess scalability of the proposed
patterns, and further showcase their implementation in diverse
usage scenarios involving different monitoring technologies.

Cloud Monitoring: We can broadly classify the methods for
cloud monitoring into two main classes: active monitoring [76],
in which measurements are based on probes injected into the
system, and passive monitoring, in which measurements are not
based on probing, but rather on the passive observation and
analysis of existing resources, such as network flows [77] or
logs [78]. The advantage of passive monitoring is that it does
not add any communication overhead. It makes sense for some
components where important indicators can be observed, but is
less useful for others where it is not sufficient to observe existing
flows to capture the state of the monitored component. In our
work, we focus on the case of active monitoring, which requires
probe deployment.

We can further distinguish two sub-classes of approaches in
active monitoring: agent-based solutions [76] and agent-less
solutions [79]. Agent-based solutions install software agents
inside the monitored components. These agents calculate mea-
surements on the component and then send the data to an exter-
nal collector. In contrast, agent-less solutions rely on external
components to retrieve monitoring data from interfaces exposed
by the monitored components, without adding any software
to the latter. Although the agent-less solution has low mainte-
nance costs and less risk of interference, agent-based monitoring
systems provide deeper and more specialized measurements
than the protocols used by agent-less protocols, such as
SNMP [44]. In this paper we presented monitoring patterns for
both agent-based (i.e., Internal-T1P∗) and agent-less solutions
(i.e., all the other ten patterns presented in the paper).

Recently, fog and edge computing paradigms have emerged to
create a continuum of cloud services that extend from centralized
data centers to end devices. In his review, Verginadis [80]
compares twenty prominent monitoring technologies for the
cloud continuum, encompassing both active and passive so-
lutions across various dimensions, such as monitoring level,
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output types, supported metrics, and more. The analysis indi-
cates that Netdata [81] is a suitable solution for fog-edge en-
vironments, which often involve resource-constrained devices.
Netdata offers internal and external plugins for gathering KPIs,
and these plugins can be deployed according to the presented
probe deployment patterns (e.g., Internal-T1P ∗ or Shared-T∗
P∗). Other works focusing on fog monitoring [82], [83], [84],
[85] rely on monitoring agents for collecting KPIs. FMone [83]
employs agents executed in separate Docker containers simi-
larly to the Shared-T ∗ P1 and Shared-T1P1 patterns. Souza et
al.’s approach [84] involves the utilization of both internal and
external agents, which can be deployed using the Internal-T1P
∗ pattern or external unit patterns, such as Shared-T∗ P1 and
Partially-shared-T ∗ P∗, depending on the execution environ-
ment or sharing policies. Additionally, both FogMon [82] and its
self-adaptive extension [85] employ internal monitoring agents
to gather multiple KPIs, following the Internal-T1P∗ pattern.

IX. CONCLUSION

The flexibility of monitoring frameworks and probe tech-
nologies for the Cloud allows for diverse probe deployment
strategies, which may have implications on the effectiveness
and efficiency of the resulting monitoring system. For instance,
multiple probes serving different operators in a multi-tenant
environment can be deployed within a same virtual machine to
save resources, at the expense of a reduced degree of privacy and
security. On the other hand, one probe per container or virtual
machine can be deployed to preserve privacy, at the expense of
more resources allocated to the monitoring system.

This paper systematically derives, presents, and analyzes
possible probe deployment strategies, resulting in 11 probe
deployment patterns that are described and assessed empirically.
The results of this work may help engineers in designing their
monitoring systems, and generate a set of reusable solutions that
people can refer to. We also released publicly all the experimen-
tal material containing the software artifacts and the collected
dataset at [26].

Future work mainly concerns with exploiting and empirically
assessing the presented patterns in the design of novel monitor-
ing systems for a range of environments, including fog and edge
systems. An additional area of research is the identification of
the conditions that may necessitate shifting from one pattern to
another, in order to develop intelligent, self-adaptive monitoring
solutions, for instance using rule-based expert systems and
machine learning techniques.
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[30] D. Tovarňák and T. Pitner, “Towards multi-tenant and interoperable mon-
itoring of virtual machines in cloud,” in Proc. 14th Int. Symp. Symbolic
Numeric Algorithms Sci. Comput., 2012, pp. 436–442.

[31] B. Burns and D. Oppenheimer, “Design patterns for container-based dis-
tributed systems,” in Proc. 8th USENIX Conf. Hot Topics Cloud Comput.,
2016, pp. 108–113.

[32] A. Tundo, M. Mobilio, O. Riganelli, and L. Mariani, “Automated probe
life-cycle management for monitoring-as-a-service,” IEEE Trans. Services
Comput., vol. 16, no. 2, pp. 969–982, Mar./Apr. 2023.

[33] J. Povedano-Molina, J. M. Lopez-Vega, J. M. Lopez-Soler, A. Corradi,
and L. Foschini, “DARGOS: A highly adaptable and scalable monitoring
architecture for multi-tenant clouds,” Future Gener. Comput. Syst., vol. 29,
no. 8, pp. 2041–2056, 2013.

[34] P. Hasselmeyer and N. d’Heureuse, “Towards holistic multi-tenant mon-
itoring for virtual data centers,” in Proc. IEEE/IFIP Netw. Operations
Manage. Symp. Workshops, 2010, pp. 350–356.

[35] B. V. Elasticsearch, “Beats: Data shippers for elasticsearch,” 2022. Ac-
cessed: Sep. 05, 2022. [Online]. Available: https://www.elastic.co/beats/

[36] Prometheus Authors, “Exporters and integrations,” 2023. Accessed: Jul.
25, 2023. [Online]. Available: https://prometheus.io/docs/instrumenting/
exporters/

[37] Zabbix, “Zabbix,” 2023. Accessed: Jul. 25, 2023. [Online]. Available:
https://www.zabbix.com

[38] Nagios Enterprises, “Nagios,” 2023. Accessed: Jul. 25, 2023. [Online].
Available: https://www.nagios.com

[39] Prometheus Authors, “SNMP exporter for prometheus,” 2023. Accessed:
Jul. 25, 2023. [Online]. Available: https://github.com/prometheus/snmp_
exporter

[40] A. Lingayat, R. R. Badre, and A. K. Gupta, “Performance evaluation for
deploying docker containers on baremetal and virtual machine,” in Proc.
3rd Int. Conf. Commun. Electron. Syst., 2018, pp. 1019–1023.

[41] Z. Zhang, D. Li, and K. Wu, “Large-scale virtual machines provisioning
in clouds: Challenges and approaches,” Front. Comput. Sci., vol. 10, no. 1,
pp. 2–18, 2016.

[42] S. A. De Chaves, R. B. Uriarte, and C. B. Westphall, “Toward an architec-
ture for monitoring private clouds,” IEEE Commun. Mag., vol. 49, no. 12,
pp. 130–137, Dec. 2011.

[43] T. Thüm, C. Kästner, F. Benduhn, J. Meinicke, G. Saake, and T. Leich,
“FeatureIDE: An extensible framework for feature-oriented software de-
velopment,” Sci. Comput. Program., vol. 79, pp. 70–85, 2014.

[44] J. Case, M. Fedor, M. Schoffstall, and J. Davin, “Simple network
management protocol (SNMP),” Tech. Rep. RFC 1098, Apr. 1989,
doi: 10.17487/RFC1098. [Online]. Available: https://www.rfc-editor.org/
info/rfc1098

[45] Dynatrace LLC, “Dynatrace,” 2023. Accessed: Jul. 25, 2023. [Online].
Available: https://www.dynatrace.com

[46] M. Smit, B. Simmons, and M. Litoiu, “Distributed, application-level
monitoring for heterogeneous clouds using stream processing,” Future
Gener. Comput. Syst., vol. 29, no. 8, pp. 2103–2114, 2013.

[47] J. M. A. Calero and J. G. Aguado, “MonPaaS: An adaptive monitoring
platformas a service for cloud computing infrastructures and services,”
IEEE Trans. Services Comput., vol. 8, no. 1, pp. 65–78, Jan./Feb. 2015.

[48] C. B. Hauser and S. Wesner, “Reviewing cloud monitoring: Towards
cloud resource profiling,” in Proc. Int. Conf. Cloud Comput., 2018,
pp. 678–685.

[49] H. J. Syed, A. Gani, F. H. Nasaruddin, A. Naveed, A. I. A. Ahmed, and M.
K. Khan, “CloudProcMon: A non-intrusive cloud monitoring framework,”
IEEE Access, vol. 6, pp. 44591–44606, 2018.

[50] S. Meng and L. Liu, “Enhanced monitoring-as-a-service for effective
cloud management,” IEEE Trans. Comput., vol. 62, no. 9, pp. 1705–1720,
Sep. 2013.

[51] K. Alhamazani et al., “CLAMS: Cross-layer multi-cloud application
monitoring-as-a-service framework,” in Proc. IEEE Int. Conf. Serv. Com-
put., 2014, pp. 283–290.

[52] M. L. Massie, B. N. Chun, and D. E. Culler, “The ganglia distributed
monitoring system: Design, implementation, and experience,” Parallel
Comput., vol. 30, no. 7, pp. 817–840, 2004.

[53] D. Trihinas, G. Pallis, and M. D. Dikaiakos, “JCatascopia: Monitoring
elastically adaptive applications in the cloud,” in Proc. IEEE/ACM 14th
Int. Symp. Cluster Cloud Grid Comput., 2014, pp. 226–235.

[54] The OpenStack Project, “Monasca,” 2023. Accessed: Nov. 21, 2023.
[Online]. Available: https://docs.openstack.org/monasca-api/latest/

[55] B. Di Martino, G. Cretella, and A. Esposito, “Semantic and agnostic rep-
resentation of cloud patterns for cloud interoperability and portability,” in
Proc. IEEE 5th Int. Conf. Cloud Comput. Technol. Sci., 2013, pp. 182–187.

[56] Red Hat, Inc., “How ansible works,” 2023. Accessed: Jul. 25, 2023. [On-
line]. Available: https://www.ansible.com/overview/how-ansible-works

[57] Microsoft, “Azure compute,” 2023. Accessed: Jul. 25, 2023. [On-
line]. Available: https://azure.microsoft.com/en-gb/products/category/
compute/

[58] Microsoft, “Azure kubernetes service (AKS),” 2023. Accessed:
Jul. 25, 2023. [Online]. Available: https://azure.microsoft.com/en-gb/
services/kubernetes-service/

[59] The Kubernetes Authors, “Kubernetes deployment,” 2023. Accessed:
Jul. 25, 2023. [Online]. Available: https://kubernetes.io/docs/concepts/
workloads/controllers/deployment/

[60] Inc F5, “Nginx,” 2023. Accessed: Jul. 25, 2023. [Online]. Available: https:
//www.nginx.com/

[61] B. V. Elasticsearch, “Metricbeat: Lightweight shipper for metrics,” 2023.
Accessed: Jul. 25, 2023. [Online]. Available: https://www.elastic.co/beats/
metricbeat

[62] B. V. Elasticsearch, “Elasticsearch: The official distributed search &
analytics engine,” 2023. Accessed: Jul. 25, 2023. [Online]. Available:
https://www.elastic.co/elasticsearch/

[63] The Kubernetes Authors, “Kubernetes daemonset,” 2023. Accessed:
Jul. 25, 2023. [Online]. Available: https://kubernetes.io/docs/concepts/
workloads/controllers/daemonset/

[64] A. Tundo, M. Mobilio, O. Riganelli, and L. Mariani, “Monitoring probe
deployment patterns for cloud-native applications: Definition and em-
pirical assessment (online appendix),” 2023. [Online]. Available: https:
//doi.org/10.5281/zenodo.7081889

[65] D. Bernstein, “Containers and cloud: From LXC to docker to kubernetes,”
IEEE Cloud Comput., vol. 1, no. 3, pp. 81–84, Sep. 2014.

[66] The Kubernetes Authors, “Kubernetes pod,” 2023. Accessed: Jul. 25, 2023.
[Online]. Available: https://kubernetes.io/docs/concepts/workloads/pods/

[67] Containers Organization, “What is podman?,” 2023. Accessed: Jul.
25, 2023. [Online]. Available: https://docs.podman.io/en/latest/

[68] C. Richardson, Microservices Patterns: With Examples in Java. New York,
NY, USA: Simon and Schuster, 2018.

[69] D. C. Schmidt, M. Fayad, and R. E. Johnson, “Software patterns,” Com-
mun. ACM, vol. 39, no. 10, pp. 37–39, 1996.

[70] C. Fehling, F. Leymann, R. Retter, W. Schupeck, and P. Arbitter, Cloud
Computing Patterns: Fundamentals to Design, Build, and Manage Cloud
Applications. Berlin, Germany: Springer, 2014.

[71] F. Khomh and S. A. Abtahizadeh, “Understanding the impact of cloud
patterns on performance and energy consumption,” J. Syst. Softw., vol. 141,
pp. 151–170, 2018.

[72] T. B. Sousa, H. S. Ferreira, and F. F. Correia, “A survey on the adoption of
patterns for engineering software for the cloud,” IEEE Trans. Softw. Eng.,
vol. 48, no. 6, pp. 2128–2140, Jun. 2022.

[73] Microsoft, “Cloud design patterns,” 2023. Accessed: May 26, 2023.
[Online]. Available: https://docs.microsoft.com/en-us/azure/architecture/
patterns/

[74] Amazon Web Services, “AWS prescriptive guidance patterns,” 2023.
Accessed: May 26, 2023. [Online]. Available: https://docs.aws.amazon.
com/prescriptive-guidance/latest/patterns/

[75] C. Albuquerqoe, K. Relvas, F. F. Correia, and K. Brown, “Proactive
monitoring design patterns for cloud-native applications,” in Proc. 27th
Eur. Conf. Pattern Lang. Programs, 2023, pp. 1–13.

[76] A. Meera and S. Swamynathan, “Agent based resource monitoring system
in IaaS cloud environment,” Procedia Technol., vol. 10, pp. 200–207, 2013.

[77] P.-O. Brissaud, J. François, I. Chrisment, T. Cholez, and O. Bettan, “Passive
monitoring of HTTPS service use,” in Proc. 14th Int. Conf. Netw. Service
Manage., 2018, pp. 219–225.

[78] B. Chen and Z. M. J. Jiang, “A survey of software log instrumentation,”
ACM Comput. Surv., vol. 54, no. 4, 2021, Art. no. 90.

[79] M. Brattstrom and P. Morreale, “Scalable agentless cloud network moni-
toring,” in Proc. IEEE 4th Int. Conf. Cyber Secur. Cloud Comput., 2017,
pp. 171–176.

[80] Y. Verginadis, “A review of monitoring probes for cloud computing
continuum,” in Proc. Int. Conf. Adv. Inf. Netw. Appl., Springer, 2023,
pp. 631–643.

[81] N. Inc., “Netdata,” 2023. Accessed: Nov. 23, 2023. [Online]. Available:
https://www.netdata.cloud/

[82] S. Forti, M. Gaglianese, and A. Brogi, “Lightweight self-organising dis-
tributed monitoring of fog infrastructures,” Future Gener. Comput. Syst.,
vol. 114, pp. 605–618, 2021.

[83] Á. Brandón, M. S. Pérez, J. Montes, and A. Sanchez, “FMonE: A flexible
monitoring solution at the edge,” Wireless Commun. Mobile Comput.,
vol. 2018, pp. 1–15, 2018.

https://www.elastic.co/beats/
https://prometheus.io/docs/instrumenting/exporters/
https://prometheus.io/docs/instrumenting/exporters/
https://www.zabbix.com
https://www.nagios.com
https://github.com/prometheus/snmp_exporter
https://github.com/prometheus/snmp_exporter
https://dx.doi.org/10.17487/RFC1098
https://www.rfc-editor.org/info/rfc1098
https://www.rfc-editor.org/info/rfc1098
https://www.dynatrace.com
https://docs.openstack.org/monasca-api/latest/
https://www.ansible.com/overview/how-ansible-works
https://azure.microsoft.com/en-gb/products/category/compute/
https://azure.microsoft.com/en-gb/products/category/compute/
https://azure.microsoft.com/en-gb/services/kubernetes-service/
https://azure.microsoft.com/en-gb/services/kubernetes-service/
https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
https://www.nginx.com/
https://www.nginx.com/
https://www.elastic.co/beats/metricbeat
https://www.elastic.co/beats/metricbeat
https://www.elastic.co/elasticsearch/
https://kubernetes.io/docs/concepts/workloads/controllers/daemonset/
https://kubernetes.io/docs/concepts/workloads/controllers/daemonset/
https://doi.org/10.5281/zenodo.7081889
https://doi.org/10.5281/zenodo.7081889
https://kubernetes.io/docs/concepts/workloads/pods/
https://docs.podman.io/en/latest/
https://docs.microsoft.com/en-us/azure/architecture/patterns/
https://docs.microsoft.com/en-us/azure/architecture/patterns/
https://docs.aws.amazon.com/prescriptive-guidance/latest/patterns/
https://docs.aws.amazon.com/prescriptive-guidance/latest/patterns/
https://www.netdata.cloud/


1654 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 17, NO. 4, JULY/AUGUST 2024

[84] A. Souza, N. Cacho, A. Noor, P. P. Jayaraman, A. Romanovsky, and
R. Ranjan, “Osmotic monitoring of microservices between the edge and
cloud,” in Proc. IEEE 20th Int. Conf. High Perform. Comput. Commun.;
IEEE 16th Int. Conf. Smart City; 4th Int. Conf. Data Sci. Syst., 2018,
pp. 758–765.

[85] V. Colombo, A. Tundo, M. Ciavotta, and L. Mariani, “Towards self-
adaptive peer-to-peer monitoring for fog environments,” in Proc. 17th
Symp. Softw. Eng. Adaptive Self- Manag. Syst., 2022, pp. 156–166.

Alessandro Tundo received the master’s degree in
computer science from the University of Milano-
Bicocca, in 2018. He is currently working toward the
PhD degree with the University of Milano-Bicocca.
His research interests include cloud and fog com-
puting, distributed systems monitoring and software
architectures.

Marco Mobilio received the master’s degree in com-
puter science, and the PhD degree from the University
of Milano-Bicocca, in 2013 and 2017, respectively.
He is an assistant professor with the University of
Milano-Bicocca. His main interests cover software
architecture, cloud monitoring and self-healing, au-
tomatic testing for web and mobile applications, and
human activity recognition.

Oliviero Riganelli received the PhD degree in com-
puter science and complex system from the University
of Camerino, in 2009. He is an associate professor
with the University of Milano-Bicocca. He is a com-
puter scientist with a keen interest in Software Engi-
neering. His main research interests focus on creating
advanced methodologies and technologies to build
better software by automatically testing, analyzing,
and correcting the software itself and its develop-
ment process. He is and has been involved in several
research projects, both international and national, in

close collaboration with leading partners from industry and academia. He is also
regularly involved in the program committees of workshops and conferences in
his areas of interest.

Leonardo Mariani (Senior Member, IEEE) received
the PhD degree in computer science from the Univer-
sity of Milano-Bicocca, in 2005. He is a full professor
with the University of Milano-Bicocca. His research
interests include software engineering, in particular
software testing, program analysis, automated de-
bugging, specification mining, and self-healing and
self-repairing systems. He has authored more than
100 papers appeared at top software engineering con-
ferences and journals. He has been awarded with the
ERC Consolidator Grant, in 2015, an ERC Proof of

Concept grant, in 2018, and he is currently active in several European and Na-
tional projects. He is regularly involved in organizing and program committees
of major software engineering conferences.

Open Access funding provided by ‘Università degli Studi di Milano Bicocca’ within the CRUI CARE Agreement



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


