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Abstract—Microservices architectures conceive an application
as a composition of loosely-coupled sub-systems that are devel-
oped, deployed, maintained, updated, and scaled independently.
Compared to monoliths, microservices speed up evolution and in-
crease flexibility. For these reasons they are becoming the reference
architecture for many practitioners. A key challenge to embrace
a microservices architecture is how to decompose an application
into microservices: a choice that deeply affects all subsequent
development phases in ways that are difficult to foresee and eval-
uate. Without any tool to support their reasoning, developers may
erroneously evaluate the various alternatives, leading to inaccurate
decomposition choices that would result in increased development,
operations, and maintenance costs. This paper tackles the problem
with Cromlech, a semi-automatic tool to decompose a software
system into microservices. Cromlech (i) takes in input a high-level
model of the system in terms of functionalities and data entities
accessed by those functionalities, (ii) formulates decomposition
as an optimization problem, and (iii) outputs a proposed place-
ment of functionalities and data onto microservices, using a visual
representation that helps reasoning on the resulting architecture.
Cromlech evaluates design concerns, communication overheads,
data management requirements, opportunities and costs of data
replication. Our evaluation on a real-world industrial application
shows that Cromlech consistently delivers more efficient solutions
than simple heuristics and state-of-the-art approaches, and pro-
vides useful insights to developers.

Index Terms—Service decomposition, service modeling,
software architectures, microservice architecture.

I. INTRODUCTION

I T PRACTITIONERS are increasingly migrating from so-
called monoliths to microservices architectures, which de-

compose a software system into independently deployed ser-
vices to ease evolution and maintenance [1]. Monoliths are
developed using a single programming language and packaged
as one complex deployment unit. When the application grows in
scale, monoliths present significant limitations [2]: the intricate
dependencies among components become difficult to maintain
and individual functionalities cannot be managed independently
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from one another. If a single component fails, the whole sys-
tem may become unavailable, and the only way to scale the
application is to replicate the whole deployment unit. Instead,
the microservices architecture [3], [4] conceives applications
as a composition of loosely-coupled units: each of them is an
independent process that communicates with the others through
lightweight network protocols such as HTTP or MQTT. Each
unit (i.e., a microservice) includes a set of logically-related
application components and is developed, operated, and de-
ployed independently from the others. This means that each
microservice can be implemented using a different technology
stack, may use an independent data store, and can be managed
without affecting the other units. Moreover, in case of failures,
the system would not be completely unresponsive and only a
subset of its functionalities would be unavailable [5].

The main challenge in this migration is how to decompose
an existing monolith into microservices [6], [7], [8], since this
choice may significantly impact both organizational and opera-
tional concerns, which often pursue conflicting goals [9], [10].
Organizational concerns favor highly decentralized decompo-
sitions, where individual services represent a single business
aspect and include only functionalities that are strongly related to
each other, i.e., they are highly cohesive. Cohesion increases the
agility in managing the system, but may introduce an overhead
for operating it, typically in terms of an increased communica-
tion between services. Conversely, operational concerns push
towards more centralized solutions that reduce communica-
tion [11] and data management costs. Indeed, communication
costs are higher in cross-microservice calls, which are necessary
to access remote functionalities or to retrieve remote data [12]. A
common approach to mitigate the latency for remote data access
in microservices architectures is replication. Microservices can
access a local replica of the data they are interested in (improving
read access latency), but this comes at the cost of propagating
updates to all replicas. This trade-off further complicates the
design of a decomposition, making this process impossible to
manage without proper support tools.

In summary, when migrating to microservices, software en-
gineers need to carefully evaluate the complex trade-off be-
tween organizational and operational aspects, a task that may
be extremely difficult and error-prone without the help of any
support tool [13]. Some approaches have been presented in
the literature to help software engineers in the decomposition
process [14], [15]. Some solutions are only theoretical [6], [16]
and provide a set of best practices and guidelines, others [17],
[18] describe tools that analyse the application source code and
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automatically decompose it into a set of microservices. While
these solutions are an initial step in the right direction, there are
still open challenges. Theoretical frameworks leave practitioners
in charge of manually decomposing the monolith with some
complex application-specific design decisions to be evaluated;
automated tools are often tight to a single programming language
or technology stack [19] and do not guarantee that the resulting
decomposition is aligned with developers and business needs.
Most importantly, none of these solutions explicitly addresses
the tension between organizational and operational require-
ments, thus neglecting part of a multi-faceted problem.

Our research proposes Cromlech, a semi-automatic tool to
decompose a software system into microservices that care-
fully considers the subtle trade-off between organizational and
operational aspects. Cromlech takes in input (i) a high-level
description of a software system in terms of operations and data
entities, (ii) the maximum allowed number of microservices to
create, (iii) a parameter that indicates the relative importance of
organizational aspects over operational ones, allowing engineers
to set their preferences based on the specific environment in
which the system is being developed and operates. Cromlech
parses the application model and instructs a Mixed Integer
Linear Programming (MILP) solver to optimize the placement
of operations and data entities according to the users’ needs.
The computed decomposition is then displayed on a visualizer
so that users can investigate the solution, evaluate its structure
and costs, and, if needed, reiterate the process with a different
input configuration. Cromlech relies on an abstract model of
the application and consequently it is technology agnostic. It
considers several factors in the decomposition process including
cohesion, communication overhead, data management require-
ments, and the costs and benefits of data replication. Despite
the optimization problem may be difficult to solve, Cromlech
generates good solutions within some minutes to few hours,
depending on the complexity of the system under analysis. This
allows software architects to rapidly obtain viable solutions that
they can iteratively refine at will.

Cromlech builds on our experience with Pangaea [20]. Like
Cromlech, Pangaea considers both organizational and oper-
ational concerns and allows developers to set their relative
weights. In Pangaea, organizational aspects are centered around
data entities: this captures well the semantic relations among
data, but does not ensure that operations related to the same busi-
ness domain are deployed onto the same microservice. Moving
from the observations we collected from developers when using
Pangaea on a real-world software system, we designed Cromlech
to focus primarily on operations, thus targeting decompositions
where microservices expose an interface (set of operations) that
matches business domains more coherently. The placement of
data derives from the location of operations, avoids distributed
data management by co-locating data entities that require coor-
dinated access, and exploits replication to improve read access
performance when suitable.

Our evaluation suggests that Cromlech produces architectures
where microservices clearly reflect individual business function-
alities, and selects the granularity of the decomposition and the
placement of data to reduce operational costs. Moreover, our

Fig. 1. Cromlech: overview of the workflow.

experience with Cromlech highlights the complexity of manual
optimization and the benefits of a decision support tool. Com-
pared to human-designed architectures, some solutions proposed
by Cromlech were difficult to see. At the same time, it was easy
to manually adapt architectures produced by Cromlech, to better
cover the software engineers’ requirements.

In essence, this paper continues our research on designing
support tools to decompose a software system into microservices
considering both organizational and operational requirements.
Compared to our former solution, Pangaea, the paper propose:
(i) a new system model focused on operations, (ii) a novel MILP
formulation that exploits the new model, and (iii) a comprehen-
sive evaluation that features two real-world applications and an
in-depth comparison with simple heuristics, manual solutions
made by practitioners, Pangaea, and another state-of-the-art
decomposition approach called Service Cutter (SC) [21]. Results
show that Cromlech consistently outperformed other approaches
by generating more efficient solutions in-line with user needs.
Moreover, Cromlech allowed developers to easily evaluate their
manual decompositions: for instance, it highlighted that solu-
tions developed by practitioners were only optimized for orga-
nizational aspects, but were not efficient in reducing operational
costs.

The rest of the paper is organized as follows. approach and
optimization present Cromlech and the MILP optimization prob-
lem it is based on. eval presents the empirical evaluation of
Cromlech and the comparison with other relevant approaches.
related reviews related work. conclusions concludes the paper.

II. SOLUTION OVERVIEW

Fig. 1 presents the Cromlech1 workflow, organized in three
main steps: system modeling, optimization, and visualization.

System Modeling. Cromlech allows users to define a model of
the system to decompose as a YAML (a data format frequently
used for configuration tasks) text file. It describes the data entities
and operations that compose the application, along with their
mutual relations. This user-written system model is the input of
a parser that pre-processes data and generates a MILP problem.

1Source code available at http://github.com/deib-polimi/Cromlech

http://github.com/deib-polimi/Cromlech
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System Modeling. Cromlech allows users to define a model
of the system to decompose, which describes the data entities
and operations that compose the application, along with their
mutual relations. The model is encoded following the TOSCA
standard2 (a format frequently used for architectures specifica-
tion). To facilitate this, we have developed a TOSCA library3 that
implements Cromlech concepts and enables users to easily cre-
ate application models by leveraging the standard’s guidelines.
Moreover, Cromlech uses a TOSCA parser that pre-processes
data and generates a MILP problem.

Optimization. A solver takes this MILP problem and produces
a solution according to a set of parameters (provided as input
along with the system model) that express user preferences.

Visualization. A visualizer creates a visual representation of
the solver’s solution and presents to the user the decomposition
along with a detailed analysis of its costs. Developers can then
assess the proposed solution and decide whether to accept it or
to refine the system model and input parameters.

In the rest of the section, each phase is described in detail.

A. System Modeling

The design of the Cromlech modeling framework balances
two requirements: (i) expressivity, to capture organization and
operational concerns; (ii) simplicity, to limit the effort for devel-
opers to build the model. Thus, in Cromlech data entities and
operations are characterized by small, yet meaningful, sets of
attributes.

Data Entities: Data entities are basic elements of data that
Cromlech treats as atomic units. The concept of data entity is
independent of the specific data model and level of granularity,
allowing developers to adapt the modeling framework to their
needs. For instance, in a relational data model, a data entity can
model a single table: Cromlech will treat the table as an unbreak-
able unit and map it to microservices accordingly. Alternatively,
developers may decide to model multiple related tables as a
single data entity or to split a table into multiple data entities.
In the first case, Cromlech will not distinguish individual tables
and will consider them as a whole. In the second case, Cromlech
will have the opportunity to assign the various parts of the table
to different microservices. A data entity e provides the following
properties.

name: a label that uniquely identifies e in the model.
description: an optional string that developers use to annotate

relevant information associated to e (for instance, the database
tables e refers to).

Operations: Operations represent units of execution of the
application, which are candidates to become logic functionalities
assigned to microservices. Each operation accesses (reads and
writes) data entities and is associated with a single microservice.
An operation o is characterized by the following properties.

name: a label that uniquely identifies o in the model.
data access: the list of data entities that o accesses. For each

data entity, developers can specify if the access is read-only or

2[Online]. Available: https://www.oasis-open.org/standard/tosca
3[Online]. Available: https://github.com/deib-polimi/Cromlech/tree/main/

tosca

read-write. Cromlech interprets accesses as dependency rela-
tions between operations and data entities, and it attempts to
co-locate on the same microservice an operation and the data
entities it accesses. Placing a data entity e and an operation o
that accesses e on different microservices incurs a cost in terms
of communication.

frequency: a number that says how frequently o is invoked.
In the decomposition process, Cromlech focuses on reducing
the costs associated with operations that are invoked more
frequently.

transactional: indicates whether the operation needs to be
executed with transactional semantics. As common in microser-
vices architectures, our model assumes that transactional se-
mantics is only possible within individual microservices and
not across microservices. Accordingly, a transactional operation
will be always located on the same microservice where all the
data entities it accesses are deployed.

co-located operations: list of other operations that need to be
located on the same microservice as o. Using this attribute, devel-
opers may indicate operations that belong to the same business
unit and must be deployed together on the same microservice.
Accordingly, co-located operations help developers to express
organizational constraints that Cromlech cannot break. At the
same time, the presence of co-located operations reduces the
number of acceptable solutions and may simplify the task for
the solver.

The above attributes delineate an informative model of an
application while limiting modeling complexity. We note that
some attributes could be automatically or semi-automatically
derived. For instance, static analysis tools could extract attributes
and operations, while monitoring approaches could precisely
estimate the frequency of operations in the system to be decom-
posed. We will explore the integration of these tools to further
increase the simplicity of Cromlech in future work.

B. Optimization

The system model provided by the user is parsed and pre-
processed in order to properly generate the optimization prob-
lem. In particular, the pre-processing step: (i) removes the enti-
ties that are accessed by a single operation, as they can be easily
added to the microservice that hosts the operation at the end, and
(ii) eliminates operations that do not access any remaining entity,
as they can be added to any microservice without affecting the
final decomposition in terms of organizational or operational
concerns. After the pre-processing step, Cromlech generates
the MILP problem that aims to find an optimal placement of
operations and entities onto a set of microservices, balancing
organizational concerns and operational costs.

Organizational concerns are measured by the cohesion metric
(the higher the better), that is the affinity and coherence of
operations and data entities within individual microservices and
the decoupling among different ones.

Operational concerns are measured by operational costs (the
lower the better), that sum communication and data management
costs. Communication costs measure the need of inter-service
communication. Depending on the specific technology being

[Online]. ignorespaces Available: ignorespaces https://www.oasis-open.org/standard/tosca
[Online]. ignorespaces Available: ignorespaces https://github.com/deib-polimi/Cromlech/tree/main/tosca
[Online]. ignorespaces Available: ignorespaces https://github.com/deib-polimi/Cromlech/tree/main/tosca
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adopted, microservices communicate using synchronous com-
munication (for instance, HTTP/REST API) or asynchronous
propagation of messages (for instance, using a message bro-
ker such as RabbitMQ4 or a queuing system such as Apache
Kafka5). Cromlech allows data entity to be replicated in dif-
ferent microservices with the goal of improving access speed
(fewer remote calls implies lower communication cost). Data
management costs reflect the additional effort for keeping each
replica up to date. Cromlech assumes that any operation can read
from a co-located replica, but all the updates (writing mode)
are executed on a so-called leader-replica and pushed asyn-
chronously to the others (eventual consistency). Thus, operations
that require transactional semantics must be co-located with the
leader replica, a condition that is formalized as a constraint in our
formulation (see optimization). This assumption is well-known
in the literature as the single writer principle [22].

Cromlech solver takes as input a small number of parameters
that guide the decomposition process based on the requirements
of developers. They include:

number of microservices: indicates the maximum number of
microservices that the decomposition can use. The solver may
assign entities and operations only to a subset of microservices,
resulting in a decomposition of fewer microservices.

organization-operations ratio: a real number α that indicates
the importance developers attribute to organizational concerns
(cohesion of microservices) over communication concerns (the
costs of remote data access and replication), on a scale between
0 and 1. The default value is α = 0.5, which suggests to Crom-
lech that organization and communication concerns are equally
important. Increasing the value would favor solutions where
microservices are internally highly cohesive (leading to a po-
tentially higher number of microservices and thus increasing the
cost of communication) while decreasing the value would favor
solutions that reduce inter-service communication (potentially
at the cost of decreased cohesion).

The reduced set of parameters presented above provide devel-
opers flexibility when needed without relinquishing simplicity.
Moreover, the organization-communication ratio α provides a
single parameter to steer the decomposition towards design
concerns or runtime concerns.

C. Visualization

We conceive Cromlech as a decision support tool: it may not
fully automate the decomposition process but it should help de-
velopers reason on the system and evaluate the consequences of
a given decomposition choice in terms of design and operational
costs. Accordingly, we built a visualizer component that offers
a graphical representation of the proposed decomposition as a
dynamic Web page. Fig. 2 shows an example of a decomposition
where entities (squares) and operations (circles) are mapped to
microservices. The depicted decomposition splits the monolith
into 4 microservices which clearly define, respectively, 4 differ-
ent bounded contexts: train food, food store, consign record, and
consign price.

4[Online]. Available: https://www.rabbitmq.com/
5[Online]. Available: https://kafka.apache.org/

Fig. 2. Visualization of a decomposition into 4 microservices.

For each microservices, the visualizer shows accessed entities
and provided operations. Entities colored in red, orange, and
yellow are, respectively, leader replicas, non-leader replicas,
and data that are (remotely) accessed and not replicated in the
microservice. Dark blue, light blue, and green colors indicate,
respectively, write operations with transactional semantics, write
operations without transactional semantics, and read-only opera-
tions. Lines connecting two entities from distinct microservices
show their interdependencies. Specifically, a solid line repre-
sents the requirement for a remote connection to fetch data
from the leader, while a dashed line illustrates the need for
synchronization between leader replicas and non-leader ones. In
addition, Cromlech outputs a detailed report with the cohesion,
communication, and data management costs of the proposed
solution. Developers may use the report to evaluate the trade-offs
of the solution and to refine their system model or choice of input
parameters.

III. OPTIMAL MONOLITH DECOMPOSITION

We formulate monolith decomposition as a MILP problem
by denoting E the set of data entities, O the set of operations
defined in the system model, and M the set of microservices
where data entities and operations must be placed. Two decision
variables x and y encode the placement of operations and data
entities onto microservices, respectively:

xo∈O,m∈M = 1 if o is placed on m, 0 otherwise.
ye∈E,m∈M = 1 if e is placed on m, 0 otherwise.

Our model allows data entities to be replicated at different
microservices. As common in microservices architectures, we
assume that a single service is responsible for all updates (write
accesses) to a given data entity e ∈ E. This is the leader replica
for e and we use a variable l to encode its placement.

le∈E,m∈M = 1 if the leader replica of e is placed on m, 0
otherwise.

[Online]. ignorespaces Available: ignorespaces https://www.rabbitmq.com/
[Online]. ignorespaces Available: ignorespaces https://kafka.apache.org/
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A. Organizational Concerns

The cohesion metric represents the benefit of decomposing the
software systems into independent and highly cohesive modules.
Let us denote Om the set of operations that are associated with
microservice m ∈ M , that is:

∀m∈M ∀o∈O o ∈ Om ↔ xo,m = 1

Then, the cohesion metric for microservice m ∈ M is defined
as:

Cohm =

∑
o1∈Om,o2∈Om

S(o1, o2)

|Om|2 , if |Om| > 0

Cohm = 0, otherwise

where S(o1, o2) is the similarity between operations o1 and o2.
Ideally, a high similarity should indicate that two operations
belong to the same business domain. Accordingly, placing them
onto the same microservice increases the cohesion metric. We
build our definition of similarity on the assumption that two
operations are similar if the set of data entities they access is
similar. For each data entity e ∈ E and for each operation o ∈ O,
let us denote acce,o as a boolean variable that is 1 if and only if
o accesses e either in read or write mode. We extract the value
of such variables from the data access property of operations in
the input model. For each operation o ∈ O, let us define Eo as
the set of entities that o accesses either in read or in write mode.6

∀o∈O ∀e∈E e ∈ Eo ↔ acce,o = 1

S(o1, o2) =
|Eo1 ∩ Eo2|

min(|Eo1|, |Eo2|)
The total cohesion is the average of the cohesion metrics for

each service m ∈ M , weighted by the number of operations in
m. It is a value between 0 and 1, where higher values are better.

Coh =
∑
m∈M

Cohm · |Om|
|O|

B. Operational Concerns

Operational costs include communication and data manage-
ment costs. The former occur when an operation o ∈ O needs
to access a data entity e ∈ E but the two are placed on different
microservices, while the latter measure the costs associated
with replication. Indeed, replication allows operations to access
locally replicated data without incurring the cost of remote
data access, but it requires keeping remote replicas up-to-date.
As mentioned above, we assume that, for a given data entity
e ∈ E, a single leader replica is responsible for all updates (write
accesses) to e.

Formally, we distinguish two communication costs: Ro,e and
Wo,e, one for reading and one for writing entities, while data
management costs are associated to each entity as MngCoste.
To precisely define these elements of cost we need to introduce
two additional boolean variables accRe,o and accRWe,o for

6The formulation is generated after the pre-processing step, which already
(i) removed all data entities that are accessed by a single operation and (ii) op-
erations that do not access any (remaining) data entity.

each data entity e ∈ E and for each operation o ∈ O. They
hold 1 if and only if o accesses e in read-only or in read-write
mode, respectively. We extract these values from the data access
property of operations in the input model. We define Ro,e as
the cost that o ∈ O incurs for reading a data item e ∈ E. The
cost is 0 if e is placed in the same microservice m ∈ M where
the operation resides. Otherwise, it is the cost for accessing
the leader replica, which is proportional to the frequency fo
of invocation of o.

Ro,e =
∑
m∈M

accRe,o · fo · xo,m · (1− ye,m)

Wo,e is the cost that o ∈ O incurs for writing a data item e ∈ E.
The cost is 0 only for operations that are located on the leader
replica for e, otherwise, it is proportional to the frequency of
invocation of o. In other words, operations always access the
leader replica when writing e, even if they have a local replica
for e on the same microservice on which they are placed.

Wo,e =
∑
m∈M

accRWe,o · fo · xo,m · (1− le,m)

Thus, communication costs are computed as follow:

CommCost =
∑

o∈O,e∈E
(Ro,e +Wo,e)

Finally, an entity e ∈ E pays a data management cost for
keeping replicas up to date. It is proportional to the number of
(non-leader) replicas of e and to the frequency at which e is
updated:

MngCoste =
∑
o∈O

accRWe,o · fo ·
((∑

m∈M
ye,m

)
− 1

)

Thus, the total data management cost is computed as

MngCost =
∑
e∈E

MngCoste

Summing up all contributions, the operational costs for a
given placement of entities and operations onto microservices
are defined as:

OpCost = CommCost+MngCost

C. Objective Function and Constraints

The goal of the optimization problem is to maximize the
cohesion metric Coh while avoiding operational costs OpCost.
Since Coh is a real number between 0 and 1 we want also to
normalize the operational costsOpCost to a scale between 0 and
1. The minimum value ofOpCost is already 0 as it happens when
a fully centralized architecture is adopted (with no remote data
access and no replication). Conversely, the maximum value that
OpCost may reach occurs in a fully decentralized architecture,
where each operation is placed on a different microservice
(unless this is not allowed by some of the constraints in the
problem) and data entities are replicated in every service to
maximize the cost for propagating updates. Let us denote this
maximum operational cost as OpCostmax.
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The objective of our optimization problem becomes:

Obj = α · Coh− (1− α) · OpCost

OpCostmax

Valid solutions to the problem need to satisfy the following
constraints.

Each operation is deployed on exactly one microservice.

∀o∈O
∑
m∈M

xo,m = 1

Each entity is deployed on at least one microservice.

∀e∈E
∑
m∈M

ye,m ≥ 1

Each entity has exactly one leader replica.

∀e∈E
∑
m∈M

le,m = 1

The leader replica is a replica.

∀e∈E,m∈Mye,m ≥ le,m

Deployment needs also to enforce the constraints expressed
by the developers with respect to the co-location of multiple
operations. In particular, for any pair of operations o1 ∈ O
and o2 ∈ O, let us define a boolean variable coloco1,o2 that
is 1 if and only if developers requested the co-location of o1
and o2 (co-located operations attribute of operations in the
input model). Using this variable we may define the co-location
constraint as follow:

∀o1∈O,o2∈O
∑
m∈M

xo1,m · xo2,m ≥ coloco1,o2,

Finally, operations with transactional semantics need to be on
the same microservice of the data they access. This enforces a
common approach in microservices architectures, where trans-
actional semantics is not enforced across microservices, but only
within microservices. In other words, if an operation requires
strong guarantees in terms of atomicity, isolation, or integrity
when accessing data elements, it needs to be executed in the
same microservice that hosts the leader replica for all those
elements. For any operation o ∈ O, we define a binary variable
tro that is equal to 1 if and only if developers requested o to be
executed with transactional semantics (transactional attribute
of operations in the input model). Using this variable we may
define the transactional constraint as follow:

∀o∈O,e∈E,m∈Mxo,m ≥ tro · acce,o · le,m
Notice that the above problem is not linear for two reasons. (ii)

Some formulas include a multiplication of binary variables. For
instance computing co-located operations involve multiplying x
byx, and computing the operational costs involve multiplyingx,
y, and l. (ii) Some formulas include a multiplication of a binary
variable and an integer variable. For instance, computing the
coherence metric involves multiplying x by the overall number
of operations in a given microservice (an integer number). To
address these issues, we use well known approaches [23] to
linearize any product of two variables.

IV. EVALUATION

This section presents the empirical evaluation of Cromlech,
which aims to answer three research questions:

RQ1 What is the quality of the decompositions generated by
Cromlech and how do they compare with decomposi-
tions generated by other state-of-the-art approaches?

RQ2 How do the input parameters of Cromlech affect its
solutions?

RQ3 How do practitioners benefit from the usage of Crom-
lech?

The main challenge in evaluating a decomposition approach
is the lack of a ground truth. Given a software system there
is not a single optimal decomposition into microservices, and
developers may favor one decomposition over another depend-
ing on technological, operational, organizational constraints, or
even personal preferences. For the same reasons, comparing two
decompositions is not trivial, as small changes in the mapping
of data entities and operations onto microservices may lead
to significant differences in the quality of a decomposition as
perceived by a team of developers.

To address these challenges, we consider as case studies two
software systems, Tutored and TrainTicket, for which we have
a manual decomposition into microservices that we can use as a
reference. Tutored 7 is a real-world monolithic application, while
TrainTicket has been proposed as a benchmark for microservices
systems by the software engineering research community [24].
Moreover, we compare Cromlech results not only with the
decompositions provided by the use-cases, but also with those
generated by alternative approaches, and we compare them
using multiple quantitative and qualitative metrics, including the
objective function of Cromlech, multiple metrics of similarity
with the reference architecture, as well as a detailed manual
inspection.

We organize the rest of the section as follows:
eval:methodology presents our evaluation methodology.
eval:tutored and eval:trainticket analyze the results we obtained
using Tutored and TrainTicket as case studies, respectively.
eval:discussion comments our findings and eval:threats presents
possible threats to their validity.

A. Methodology

Case studies: The first case study we adopt for our evaluation
is a real-world software system developed by Tutored, a tech
startup that works in the education sector, and consists of a
REST API developed with Node.js, Express, and Typescript.
The application is currently live in production, and Tutored’s
Web and mobile applications are using it. The system was
designed as a monolith to speed up the initial development.
Recently, Tutored has been experiencing a significant traffic
growth on its platforms, and the developers are considering to
decompose the system into microservices to improve scalability
and flexibility. Tutored has been previously used to evaluate the
Pangaea decomposition approach [20] and we have a reference
manual decomposition provided by the developers.

7[Online]. Available: https://www.tutored.me

[Online]. ignorespaces Available: ignorespaces https://www.tutored.me
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The second case study, TrainTicket is a Web application
consisting of 41 microservices and used as a benchmark for
software engineering research studies [24]. It represents a mock
application for buying and managing train tickets, including user
registration and session management.

Alternative approaches: We compare Cromlech with two al-
ternative state-of-the-art approaches. Like Cromlech, they both
take in input a system model and produce a decomposition of the
system into microservices. However, they differ both in terms
of the input model they require and in terms of the objective
function and optimization mechanism they adopt.

ServiceCutter [21] considers both data elements and opera-
tions as entities to be placed onto microservices. It defines a large
catalog of coupling criteria that link entities to each other, such as
semantic similarity, and consistency or security constraints. The
resulting modeling approach gives much freedom to developers,
who can represent the relations between entities in a very precise
way. For these reasons, however, ServiceCutter models may be
more complex to build and validate than those of Cromlech.
ServiceCutter internally represents the structure of the system
as a graph, using coupling criteria to determine the weights of
the relations between entities. It exploits clustering algorithms to
compute the decomposition. As entities are associated to a sin-
gle microservice, ServiceCutter decompositions do not exploit
replication. Developers can choose three different clustering
algorithms to decompose the monolith: Girvan-Newman [25],
Leung [26] and Chinese Whispers [27]. Pangaea [20] for-
mulates decomposition as a linear programming problem, as
Cromlech does. In fact, some of the authors were involved
in the development of Pangaea and many design choices in
Cromlech derive from the lessons learned while working on
Pangaea. Like Cromlech, Pangaea considers both organizational
and operational concerns and allows developers to set their
relative weights. In Pangaea, organizational aspects are cen-
tered around the relations between data elements. Conversely,
Cromlech focuses on aggregating related operations, aiming to
better identify individual business domains. Pangaea provides
a simple model of operational aspects: operations pay a cost to
access remote data and replication has an overhead (selected
as a parameter by the developer) that increases linearly with the
number of replicas. It does not include a concept of leader replica
and does not model the propagation of updates to followers, as
Cromlech does.

Similarity metrics: As both the case studies we adopt offer a
reference decomposition, we are interested in capturing the sim-
ilarity of the decompositions generated by the tools under anal-
ysis with such references. To do so, we defined two quantitative
metrics to measure the similarity between two decompositions
D1 and D2 of the same software systems.

The first one, operations similarity, looks at all possible pairs
of operations. Given a pair of operations (oi, oj), we say that two
decompositions D1 and D2 are similar with respect to (oi, oj)
if oi and oj are co-located (they are in the same microservice)
both in D1 and D2 or if they are not co-located (they are not in
the same microservice) neither in D1 nor in D2. Consequently,
we define SimD1,D2(oi, oj) as a value that is 1 if D1 and D2 are
similar with respect to (oi, oj) and−1 otherwise. The operations

TABLE I
MAIN CHARACTERISTICS OF THE TUTORED SOFTWARE ARCHITECTURE

similarity between decompositions D1 and D2, SimD1,D2 is
defined as the normalized sum of the similarities of each pair of
operations:

SimD1,D2 =

∑
oi∈O,oj∈O,oi �=oj

SimD1,D2
oi,oj

|O| · (|O| − 1)/2
.

Second similarity metric, Data similarity, is defined likewise,
but considers pairs of data entities instead of pairs of operations,
and evaluates whether decompositions co-locate the primary
replicas of the entities or not.

Experimental Environment: We performed all experiments on
a machine equipped with a 6-core/12-threads Intel Core i7-8700
CPU and 64 GB of RAM running Linux 5.10 (Debian). Crom-
lech was executed with the default input parameters presented
in approach, unless otherwise specified. As a solver, we used
Gurobi 9.5.1.8 The combinatorial nature of the problem could
make the search of an optimal solution too long. In practice, we
observed that the value of the best solution found by Cromlech
tends to stabilize after a period of time that depends from the
specific case study and configuration parameters. Hence, for
each case study, we set a maximum timeout after which we
stopped the search in all our experiments. We report the values
of the objective functions over time for each case study in the
respective section.

B. Tutored Case Study

Table I presents the most relevant characteristics of the soft-
ware architecture of Tutored. The system model was provided
by Tutored engineers and comprises 71 operations and 271 data
entities. The developers identified 7 transactional operations and
did not specify any further requirement for co-locating opera-
tions. The pre-processing step reduced the number of operations
to 69 (4 of which are transactional) and the number of data
entities to 166. These represent the input for the decomposition
problem that we consider for Cromlech, ServiceCutter, and
Pangaea. The cohesion of a monolithic architecture (that is, the
worst possible value of cohesion) is 0.1579. Later in this section,
we will use this number as the baseline to evaluate the cohesion
of the various decompositions.

1) Reference Decomposition: The reference decomposition
for the Tutored use case is a manual decomposition defined by
Tutored engineers. Designing the decomposition took about one
working day (6 to 8 hours). Given the complexity of reasoning
on a large number of data elements, the engineers considered
data at the granularity of database tables rather then individual
columns, as we did in Cromlech. We present the main statistics of
the manual decomposition in Table II and we present the size and
cohesion of individual microservices in Table III. The engineers

8[Online]. Available: https://www.gurobi.com

https://www.gurobi.com
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TABLE II
MANUAL DECOMPOSITION FOR TUTORED: MAIN CHARACTERISTICS

TABLE III
MANUAL DECOMPOSITION FOR TUTORED: NUMBER OF OPERATIONS AND

COHESION PER SERVICE

focused mostly on organizational concerns, and identified 4 main
business domains that they mapped onto 4 microservices: (1)
Content and activities provides operations to access content,
such as video streams, webinars, and posts. It also exposes
operations related to activities and events. (2) Users provides
operations to manage accounts. It includes transactional op-
erations related to social network accounts. (3) Jobs provides
operations related to job offers and interviews. (4) Curricula
provides operations to compile a curriculum vitae.

Table II includes a quantitative analysis of the manual decom-
position using the definition of cohesion metric and operational
cost of Cromlech. The analysis confirms the focus of the soft-
ware engineers on organizational aspects (at the price of higher
operational cost at run time). The cohesion metric has a value
of 0.37. Recall that cohesion is on a scale from 0 to 1, where
the worst possible value of the monolithic solution for Tutored
is 0.1579. As we will better see when discussing and comparing
other decompositions, a cohesion of 0.37 is relatively high for
a decomposition of 69 operations onto only 4 microservices.
However, this value can be improved by considering more
microservices: for instance, the microservice named content and
activities clearly includes subsets of operations and data entities
that are disconnected from each other. As we will see, Cromlech
identifies these subsets and suggests to split them to increase
cohesion and reduce operational costs. The operational cost of
the manual decomposition is 0.41 (again, on a scale from 0 to 1,
lower values are better), which is very high for an architecture
with only 4 microservices, as we will see in comparison with
alternative solutions. Most data entities are stored in a single
service, without replication. A single exception is the Education
table that the engineers decided to replicate on all services. Being
a central component in the data model of the application, this
table alone accounts for 63% of the operational costs to access
remote data and 100% of the replication costs (that is, the cost
for propagating updates to all replicas).

2) Cromlech: To evaluate Cromlech on the Tutored archi-
tecture, we performed the following experiments: (i) We forced
Cromlech to use the same number of microservices (only 4)
proposed by the software engineers for their manual decom-
position. (ii) After observing the decomposition generated by
Cromlech and the values of cohesion metric and operational

Fig. 3. Value of the best decomposition found over time (15 microservices,
α = 0.5).

TABLE IV
CROMLECH DECOMPOSITION FOR TUTORED (MAXIMUM NUMBER OF SERVICES

= 4): COHESION, OPERATIONAL COST, TOTAL VALUE OF THE OBJECTIVE

FUNCTION, AND SIMILARITY WHILE CHANGING α

costs it provides, we tried to manually improve it. This experi-
ment aims to see if the feedback Cromlech provides can be useful
for developers to gain more insight on their system and refine
the decomposition in an iterative process. (iiii) We let Cromlech
compute the best decomposition by setting a high number of
microservices (15). In all experiments, we run Cromlech with
different values of α to study the sensitivity of our algorithm
to this parameter and its ability to capture and control the
preferences of the developers.

Before analyzing the quality of the decomposition Cromlech
produces, let us discuss the time it requires to compute them.
Fig. 3 shows how the value of the decomposition computed by
Cromlech increases (i.e., improves) over time, considering 15
microservices and α = 0.5. Albeit the timeout of 36 hours was
not enough to find a global optima for the optimization problem,
the figure shows how the value of the decomposition already
becomes stable after 1 h. With a smaller number of microservices
this time further decreases: for instance, with 4 microservices,
the value becomes stable after 10 minutes. As we demonstrate
in the rest of the section, the decomposition calculated after this
time have a similar or better quality than alternative solutions.
Overall, this indicates that Cromlech can find good solutions
within tens of minutes for a real-world application.

Table IV presents a quantitative assessment of the decom-
positions we obtained when forcing a maximum number of 4
microservices, for different values of α. For each solution, we
present the value of the cohesion metric, operational cost, and
the total value of the objective function. We also present the
similarity with the reference (manual) decomposition in terms
of operations and data. Both the value of cohesion and the
operational cost increase with α, indicating that the parameter
works as expected: for small values of α, Cromlech sacrifices
cohesion to avoid incurring a high operational cost, while for
large values of α Cromlech targets higher cohesion values de-
spite the increased operational cost. Overall, the value of the
objective function increases with the organization-operations
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TABLE V
CROMLECH DECOMPOSITION FOR TUTORED (α = 0.9): NUMBER OF

OPERATIONS AND COHESION PER SERVICE

ratio α, which led us to think that increasing the number of
microservices (which helps further improving organizational
concerns) could yield better results.

Before confirming this hypothesis with more experiments, we
compared Cromlech’s solutions with the manual one (see again
Table II), observing that Cromlech provides better cohesion for
α > 0.6, while incurring a lower operational cost for any value of
α < 1. Cromlech’s solutions become more similar to the manual
decomposition in terms of operations asα increases (last two col-
umn in Table IV): this confirms that the manual decomposition
privileges organizational (cohesion) over operational concerns.

Afterwards, we manually analyzed the solutions generated by
Cromlech in details. We present our findings and conclusions
by referring in particular to the decomposition obtained with
α = 0.9, which provides a high cohesion while maintaining a
low operational cost (about 12% of the maximum). Table V
shows the number of operations and the cohesion of each service.
The total cohesion metric (last line) is the average of the cohesion
of each service weighted by the number of operations in that
service. (1) Content and activities is similar to the corresponding
microservice in the manual decomposition, but contains a subset
of its operations (12 instead of 19), which results in a higher
cohesion (0.5008 instead of 0.2459). (2) Users is much larger
than the corresponding microservice in the manual decompo-
sition (32 operations instead of 14). It also contains operations
related to webinar and curricula, which frequently access the
same data entities as the operations on users, in particular data
entities belonging to the Education table. This choice reduces
the operational cost with respect to the manual decomposition,
with limited impact on cohesion despite the much larger number
of operations (0.4056 instead of 0.5643). (3) Jobs, as in the
case of content and activities, is a subset of the corresponding
microservice in the manual decomposition, with 8 instead of 25
operations, and a higher cohesion (0.6839 instead of 0.2429).
(4) Others contains 17 operations that appear to belong to at
least 4 sets that are highly cohesive internally but not strongly
coupled with each other (operations related to skills, experience,
academia, and languages). This service negatively affects co-
hesion metric (with a value of 0.1583). It seems that Cromlech
correctly identified cohesive blocks, but could not split them due
to the forced limit in the number of microservices.

Moving from these considerations, we evaluated the value
of a solution with 7 microservices, where we manually split
Others into the 4 sub-components we identified (see Table VI).
This solution retains similar operational costs compared to the
results obtained with 4 microservices and increases cohesion
from 0.3935 to 0.5072. These numbers indicate that the added
services are indeed independent in terms of the data elements

TABLE VI
REFINEMENT OF CROMLECH DECOMPOSITION WITH 7 SERVICES: COHESION,

OPERATIONAL COST, TOTAL VALUE OF THE OBJECTIVE FUNCTION, AND

SIMILARITY WITH α = 0.9

TABLE VII
CROMLECH DECOMPOSITION FOR TUTORED (MAXIMUM NUMBER OF

SERVICES=15): COHESION, OPERATIONAL COST, TOTAL VALUE OF THE

OBJECTIVE FUNCTION, AND SIMILARITY WHILE CHANGING α

they consider (which increases the cohesion) and do not com-
municate with each others (which lowers the operational cost).
In this scenario, Cromlech proved to be a valid tool to support
decision making: despite the number of services was limited for
the problem at hand, the proposed solution let us immediately
identify the limitation and find a better decomposition.

As a final experiment, we run Cromlech increasing the maxi-
mum number of microservices to 15 (see Table VII). The results
enable many interesting observations. Regardless of the value
of α, Cromlech proposes decompositions that include all 15
microservices. The value of the objective function increases with
α, again indicating the relevance of cohesion for the Tutored
application. Compared to the solution with 7 microservices
and considering the same value of α = 0.9, the use of 15 mi-
croservices not only increases cohesion from 0.5038 to 0.8131,
but also further decreases the operational cost from 0.3838 to
0.3491. Despite a much higher number of microservices, this
decomposition has a higher similarity with the manual one
in terms of operations for large values of α (when Cromlech
gives a higher weight to cohesion). This indicates that Cromlech
correctly identifies the semantic similarities between operations
that guided the manual decomposition (closely related opera-
tions remain co-located). Yet, it exploits the higher number of
microservices to increase the cohesion.

Interestingly, Cromlech also decreases the operational cost:
in absolute terms, the manual decomposition (with only 4 mi-
croservices) incurred an overall operational cost of over 0.4,
and Cromlech manages to always keep it below 0.35 despite
considering almost 4 times more services. As operational costs
directly derive from dependencies between operations and data
entities, they clearly indicate that using only 4 microservices
(as suggested by the developers) yields sub-optimal results in
terms of decomposition into independent units. Instead, the
computational power accessible with an automated tool, better
tackles the combinatorial nature of the problem and identifies all
independent units without negatively affecting the operational
cost.

3) Pangaea: To evaluate Pangaea, we use the same model
of Tutored as in the paper that introduces Pangaea [20]. Like
Cromlech, Pangaea offers a parameter to weight organizational
and operational concerns: for our comparison we consider the
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TABLE VIII
PANGAEA DECOMPOSITION WITH 4 MICROSERVICES AND α = 0.5: COHESION,

OPERATIONAL COST, TOTAL VALUE OF THE OBJECTIVE FUNCTION, AND

SIMILARITY WITH THE MANUAL SOLUTION

TABLE IX
PANGAEA DECOMPOSITION FOR TUTORED (α = 0.5): NUMBER OF

OPERATIONS AND COHESION PER SERVICE

reference scenario proposed in the original paper, giving the
same weight to both concerns.

Table VIII shows the main metrics of Pangaea’s solution. The
solution presents a lower cohesion metric than the solution of
Cromlech with 4 microservices for any value of α > 0, and a
higher operational cost for any value ofα < 1 (cfr Table IV). The
total value of the objective function is higher in Cromlech for
any value of α > 0.1. Recall that these numbers are computed
based on the data provided by the developers when compiling
the model of the Tutored application, so they indicate that
Cromlech better captures both organizational aspects (cohesion)
and operational costs. In fact, the developers considered Pangaea
as helpful to reason about operational costs, but they were not
willing to use the decomposition proposed by the tool [20].

As in the case of Cromlech, the solution proposed by Pangaea
presents some differences with respect to the manual decomposi-
tion, both in terms of operations and in terms of data. This seems
to confirm how automated tools that aim to optimize multiple
concerns find solutions that the developers did not consider.
The low value of data similarity (0.1030, see Table VIII) is
particularly interesting. Indeed, Pangaea models applications
based mainly on data and relations between data: despite the
developers who provided the model were the same that proposed
the manual solution, their modeling approach guided Pangaea
to a different decomposition.

Beside considering numerical values, we also manually an-
alyzed the quality of Pangaea’s solution. The decomposition
consists of the following microservices (also summarized in
Table IX): (1) Users includes 30 operations: as in the case of
Cromlech, it includes many operations that are associated to
the central education data entities, such as operations related
to skills and languages. (2) Content and job offers includes 27
operations, from two main subdomains (content and job offers,
as the name implies). (3) Experience includes only 8 operations,
but still includes operations and entities that are not always
strictly related. (4) Others includes only 4 operations that cannot
be easily ascribed to one business domain.

Despite some similarities with the solutions proposed by
Cromlech, the microservices in the final decomposition are more
difficult to describe in terms of business domains. The first
two microservices are very large and include heterogeneous
aspects. The last microservice does not represent a clear domain.

TABLE X
SERVICECUTTER DECOMPOSITIONS FOR TUTORED: COHESION AND

OPERATIONAL COST WITH DIFFERENT ALGORITHMS

TABLE XI
SERVICECUTTER DECOMPOSITION FOR TUTORED (CHINESE WHISPERS

ALGORITHM): NUMBER OF OPERATIONS AND COHESION PER SERVICE

Numerically, this reflects to relatively low values of cohesion
for all microservices. The total value of the cohesion metric is
increased by cohesion metric of Others, which benefits from
containing only few operations. In comparison, Cromlech (see
Table V) proposed microservices with much higher cohesion,
except one microservice (Others) that clearly includes more
business domains. We conclude that Cromlech better captures
the semantic relations between operations and clearly suggests
to developers how to improve: further splitting some operations.

4) ServiceCutter: In our evaluation, we consider for Service-
Cutter the same model adopted in the evaluation of Pangaea [20],
which is the most detailed representation of the use case that Ser-
viceCutter could successfully handle: models encoding entities
at a finer granularity were too complex for ServiceCutter, which
could not generate any valid solution due to runtime errors. This
model primarily captures data entities and their mutual relations.
When needed, we compute the optimal placement of operations
based on the placement of the data entities they access.

ServiceCutter may compute decompositions using three dif-
ferent clustering algorithms. Table X presents the characteristics
of the decompositions that ServiceCutter generates for each
clustering algorithm. The Girvan-Newman algorithm produces
a solution that is very similar to the monolith, and only manages
to identify one independent cluster of data entities and opera-
tions (related to the Experience database table), which slightly
improves cohesion. The Leung algorithm improves cohesion
by distributing data and operations across 10 microservices.
However, the cohesion metrics remains lower than in any so-
lution of Cromlech with 15 microservices (see Table VII), and
comparable or lower than any solution of Cromlech with 4
microservices and α > 0.1 (see Table IV). At the same time,
the communication cost is higher than any solution of Cromlech
with 4 microservices and α < 1 and any solution of Cromlech
with 15 microservices and α < 0.8.

We obtained the best solution using the Chinese Whispers al-
gorithm. The solution consists of the following 5 microservices,
also summarized in Table XI. (1) User is very similar to the one
identified by Pangaea and includes 33 operations. (2) Content
aggregates many small business domains (job offers, Webinars,
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TABLE XII
MAIN CHARACTERISTICS OF THE TRAINTICKET SOFTWARE ARCHITECTURE

streams, posts, events), with 29 operations. The heterogeneity of
these domains reflects in a low cohesion score of 0.2275. (3) Ex-
perience includes 4 operations related to the Experiencedatabase
table. (4) Qualification includes 2 operations related to the Qual-
ification database table. (5) CareerDay only includes a single
operation. The unbalanced distribution of entities reflects in a
relatively high operational cost, higher than any decomposition
of Cromlech with 4 microservices and α < 1. Most importantly,
the proposed decomposition appears to be not very useful for the
developers, as many business domains are aggregated in 2 very
large services, while the remaining services are very small and
do not justify an independent unit of deployment.

In summary, for the Tutored application, the use of clustering
algorithms as proposed by ServiceCutter produces decomposi-
tions that are either very similar to the monolith, or incur a high
communication cost for the cohesion metric they provide, or are
unbalanced and hence not very useful to guide the decision of
the developers.

C. TrainTicket Case Study

We selected TrainTicket as a second case study because it
was conceived as a reference example of microservices ar-
chitecture. It consists of 41 microservices implemented with
four different programming languages (Java, JavaScript, Python,
Go). We analyzed the codebase and performed a cleaning step
to remove elements that could bias our study. In particular: (i)
we removed services that only perform stateless computations
without accessing or mutating any data entity (e.g., services
only exposing verification operations); (ii) we removed duplicate
services, containing two variants of the same operations, to be
used as possible alternatives; (iii) we removed services used for
administrative operations, as they are used only occasionally and
should not be considered in the evaluation of the operational
cost. In absence of other documentation, we considered all
operations to have the same frequency. After this cleaning step,
the architecture contains 27 services, 137 data entities, and 125
operations. The pre-processing step of Cromlech removed one
additional operation, as it only accesses a single data entity. From
the analysis of the project, we also identified 16 operations that
in our opinion are only correct if executed with transactional
semantics. As this is an assumption that we derived from the
codebase and could not be fully verified, we opted for consider-
ing both a scenario in which these operations are not forced to
be transactional and a scenario in which they are forced to be
transactional. Table XII summarizes the main characteristics of
the TrainTicket software architecture.

To evaluate the decomposition tools, we give them in input
the full set of data entities and operations and we observe how
they split them into microservices.

TABLE XIII
MANUAL DECOMPOSITION FOR TRAINTICKET: MAIN CHARACTERISTICS

Fig. 4. Value of the best decomposition found over time (27 microservices,
α = 0.9).

1) Reference Decomposition: The reference decomposition
presents a very high cohesion (0.88 on a scale from 0 to 1),
much higher than the reference decomposition in the Tutored
scenario. This is probably due to the fact that TrainTicket has
been designed as a microservice architecture. The operational
cost is 0.53, which means 53% of the cost that a fully distributed
solution (that does not consider any operation as being transac-
tional) would incur. While this number may appear quite high,
it is not surprising for a solution that splits 137 data entities
across as much as 27 microservices (about only 5 data entities
per microservice, on average), also considering that operations
and data entities are densely connected in this use case. As a
comparison, the manual decomposition in the Tutored use case
had 0.41 operational cost despite consisting of only 4 services.
As in Tutored, few data entities account for a large fraction of the
operational cost. For instance, the Order data entity accounts for
more than one third of the overall cost. However, the distribution
is less skewed than in Tutored.

In general, the analysis of this use case reveals a software
architecture that is clearly conceived to distinguish business
domains and associate them with microservices that are highly
cohesive (as captured by the high value of our cohesion metric)
despite requiring invocations to each other’s operations (as
captured by the relatively high value of the operational cost).
This differentiates the TrainTicket use case from the previous
Tutored use case, where the reference decomposition consisted
of a limited number of services incorporating multiple business
domains, obtaining a much lower value of cohesion (0.37).

2) Cromlech: Fig. 4 shows the value of the best decomposi-
tion found by Cromlech when we do not consider transactional
operations and when we include them. In both cases, we consider
a maximum number of 27 microservices and we set α = 0.9. In
absence of transactional operations, Cromlech has a large degree
of freedom in associating operations to microservices, which
results in a very high execution time: the value of the objective
function periodically improves even after days of execution, and
the values we report in the remainder of the paper were obtained
with 10 days of processing. However, this is a very extreme
and unrealistic scenario, as in practice a basic knowledge of
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TABLE XIV
CROMLECH DECOMPOSITION FOR TRAINTICKET WITHOUT ANY

TRANSACTIONAL OPERATIONS: COHESION, OPERATIONAL COST, AND

SIMILARITY

TABLE XV
CROMLECH DECOMPOSITION FOR TRAINTICKET CONSIDERING 16

TRANSACTIONAL OPERATIONS: COHESION, OPERATIONAL COST, AND

SIMILARITY WHILE CHANGING α

the application let developers set some constraints in the form
of transactional operations. Including transactional operations
reduces the complexity of the problem by constraining the
co-location of transactional operations and the data entities they
access. Indeed, by only considering 16 operations (out of 124) as
transactional, the value of the objective function becomes stable
after only 10 hours.

Let us start our analysis from the case in which we do not
consider transactional operations. Table XIV shows the main
metrics of the decomposition computed by Cromlech. With a
value of α greater then 0.1, Cromlech uses 27 services as the
reference architecture, and the decomposition presents a very
high similarity with the reference one both in terms of operations
and data. This indicates that Cromlech could indeed replicate
many of the choices of the reference architecture. Cromlech
manages to significantly reduce operational costs for any value
of α. For α greater than 0.1, the cohesion is also comparable to
that of the reference decomposition (and sometimes even better).
As a result, the objective function is higher than in the reference
decomposition for α equal or greater than 0.5.

We manually analyzed the decomposition of Cromlech for
α=0.9. We observed that the reduction in operational cost is
mainly achieved by moving the data entities related to Order,
which produce the highest operational cost in the reference
architecture. These data entities are co-located with other entities
that many operations access together. As a result, the total cost
of the Order data entities is reduced by nearly a factor of 4, with
no impact on cohesion.

We repeated the experiment in a scenario in which we consider
16 transactional operations, as previously mentioned. As in
the case of Tutored, we observe that parameter α works as
expected: increasingαwe obtain a better cohesion at the price of
higher operational cost. For small values of α, Cromlech avoids
operational costs by limiting the number of microservices, which
reduces their internal cohesion. Only with α > 0.3 Cromlech
exploits all 27 microservices. For α > 0.7, the decompositions
have a higher cohesion than the reference one, and the opera-
tional cost is lower for any value ofα < 1. As in the previous use

TABLE XVI
PANGAEA DECOMPOSITION FOR TRAINTICKET: COHESION, OPERATIONAL

COST, AND SIMILARITY WHILE CHANGING α

case, Cromlech manages to reduce operational cost with respect
to the reference decomposition, indicating that developers tend
to prioritize cohesion and may overlook operational costs due to
the difficulty of computing them. At the same time, Cromlech
still produces solutions that retain a high cohesion, comparable
or higher than in the reference decomposition for α ≥ 0.5.

3) Pangaea: We evaluated Pangaea using an input model
with the same operations, entities, and relationships defined for
Cromlech. Notice that in Pangaea entities where aggregated onto
tables, whereas Cromlech works at the granularity of individual
columns. As a result, the problem was much simpler for Pangaea
and it always converged to a solution within tens of minutes.
In all cases, we set a timeout of 2 hours. We retrieved five
decompositions for different values of α, which were evaluated
using the same metrics employed for Cromlech. The results,
reported in Table XVI, show that Pangaea obtained similar
results compared to Cromlech. In particular, if we consider the
results of Cromlech reported in Table XV, for low values of α,
Pangaea performed better in terms of cohesion but with higher
operational cost. On the contrary, for high values of α, Pangaea
obtained lower operational costs but also a lower cohesion.

The decompositions produced by Pangaea appear to be similar
to the reference solution. As for Cromlech, the operational
similarity is quite high (e.g., 0.9436 for α = 0.9). This demon-
strated the goodness of the reference solution, being the system
originally conceived with a microservice architecture. Pangaea
solutions obtained also a high data similarity (e.g., 0.9027 for
α = 0.9), while Cromlech obtained lower values (e.g., 0.4513
for α = 0.9). This seems to be due to the fact that, unlike
Pangaea, Cromlech exploits data replication more frequently,
resulting in decompositions that are less similar to the reference
solution but incur lower operational cost.

4) ServiceCutter: To evaluate ServiceCutter, we defined an
input model that includes data entities, operations, and their
mutual relations at the same granularity as in the input model
used for Cromlech, without defining any transactional operation.
ServiceCutter was tested using the Girvan-Newman, Leung, and
Chinese Whispers algorithms, all in their default configurations
with all the criteria set to have equal weights (corresponding to
α = 0.5 in our approach). For Girvan-Newman, we also limited
the number of services to 27, in alignment with our earlier
observations.

Table XVII presents the results we obtained. Girvan-
Newman’s decomposition yielded 26 services, closely aligning
with the maximum value set. It obtained a cohesion score of
0.8436, which is lower than both the reference decomposition
(0.8822) and Cromlech’s score of 0.8969 (with α=0.5 and no
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TABLE XVII
SERVICECUTTER DECOMPOSITIONS FOR TRAINTICKET WITHOUT ANY

TRANSACTIONAL OPERATIONS: COHESION, OPERATIONAL COST, AND

SIMILARITY

transactional operations). In terms of operational costs, this
solution outperformed the reference decomposition (achieving
0.3135 compared to 0.5328) but not Cromlech that produced
lower values for any values of α < 0.9. Leung’s decomposition
generated 9 services, prioritizing operational costs (as low as
0.0580) over cohesion (0.5037). The Chinese Whispers algo-
rithm, on the other hand, slightly improves cohesion to 0.6555,
yet it remains below the reference and Cromlech scores, while
maintaining low operational costs (0.0855). In terms of data sim-
ilarity, all algorithms achieved identical scores, indicating a con-
sistent approach across different methods. Thus, the variations in
the scores lie in the different ways operations are grouped. In this
respect, Girvan-Newman’s decomposition perfectly matches the
reference implementation, leading to an operations similarity of
1. If we consider the total score, no matter the algorithm, Crom-
lech (with α = 0.5 and without any transactional operations)
outperformed all the algorithms, demonstrating its ability in op-
timizing both cohesion and operational costs in a balanced way.

In our pursuit to refine the assessment of ServiceCutter and
its comparison with Cromlech, we carried out an additional
analysis leveraging 4 different configurations for each algorithm.
In particular, we identified two tuning parameters that mirror our
conceptual model: ”Identity and Lifecycle Similarity” (abbrevi-
ated as ide) as a proxy for measuring cohesion and ”Latency”
(abbreviated as lat) to represent operational costs. While the
previous experiments were run with default settings, that is, all
the parameters set to ”M” (in a range from ”XS” to ”XXL”),
for this analysis we run the experiments with extreme values
(”XS” and ”XXL”) to capture the full spectrum of outcomes and
understand the trade-offs at play. We also evaluated the total
score with three values of α (0.1, 0.5, 0.9) to understand the
effects of varying emphases on cohesion versus operational costs
within our evaluation framework.

The results reported in Table XVIII indicate a significant
difference in the sensitivity of the algorithms to the tuning
parameters ide and lat. For the Girvan-Newman algorithm,
the outcomes in terms of the number of services, cohesion,
and operational cost remained invariant despite changing the
configurations for ide and lat. In contrast, the Chinese Whis-
pers and Leung algorithms exhibited variability with different
configurations, but the effects were not uniform. For Chinese
Whispers, increasing the ide parameter from XS to XXL resulted
in an increase in the number of services, which aligns with the ex-
pectation that multiple and smaller services would yield higher
cohesion. However, changes in the lat parameter did not alter the
number of services, which is counterintuitive since one would
expect latency optimization to impact service granularity. In

TABLE XVIII
SERVICECUTTER DECOMPOSITIONS UNDER DIFFERENT CONFIGURATIONS

contrast, the Leung algorithm showcased an opposite behaviour
since altering the ide parameter did not affect the number of
services, whereas adjustments to lat did. This unpredictability
underscores the algorithm-dependent nature of the configuration
effects and suggests that understanding the internal mechanics
of each algorithm is crucial for proper tuning.

Furthermore, it is important to note that none of the configura-
tions explored for these algorithms could exceed the total score
(0.7744) achieved by the best configuration of the Cromlech
(α = 0.9, without any transactional operations). This suggests
that, despite the complex and fine-grained control offered by
ServiceCutter, Cromlech achieves superior performance with
a more straightforward and intuitive parameter (the α factor)
which provides practitioners with a more direct and determinis-
tic approach to balance cohesion against operational costs.

D. Discussion

We learned several lessons from the analysis above. First of
all that the two case studies present significant differences. In
Tutored, developers provide a reference decomposition with a
small number of services, clearly insufficient to isolate indepen-
dent business domains. Based on the input information about
the system, the tools we analyzed provide very diverse answers.
Pangaea generates services with heterogeneous sizes, where it is
difficult to identify business domains. ServiceCutter is heavily
influenced by the algorithm adopted: some algorithms provide
trivial solutions (close to a monolith) or solutions that incur
high operational costs. Cromlech identifies the business domains
and clearly suggests the use of a higher number of services by
aggregating multiple business domains into one service.

Instead, TrainTicket is explicitly conceived to represent a
reference microservices architecture. Indeed, all the approaches
we considered (Cromlech, Pangaea, and ServiceCutter) pro-
duce decompositions that are similar to the reference. However,
Cromlech manages to further reduce the operational cost —
also exploiting data replication — while retaining a separation
of business domains that is close to the reference. Adjusting



QUATTROCCHI et al.: CROMLECH: SEMI-AUTOMATED MONOLITH DECOMPOSITION INTO MICROSERVICES 479

the configuration parameters of ServiceCutter has the potential
to optimize outcomes for either increased cohesion or reduced
operational costs. However, our findings demonstrate that this
tuning process is highly dependent on the specific algorithm in
use and is far from being straightforward. In contrast, Crom-
lech offers an easily adjustable parameter that simplifies the
balancing between cohesion and operational cost, providing a
user-friendly interface for practitioners seeking effective opti-
mization.

In summary, in both cases Cromlech guides towards solu-
tions that preserve the semantic relations between operations
(organizational concerns) while balancing them with operational
concerns. The latter are overlooked in previous literature, as the
results of ServiceCutter indicate. Pangaea introduces an explicit
trade-off between organizational and operational concerns, but
its simple modeling approach, based on the relations between
data entities, does not yield results that are comparable to Crom-
lech (as we observe in the case of Tutored). We think that the
main advantages of Cromlech with respect to Pangaea in terms
of modeling are: the focus on operations, which better reflect
business domains, the definition of constraints for transactional
semantics and replication that more closely reflect their concrete
implementation in microservices architectures.

E. Threats to Validity

These are the threats that may hurdle the validity of our
results [28].

Internal threats: When comparing Cromlech with other ap-
proaches, we used the same definitions of cohesion and commu-
nication cost we use to compute Cromlech’s objective function.
This can create a bias in the assessment, since Cromlech is
built with the goal of optimizing these metrics while other tools
are not. However, these metrics are defined using well estab-
lished criteria for evaluating microservices architectures such
as cohesion, inter-service communication, and data replication,
broadly discussed in the literature [9], [10], [11]. Also, their
values directly derives from a user-defined system model that
indicates the relations between data entities and operations in
an unambiguous way. Moreover, by changing the organization-
communication ratio α, we explored a broad range of cases,
from the ones that favor highly decentralized solutions to those
that favor larger microservices, and Cromlech consistently out-
performed other solutions in almost all scenarios. Finally, our
qualitative analysis confirms the quantitative one, showing that
the solutions provided by Cromlech are well balanced and able
to capture the semantic of business domains.

External threats: Cromlech was tested with two use cases,
threatening the generalization of results. While we plan to extend
our evaluation to more scenarios in the future, the use cases are
representative of a real-world system and a reference architec-
ture for microservices. To the best of our knowledge, they do
not have any peculiar aspect that could invalidate the claims
in the paper. They also show complementary characteristics:
Tutored was originally implemented as a monolithic application,
whereas TrainTicket was designed as a microservices architec-
ture.

Construct and conclusion threats: The experiments presented
in this section show that Cromlech is able to outperform alter-
native approaches in the tested use cases and that its behavior is
sensible, but yet predictable, to the input parameters. Cromlech
helps in evaluating the trade-offs that arise in the monolith de-
composition process and users can iteratively exploit its insights
by changing the inputs to test different scenarios.

V. RELATED WORK

As many developers choose microservices as their reference
architecture, the decomposition problem becomes increasingly
relevant. While decomposition remains a tedious manual task
performed by experts with a deep knowledge of the system, over
the last few years developers and practitioners have proposed
decomposition criteria, methodologies, and tools to simplify the
process. This section presents these proposals and compares
them with Cromlech.

As mentioned in Section I, our work extends Pangaea [20]
and shifts the focus from data entities to operations to better
capture organizational concerns both in its modeling framework
and in the MILP problem formulation. Our evaluation shows the
benefits of the new approach, providing decompositions that are
easier to understand by practitioners and more efficient from an
operational point of view.

ServiceCutter [21] is probably the work that most closely
resembles our proposal. Like Cromlech, ServiceCutter relies on
a model of the software system that considers data elements and
operations, together with a wide range of relations between them.
Although many of these criteria are optional, ServiceCutter
still requires more input from users compared to Cromlech.
Decomposition choices are based on clustering algorithms, and
developers can select various algorithms. We used ServiceCutter
as a reference for our evaluation in eval: our results indicate that
Cromlech generates decompositions that are less expensive in
terms of operations cost and more insightful for developers.

Levcovitz et al. [16] propose a technique to identify mi-
croservices starting from a monolithic enterprise system. They
describe the system in terms of three types of entities: (i) fa-
cades (entry points of the system), (ii) business functions, (iii)
database tables. They define a rigorous six-steps process to de-
fine microservices, which considers the dependencies between
the entities above, as well as their relations to business areas and
processes. As Cromlech, the approach dictates a structured and
precise decomposition methodology, but it is manual and does
not consider operational concerns, which are key to create an
efficient decomposition.

Laigner et al. [15] extended the above methodology in two
main ways: (i) they take in input a repository of functions and
output concrete code for microservices in the form of relational
actors; (ii) they automate allocation of functions to services,
using a MILP approach. With respect to Cromlech, the proposed
methodology is limited to three-tiered REST-based architectures
and retains a long preparatory manual procedure to define the
dependencies among entities.

Chen et al. [29] propose a semi-automatic, dataflow-driven
approach: developers need to manually construct a simplified
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dataflow diagram for business logic functionalities and apply
some preparatory steps to make the diagram amenable to au-
tomatic decomposition. later, an automated algorithm identi-
fies microservices candidates from the diagram. The approach
outputs very fine-grained microservices, and further manual
intervention may be necessary to combine some of them into
larger units.

Two approaches use static and dynamic analysis to infer a
model of the software system. Mazlami et al. [17] rely on static
analysis of a software repository, which considers not only the
structure of the code, but also how the different developers con-
tributed to the project. This enables inferring coupling relations
between components that are both technical and managerial.
Taibi and Sista [13] introduce a data-driven approach based on
process mining. The decomposition starts from log files col-
lected from a monolith at runtime and infers functionalities and
data entities from frequent execution paths. It outputs a visual
representation of the main building blocks of the system together
with some candidate proposals for decomposition, which still
require manual validation. We plan to explore static and dynamic
analysis as future work, to (partially) infer the system model and
further simplify its definition.

The technique by Baresi et al. [18] automatically infers a
monolith decomposition starting from an OpenAPI specifica-
tion. It matches terms in the specification against a reference
vocabulary to determine their semantic similarity. In this way,
it identifies and groups together operations that share the same
reference concepts, with the goal of maximizing cohesion. We
see this technique as orthogonal to Cromlech: semantic simi-
larity could help to infer coupling between system components,
which is an input parameter for Cromlech.

The work presented by Ntentos et al. [30] assumes an existing
decomposition that is iteratively improved using three differ-
ent metrics: i) persistent data storage of services, that is how
coupled are microservices in terms of data entities, ii) service
interconnections, which measures the effect of intermediary
components and protocols that allow inter-service communica-
tions, and iii) dependencies through shared services, that is the
direct or transitive dependencies among microservices. Their
approach measures these metrics at every code base update
(e.g., at each commit onto Continuous Integration pipeline) and
automatically detects violations from set thresholds. When a
violation occurs, the approach automatically computes a set of
architectural modifications based on the aforementioned three
metrics that are proposed to the software architect. This work
is also complementary with Cromlech and can be use to refine
an initial decomposition generated with our approach. However,
compared to Cromlech, it does not consider organization con-
cerns and the cost and benefits of data replication.

Sellami et al. [31] present MSExtractor, an approach to de-
compose monoliths written in an object-oriented (OO) program-
ming language in microservices. The application is conceived
as a set of classes that are automatically classified as either
inner, if they are only used as internal components, or inter-
faces, if they expose public endpoints to the users. Through
this classification and a semantic analysis of the code, they
formulate an optimization problem that aims to i) maximize

the cohesion within each microservice, and minimize the cou-
pling among different microservices. To find a close to optimal
solution, they employ a search-based algorithm, namely IBEA
(Indicator-Based Evolutionary Algorithm). Compared to this
work, Cromlech can be used with any existing monolith and
not only OO ones. Moreover, MSExtractor does not explicitly
consider communication and replication costs.

The approach presented by Selmadji et al. [14] automatically
analyzes the source code of a monolith and, along with optional
expert recommendations, it generates a decomposition into mi-
croservices. They use a heuristic and a clustering technique
that consider both organizational and data-related aspects of
the monolith with the aim of maximizing the quality of each
generated microservice. Compared to Cromlech, they do not
consider operational costs and neither they allow data entities
to be replicated in different microservices. Moreover, their tech-
nique relies on a static analysis that assumes an application to
be written in object-oriented style, while Cromlech supports any
kind of application.

VI. CONCLUSION

Devising a suitable decomposition of an application into
microservices is key to exploit the potentials of microservices
architectures. Unfortunately, decomposition is a complex task
that encompasses both technical and managerial concerns, and
it is hard for developers to weight the benefits and shortcomings
of a given decomposition choice.

This paper introduced Cromlech, a semi-automated tool that
helps developers decomposing an application into microser-
vices. Cromlech builds on a simple but informative model of
the application and formulates an optimization problem that
balances organization, communication, and data management
requirements. It outputs a graphical representation of the pro-
posed decomposition together with detailed data on the costs it
incurs.

Our evaluation on a real-world application shows the validity
of Cromlech, which offers useful insights to developers. We plan
to further develop the research along several directions: (i) refine
the modeling approach to enable a more fine-grained modeling
when suitable; (ii) integrate static analysis and monitoring tools
to automatically generate the system model; (iii) evaluate al-
ternative solving strategies (for instance, heuristics) to improve
performance and scalability of the tool to more complex models;
(iv) extend the visualization tool, offering editing capabilities
for interactive adjustments of the solution; (v) investigate the
use of Cromlech as a decision-support tool for the evolution and
refactoring of an existing microservice-based software system.
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