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Abstract—Metaverse has evolved as one of the popular research
agenda that let users learn, socialize, and collaborate in a networked
3-D immersive virtual world. Due to the rich multimedia streaming
capability and immersive user experience with high-speed commu-
nication, the metaverse is an ideal model for education, training,
and skill development tasks. To facilitate research in this area, we
provide a comprehensive review of the various educational use cases
and explore how enabling technologies, such as extended reality and
the Internet of Everything will play a major role in educational
services in future metaverses. Then, we provide an overview of
metaverse-based educational applications focusing on education,
training, and skill development and analyze the technologies they
are built upon. We identify common research problems and future
research directions in the domain. This article also identifies core
ethical considerations of metaverse for education and potential
pitfalls. We believe this survey can fully demonstrate the versatility
of metaverse-driven education, which could serve as a potential
guideline for the researchers.

Index Terms—Artificial intelligence (AI), education, extended
reality (XR), metaverse.

NOMENCLATURE

3-D Three-dimensional.
AI Artificial intelligence.
AR Augmented reality.
BCI Brain–computer interface.
DARPA Defense Advanced Research Projects Agency.
DAO Decentralized autonomous organizations.
DIS Distributed interactive simulation.
HIL Hardware in the loop.
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HJA Human joystick attacks.
HMD Head-mounted display.
ICT Information and communications technology.
IoE Internet of Everything.
LCAP Low-code and no-code application platforms.
MAR Mobile augmented reality.
MR Mixed reality.
VR Virtual reality.
XAI Explainable artificial intelligence.
XR Extended reality.

I. INTRODUCTION

IN THE modern world, the popularity of the metaverse is
on the rise in different application domains. The term “meta-

verse” describes a shared virtual environment that, while lacking
a universally accepted definition, is commonly recognized as a
collective virtual shared space with a strong sense of mutual
presence . This space emerges from the convergence of virtually
enhanced physical reality, persistent virtual spaces, and the
Internet, made accessible through high-speed Internet [1], [2].
It integrates elements of XR—an umbrella term that includes
AR, VR, and other immersive technologies—AI, and the IoE,
to create a vast, interactive, and networked digital world. Within
the metaverse, individuals interact with each other and with a
computer-generated environment in real time, fostering social
connection and a sense of physical presence [3], [4]. This envi-
ronment extends beyond isolated virtual worlds, constituting a
persistent, dynamic, and user-driven ecosystem. Here, users may
explore, create, cooperate, and engage in a broad spectrum of
activities such as social interactions, business, entertainment,
and education. The metaverse is characterized by its shared
and persistent nature, allowing users to interact via immersive
technologies with both the environment and other users, tran-
scending the boundaries of particular applications and serving
as the foundational concept of the metaverse [5].

Some key application domains where the technology has
been proven very effective include health care, defense, industry
(manufacturing), real estate, and gaming [4], [6]. Education is
also one of the domains where the use of the concept/technology
is gaining momentum with the metaverse promising several
advantages. For instance, it allows students and teachers from
different parts of the world to meet in a virtual environment
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regardless of their real-world location [7]. Similarly, building
virtual landscapes based on the teacher’s lesson plans provides a
better opportunity, resulting in an improved and more productive
learning experience for the students. Due to such opportunities
and the advantages, they bring to the education sector, several
studies have analyzed the potential of a metaverse in educa-
tion [8] as described next.

The potential of a metaverse in education was explored by
Sung et al. [9], who compared it with traditional educational
content delivery based on video presentations. The evaluation
is carried out in terms of students’ learning attitude, enjoyment,
and performance in a knowledge-based test. It helps to revitalize
the economy and market through XR technology. Similarly,
Kemp and Livingstone [10] analyzed the pros and cons of a
multiuser virtual environment in the education sector. Here, the
integration of traditional learning with the multiuser virtual en-
vironments and a hybrid educational platform was established. It
encompasses interactive objects and learning spaces. Therefore,
envisioned to support a diverse range of educational services
with immersive experiences for the users, the metaverse will
most likely make ground-breaking innovations through IoE and
XR.

Despite the great potential and proven effectiveness in stu-
dent engagement in learning, the supporting technologies for
metaverse also bring several challenges to the education sector.
For example, as demonstrated by MacCallum and Parsons [11],
generating virtual content and new ideas for engaging students
in the learning process is very challenging and requires a degree
of experience. Some studies also report the little impact of
technology on the student’s performance in knowledge-based
tests [9].

A. Enabling Technologies for Metaverse

Metaverse is based on the crossroads of key modern technolo-
gies, namely, XR and IoE. In the next subsections, we discuss
these elements of a metaverse in detail by highlighting their roles
and the advantages they bring to a metaverse.

1) Extended Reality: XR drags and stretches the human ex-
periences by blending the real and virtual digital worlds in mul-
tidimensional directions. As shown in Fig. 1, XR is an umbrella
that integrates VR, AR, and MR technology for provisioning
sustainable digital world realization.

1) VR: In general, VR creates a whole new environment and
provides a completely immersive experience for the users.
It uses computer technology to create a simulated experi-
ence, which may be similar to or completely different from
the real world. Standard VR systems use either headsets or
multiprojected environments to generate realistic sounds
and visuals.

2) AR: AR, on the other hand, keeps the real-world objects as
it is and superimposes layers of digital objects to the real
world. AR systems integrate three different features: a) the
combination of the real and virtual worlds; b) a real-time
interaction; and c) accurate 3-D registration of virtual and
real objects. The following are the most vital components
used for providing rich AR experiences for end users.

Fig. 1. Realizing digital world under the umbrella of XR.

3) MR: MR is the merging of real and virtual worlds to
produce new environments and visualizations. Here, the
physical and digital objects coexist and interact in real
time [12]. Unlike AR, users can interact with virtual
objects. To provide different user experiences from fully
immersive to light information layering of environments,
MR developers have provided robust tools to bring up
virtual experiences to life.

VR and AR are the key components of realizing the vision
of a 3-D immersive metaverse experience. MR relies on the
interaction between physical and virtual world objects. These
technologies help in truly owning a digital space allowing for
innovation and creativity without any central authority [13]. As
XR is at present a core part of the metaverse, the holograms
are supposed to be the next big counterpart that could assist
the metaverse. XR imparts natural technological progression,
and it allows people to be independent of being anywhere in
the world. Thanks to the recent advancement in technology,
AR applications can also be run on mobile devices ensuring
interaction with virtual- and real-world objects. This paves the
way for MAR in the metaverse [14].

2) Internet of Everything: The IoE infrastructure is built
on top of smart things, data, processes, and people. However,
Internet of Things (IoT) systems are built around smart things
alone. The IoE plays a key role in delivering rich metaverse
applications. The following technologies contribute toward the
successful incorporation of IoE infrastructure.

1) Web3: Web3, the next evolutionary stage of the World
Wide Web, propels the advancement of the Internet into
its next version [15]. It enables individuals to have owner-
ship over specific components of the Internet, in contrast
to traditional Internet where ownership is limited to the
domain name alone. The applications and services of
Web3 are mainly powered by distributed ledger technol-
ogy. Web3 makes us a legitimate owner of our content
by providing complete authority over the content and
forces every organization to operate in a decentralized
manner. DAOs operate without traditional CEOs or pres-
idents. Instead, shareholders hold tokens and collectively
govern the organization through voting mechanisms to
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Fig. 2. Major supporting technologies the metaverse layers.

enact changes and decisions. Web3 and the metaverse
complement each other [5]. Web3 provides connectivity
services in a metaverse, while the metaverse provides
the basis for the decentralized implementation of Web3
services.

2) 5G/6G Services: Within the realm of metaverse and XR
applications, the immediacy of interaction and the richness
of the immersive experience are heavily reliant on the
underlying network’s capability to deliver low-latency
and high-throughput communication [16]. The last mile
latency normally encountered in other communication
services is significantly reduced to a larger extent with
the advancements in 5G/6G services. Here, 5G/6G tech-
nologies emerge as the cornerstone, with their ultrareliable
low-latency communication features making them indis-
pensable for the kind of instantaneous feedback that is
required for realistic virtual environments. It also helps
to boost the user experiences by providing multiaccess
edge computing, and universal, as well as standard edge
offloading services. With metaverse being the next gener-
ation of the Internet, most companies have already sensed
the transformation and the demand for adopting 5G and 6G
communication services [17]. Moreover, the adaptability
and scalability of wireless networks to diverse educational
settings make them particularly suited to the evolving
landscape of metaverse-enabled learning. While optical
fiber offers a high-speed connection, it is the wireless
communication that brings the promise of an untethered
and ubiquitous metaverse experience into fruition, a con-
sideration that is of particular importance when envision-
ing the widespread deployment of these transformative
educational technologies.

B. Layers of the Metaverse

According to Tsai [18], the metaverse is made up of seven dif-
ferent layers each representing a different phase of the process.
The core layers of the metaverse consist of various components
and supporting technologies that seamlessly integrate to deliver a
captivating and immersive user experience, as depicted in Fig. 2.

These layers form the foundational framework upon which the
metaverse is built, enabling a diverse range of interactions and
functionalities.

1) Experience: Beyond the workplace and home for most
people, the metaverse provides the experience of “third
place,” with venues for immersive social life, community
interaction, shopping, e-sports, and other various activities
through creativity. This aspect/layer of the metaverse is
one of the main causes of the buzz and the investment
attracted it [19]. The experience layer of metaverse dema-
terializes the physical space and objects by incorporating
a social immersive experience.

2) Discovery: Instead of focusing on what the people need
in the network, this layer visualizes what people are doing
at present. The metaverse provides both inbound and
outbound discoveries. Some common ways of inbound
discoveries include search engines, community-driven
content sharing, and real-time prescience [19]. The out-
bound discoveries in the metaverse occur through notifi-
cations, emails, social media posts, and advertisements.
Real-time presence and community-driven content shar-
ing are more economical means of marketing and discov-
ery.

3) Creator economy: There is a huge business potential in the
virtual world resulting from the metaverse, and further,
the content creators are expecting to witness significant
growth in the economy. More companies are expected
to invest in the metaverse to build a sustainable econ-
omy. In this regard, the content creators, who are al-
ready enjoying great success in different social media
outlets, are going to play a major role [19]. Creators
are already playing their part with the help of integrated
full-suite tooling, networking, and discovery for moneti-
zation of the economy and crafting the experience of the
users.

4) Spatial computing: The machines and devices involved
in providing the metaverse experience need not be tied
together to a fixed location. Furthermore, spatial comput-
ing imparts this feature, which is synonymous with XR,
and it intends to make a very big leap in the economic
transformation of the metaverse. It also helps to bind the
community through shared services and thereby incorpo-
rates the feature of digital togetherness.

5) Decentralization: In the process of decentralization,
decision-making authorization control transfers from a
centralized entity to a distributed authorized network. It is
capable of providing a scalable ecosystem for metaverse
without the need to focus on the integration of the back-end
capabilities of interoperable systems.

6) Human interface: This layer of the metaverse is con-
cerned with the hardware devices and technology that
allow humans to interact with the machines. A better
human interface mechanism will allow users to experi-
ence the true potential of the metaverse. Thanks to the
recent advancements in technology, several connected
handheld devices, 3-D-printed wearables, and biosensors
are available to bring humans closer to machines. This
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TABLE I
COMPARISON OF OUR REVIEW ARTICLE WITH RELATED METAVERSE SURVEY PAPERS

allows for building more immersive applications for the
metaverse.

7) Infrastructure: The infrastructure layer of the metaverse
provides the technological infrastructure needed to build
a fully functional and interoperable metaverse. The in-
frastructure of the metaverse is composed of different
technologies, such as computational and communication
resources, machine intelligence, blockchain technology,
gaming, and display technologies. However, improvement
in the communication speed, with reduced latency, is in
demand for delivering rich content without any network
contention and latency. 5G and 6G services could be
supported with high speed and better utilization of the
bandwidth.

C. Related Surveys

The literature reports several interesting works and surveys
on the emerging concept of metaverse [20] (Table I provides a
summary of the existing surveys on metaverse). The literature
also reports extensive work on key enabling technologies such
as XR and IoEs and their joint applications, where XR and IoEs
are used for providing immersive experiences for a diversified
range of applications in different domains [21], [22], [23].
There are some works [17], [24], [25] that see XR and IoE as
converging subjects for the metaverse applications. Nonetheless,
the metaverse is regarded as a distinct field, despite its shared
applications and concerns [3]. In this survey, we focus on the
convergence of XR and IoE technologies for education-focused
metaverse applications. The synthesis of research directions in
this article is handled in a smooth progression, starting from
the fundamentals of the metaverse, followed by its technical
building platforms, through to its role in provisioning immersive
educational services. Accordingly, the reader will gradually

become familiar with state-of-the-art and supporting techniques
such as IoE and XR, while gaining an insight into the challenges
and opportunities in the broad areas of educational services and
skill development through metaverse frameworks.

D. Scope and Contributions of This Article

This article revolves around the applications of the metaverse
and its supporting technologies in the education sector. This
article emphasizes the importance of the metaverse and its
impact on key applications of education, skill development, and
training. We also discuss the related concepts and supporting
technologies in detail by analyzing the convergence of XR and
IoE for metaverse educational use cases. This article also high-
lights the current limitations and drawbacks of the technology
in the sector. We also analyze research trends in the domain by
identifying the aspects of the technology that need the attention
of the research community.

The primary objective of this article is to provide the reader
with a comprehensive survey of the literature on metaverse and
associated technologies for education, skill development, and
training. The contributions of this article are manifold. On the
one side, it provides a complete tutorial on the metaverse by
describing the key components and supporting technologies. On
the other side, it provides a detailed overview of the existing
literature on the topic by highlighting key challenges, potential
opportunities, and future research directions. The key contribu-
tions of this work can be summarized as follows.

1) This article provides a detailed survey of the state-of-
the-art metaverse techniques that leverage XR and IoE
paradigms for education, training, and skill development.

2) This article also elaborates on the description of metaverse
approaches for adaptive educational services, such as
online classrooms, industrial training, aircraft, maritime,
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Fig. 3. Our methodology for systematic review: The PRISMA flowchart for
literature search and selection.

military, and gaming, and highlights ethical issues, limi-
tations, and potential pitfalls of the technology.

3) This article also identifies key challenges and future re-
search directions and makes recommendations concerning
the metaverse for educational services in the context of XR
and IoE frameworks.

The rest of this article is organized as follows. Section II
outlines our survey describing, including the strategy for includ-
ing relevant articles. Section III describes the key applications
of a metaverse in the education sector. Section IV provides
a detailed overview of the technical approaches used for the
metaverse. Section V outlines the key research challenges and
future directions. Finally, Section VII concludes this article. A
summary of acronyms used in this article is provided in the
Nomenclature.

II. METHODOLOGY

In this section, we outline our approach to conducting a
systematic literature review, including our database selection,
search criteria, and inclusion parameters, providing a transparent
framework for our research process. Fig. 3 depicts the four-phase
flowchart of the literature search and selection process for this
study.

A. Search Methods

To identify and select relevant studies, we used four databases
including Google Scholar, IEEE Xplore Digital Library, Web of
Science (WoS), and Scopus. The Google Scholar database was
chosen due to its large volume of sources available in a single
platform. The IEEE database was chosen due to its status as the
world’s largest professional technical organization dedicated to
technological advancement for the benefit of society. Scopus,
a prominent database, was selected for its extensive coverage
of abstracts and citations from peer-reviewed literature across a
multitude of global publishers. WoS, a comprehensive resource,
was included for its wide-ranging access to references and

abstracts across all knowledge domains and its array of tools
for citation analysis, references, H-index, bibliometric analysis,
and access to five distinct database collections. Scopus and WoS
were also preferred for their similarities and prominence among
other databases, specifically designed to facilitate research cita-
tion and bibliometric analysis, making them pivotal references
for bibliographic research. To conduct our search, we employed
the following set of keywords: “Education,” “Virtual Real-
ity,” “Augmented Reality,” “Extended Reality,” “Metaverse,”
“Internet of Things,” “Internet of Everything,” and “Artificial
Intelligence.” In shaping the criteria for source selection in this
review, we considered several factors. We employed the Boolean
logical operator “AND” to merge the search terms “Education”
and “Metaverse,” facilitating a focused exploration of articles
that encompass both concepts. Furthermore, we utilized the
Boolean logical operator “OR” to establish a connection be-
tween “Internet of Everything” and “Internet of Things,” thereby
ensuring that articles addressing these interconnected themes
were included in our search across the databases. In addition,
we incorporated “Extended Reality” into our search criteria to
encompass a broader scope of relevant articles.

B. Inclusion and Exclusion Criteria

We exclusively considered primary articles in the English
language, with further refinement based on specific domains,
including Computer Science, Engineering, Medicine, Business,
Management, and Health Professions. Notably, we did not im-
pose any restrictions on publication dates, as research related
to education and the metaverse has predominantly emerged in
recent years, with relevant publications originating within the
last three years. In this systematic review, the evaluation focused
on primary studies addressing specific research inquiries, while
excluding secondary studies and other document types, such as
books, book chapters, editorials, patent documents, letters, and
conference papers, to ensure a comprehensive examination of
primary studies relevant to our research question.

C. Data Extraction and Structured Meta-Analysis

In the initial screening phase, all titles and abstracts were
scrutinized to identify articles potentially pertinent to the ed-
ucation in metaverse. Subsequently, we conducted the initial
identification of relevant studies, and full-text screening was then
independently performed, with any disparities resolved through
peer discussion among all the authors. The data management
process was facilitated using Google Sheets, which enabled
the recording of reasons for inclusion or exclusion and the
storage of extracted data. We used key questions to evaluate the
selected studies, including assessing whether they represented
primary research, addressed the application of metaverse, XR,
and IoT technology in the education domain, and adhered to
the specified inclusion and exclusion criteria. Primary insights
into the methodological approaches described in the selected
studies, with articles lacking a clear definition of their study type
or posing ambiguities in their methodology, were excluded. The
data extraction strategy primarily entailed tabulation to ensure
alignment with the research question and study objectives. All
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Fig. 4. Digital interconnection between the physical and virtual worlds
through the IoE and digitization layers for immersive education and training.

data, along with the final evaluations, were documented in a
Google Sheet. The methodological data from the 182 selected ar-
ticles were meticulously evaluated, analyzed, and subsequently
presented in this systematic review.

III. METAVERSE APPLICATIONS IN EDUCATION

In this section, we discuss some key aspects of education,
training, and skill development that can benefit from the meta-
verse. The major benefits of metaverse over conventional online
educational platforms can be handcrafted by establishing digital
interconnections between the physical and virtual worlds. The
illustration of the relationship between the metaverse, digitiza-
tion processes, and IoE networks with XR support is represented
at a high level in Fig. 4. The figure highlights the role of IoE,
XR, and other supporting technologies in overcoming the ex-
isting challenges of education and training by imparting digital
interconnection among the physical and virtual worlds through
the metaverse.

A. Metaverse Classroom

XR technology brings educational services closer to students
and learners in remote places. This minimizes the need to
travel and emphasizes interactive and collaborative means of
remote education. Zikky et al. [31] demonstrated the efficacy
of solar system learning through interactive VR services and
the provision of an immersive learning environment with virtual
meeting spaces along with the digital avatars of the teachers and
learners.

Some recent works exploit the potential of metaverse-based
platforms for exploring educational, training, and learning ac-
tivities through information technology services, such as cloud
service, AI, and Big Data. This can help in shifting the focus of
educational institutions toward metaverse-based education [32].
In such a platform, students can gain an immersive learning
experience and feel their physical presence in the collaborative
classroom environment regardless of their physical location.
Despite the technical and moral impediments, the metaverse
imparts more interactions and cooperation among students re-
sulting in a healthy learning experience.

In the literature, the natural visual cognition capabilities of hu-
mans have been well exploited through the immersive metaverse
platforms for making education to be more interactive and im-
mersive across multiple ranges of cultural backgrounds [33]. The
metaverse has been used as a digital education tool by including
various ICT tools and technology for promoting education and
learning through collaborative platforms [27]. In [27], its impact
was validated through the observed enthusiasm and cooperation
of students beyond the classroom environment.

The metaverse can also help teachers in several ways. For in-
stance, with the potential of metaverse implementation through
AR for educators, MacCallum and Parsons [11] explored the
potential of AR tools in further enhancing the preservice and
in-service experience of teachers. Recently, in another simi-
lar work [34], for enhancing the teaching skills of preservice
teachers, a metaverse environment is used with the support of
the Virbela platform. The experimentation involved analyzing
microteaching for a group of preservice teachers in virtual
teaching through their digital avatars. The authors analyzed
the teachers’ competence in handling the queries and sugges-
tions. Such practices help teachers in developing their teaching
skills by closely involving them in their profession in a more
realistic and immersive way while imparting training and skill-
enhancement activities for the students. Furthermore, the audio
metaverse through virtual mainstreaming enables the provision
of interoperable experiences by rendering spatial sound along
with the XR-enabled video streaming services [35].

The metaverse enhances student engagement through im-
mersive learning and fosters teamwork and cultural skills via
remote collaboration [1], [24], [36]. The platform strengthens
skill acquisition through problem-solving simulations, fostering
critical thinking and creativity as students engage with and adapt
3-D elements, consequently improving technological literacy.
AI-driven avatars in the metaverse provide personalized learning
experiences, while role-playing scenarios enhance emotional
intelligence [37]. Moreover, it allows for the detailed exploration
of historical and architectural sites, as Gaafar [38] has shown, by
providing interactive 3-D models that integrate theoretical and
practical learning.

B. Industrial Training

Sustainable evolution of industrial infrastructure in terms of
design and training of the employees is an important aspect of
modern industries, especially after the fourth industrial revolu-
tion [39]. Thanks to the metaverse and associated technologies,
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the training of employees has also been enhanced in industries
allowing the workers a hands-on experience on different tasks
in a risk-free environment. Moreover, AR-based training within
industries helps to analyze customer demands, classify the
requirements in industries, and use sustainable value proposition
design strategies [40].

In the industrial assembly system powered by metaverse,
we can visualize the entire factory through simulations. Global
teams can collaborate to operate in synchronization using dif-
ferent software packages, such as CATIA, Revit, or point clouds
to design and plan the factory in real time [41]. For instance,
the 3-D-enabled capability to operate in a perfect simulation
has revolutionized the planning process of BMW car manu-
facturing plants. They regularly reconfigure their factories and
train their employees to accommodate new vehicle launches.
Planning experts located in different parts of the world could
be trained and involved in testing new designs through a
metaverse.

The metaverse in industries with IoE-enabled machines and
digital humans allows sharing workspace with many robots that
make jobs much easier. As robots are crucial for the modern
production system, they are involved in logistics for improving
the material flow in the production process. This agility is highly
mandatory as the volume of tasks done in each modern industry
is huge and most customers demand custom-made designs for
their products. The metaverse frameworks could also operate
on the synthetic data, apart from the data acquired through IoE
devices. From the millions of synthetic images generated across
diversified categories of environments, they assist in teaching the
robots [20]. Domain randomization could generate an infinite
permutation of photorealistic objects, textures, orientation, and
lighting conditions [42]. It is an ideal platform for generating
ground truth images and objects, whether it is meant for de-
tection, segmentation, or depth perception for the metaverse
platform.

C. Aircraft and Maritime Training

The potential of AR technology in the aviation, automotive,
and astronautics industries has been well utilized for a long pe-
riod for several tasks including environment monitoring, control,
and learning purposes [43]. Regenbrecht et al. [44] proposed and
tested an aerospace training platform by developing augmented
scenes through AR in association with state-of-the-art machine
vision and computer graphics. Similarly, XR and other meta-
verse technologies have also been used for training workers to
carry out maintenance and inspection processes in the aviation
industries. The literature reports the proven effectiveness of
the technology in the task. For instance, Eschen et al. [45]
demonstrated that the deployment of XR technology for training
is less error prone and takes on less effort, as well as less time
consuming. Another study reports the effectiveness of AR in
operations to support, train, and maintain aircraft [46]. The study
of the technology results in a significant reduction in errors
during the training and subsequently reduces procedure viola-
tions. These studies hinder the motivation toward modern-day
metaverse to further enhance the performance of the learning

platform with the significant reduction in training time and
provisions of cost-effective strategies.

The literature already reports some efforts in this direction.
For instance, Siyaev and Jo [47] developed a simulator for
training employees to carry out efficient maintenance of Boeing-
737 aircraft through metaverses along with the 3-D models of
the aircraft. The simulator is evaluated in terms of the amount
of technical guidance and directions provided to field experts.
This metaverse-based aircraft maintenance system provides a
more economical and scalable solution for aviation educational
institutions. In another similar work by Siyaev and Jo [48], a
convolutional neural network architecture is used for enabling
the learning and classification of audio features for identification
of the commands for controlling the virtual digital twin of the
Boeing 737 aircraft. Furthermore, this work has reported higher
prediction accuracy with improved training capabilities through
immersive interaction and effective control of virtual objects in
the 3-D twin model of the aircraft. More recently, Kim [49]
has employed metaverse technology to train employees to cope
with the cybersecurity risks involved in maritime industries. It
includes the development of educational content for addressing
cybersecurity issues through virtual ships, maritime accident
reproduction, maritime operations, and related online learning
content.

D. Military Training

In the defense sector, training of the troops plays an im-
perative part, as it is not always feasible to place the military
personnel in active war locations for training. Through the DIS
protocol, the DARPA used different military simulations with
the support of advanced high-level architectures for providing
rich collaborative training and preparation of war strategies. XR
technology could be used to replicate such an environment for
training the soldiers more realistically. It can help to train the
soldiers in a similar location created in a virtual environment
allowing them to be prepared for dynamic adaptation. It also
results in a significant reduction of expenses involved in traveling
and shifting goods for troops’ exercises. Moreover, the use of
virtual objects helps to train the soldiers with special armed
equipment without putting them at risk. However, even though
a complete replacement of military training through XR could
be established with state-of-the-art techniques, the integration
of IoE and metaverse technology could further enhance it.
Although AR cannot completely supplant conventional military
preparation, there are now frameworks that kill the need to go to
far-off areas and assist troopers with preparing without placing
them at risk.

The diversity provided by technology compared to real-world
military training shifted the focus from traditional training meth-
ods to military simulations [50] by providing immersive training
through the virtual environment. To this aim, several interesting
solutions have been proposed. For instance, DEIMOS Military
VR Trainers [51], which is a metaverse-based military training,
assists in creating scenarios with a diversified range of environ-
mental conditions, particularly meant for professional military
training on shooting, tactical behavior, and observation.
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TABLE II
METAVERSE-ENABLED EDUCATION, TRAINING, AND SKILL DEVELOPMENT CHALLENGES AND COUNTERMEASURES

E. Privacy and Privacy Policies in Metaverse

In the realm of metaverse-driven educational services, learn-
ers and teachers assume virtual identities represented by digital
avatars, which raises significant risks regarding privacy [52]
and social harm [53]. Organizations involved in educational and
training services must strictly adhere to best practices that miti-
gate potential privacy risks. The adoption of digital identities and
immersion within the metaverse give rise to data privacy issues
related to educational content and potential violations of trainer
identities. For instance, biometric data or facial gestures cap-
tured by AR/VR technologies can be misused if not adequately
safeguarded. Therefore, ensuring user privacy protection within
the metaverse necessitates implementing privacy safeguards
such as data transparency, enhanced or newly formulated laws
and regulations, improved control mechanisms, and enhanced
technical design [54].

As the advent of Web3 ushers in a new era of innovation in
conjunction with the metaverse, organizations swiftly leverage
its capabilities, including social connectivity and automation, to
advance educational services [55]. The next stage of evolution
in online education within the metaverse will revolve around
immersive cyberspaces, offering real-time virtual experiences
of social interactions between teachers and learners through
interoperable platforms. Despite its potential, the metaverse
poses significant privacy challenges for various stakeholders,
including AR/VR hardware and software providers, platform de-
velopers, regulatory bodies, crypto service providers, teachers,
and learners themselves [56]. These challenges arise from the
potential misuse of intimate personal data accessible to meta-
verse platforms, which can enable pervasive surveillance and
behavioral modification to support commercial interests [57].
Thus, safeguarding privacy becomes an urgent collective respon-
sibility for all parties involved.

To ensure comprehensive privacy protection, it is crucial
to establish and enforce regulations and laws that govern
the collection and streaming of educational data from var-
ious sources, ensuring its preservation and appropriate us-
age. International privacy laws, such as the General Data
Protection Regulation, along with other relevant international

laws, especially those focused on protecting children’s pri-
vacy, should be considered. For instance, the U.S. Federal Law
Children’s Online Privacy Protection Act (COPPA) imposes
restrictions on the collection and processing of personal in-
formation from children under the age of 13, and metaverse
platforms targeting or collecting data from children must comply
with COPPA’s requirements. These legal frameworks provide
important guidelines and requirements for privacy practices
within the metaverse, thereby protecting user data and privacy
rights.

F. Discussion and Summary of Lessons Learned

We summarize the content of provisioning metaverse-driven
educational services for various user scenarios with the key
characteristics and probable solutions. In Table II, we summa-
rize key objectives/goals, challenges, and countermeasures for
handling challenges associated with metaverse-based training
in different application domains. From the table, it is obvious
that for achieving the goal of an immersive learning platform
through metaverse, the mentioned key challenges need to be
addressed with appropriate countermeasures. After discussing
the relevant research on metaverse for education platforms, we
draw insights on providing favorable countermeasures to address
those challenges.

1) Multimodal medical data streamlining in health-care ed-
ucation could be handled effectively through intelligent
cloud services and quantum computing.

2) Immersive collaboration and interactions in online edu-
cation could be ensured with appropriate choice of XR
applications and IoE devices.

3) Industrial workers’ skill enhancement in handling chal-
lenging sections could utilize metaverse-driven collabo-
rative robots for achieving effective design, development,
and supply chain management.

4) Effective exploration of aircraft’s control and functional
modules can be assisted using aircraft’s 3-D digital twin.

5) Adverse condition anticipation in war scenes for military
personnel could be dealt with the quality instructions and
dynamic situation handling through the metaverse.
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6) Upskilling of creativity in arts and skill enhancements in
gaming could be driven through metaverse with accurate
object recognition and handling.

IV. TECHNOLOGY ENABLERS FOR METAVERSE IN EDUCATION

A. XR Technologies for Metaverse

The impact of XR on the metaverse has made a significant
contribution toward education and skill development for the
workforce. The process of selecting appropriate hardware and
software stacks for developing and deploying a wide range of
metaverse applications is closely associated with XR technology
at its core. Besides the significant role played by the IoE, XR is
responsible for defining the immersive experience for users in
metaverse [137]. For example, in the context of virtual meetings,
the interaction with the remote users in training and educational
applications in an immersive metaverse is possible only if the
end devices are deployed with the provision of XR services.
Furthermore, with the support of other enabling technologies,
such as cloud services, it reduces the high networking costs
and enables persistent training experiences for the users [138].
Despite expensive VR headsets, XR apps and services act as the
main driving force for the present state metaverse.

The virtual, remote, and immersive experiences via XR pro-
vided by the metaverse could largely enhance the e-commerce
experiences and cost reduction in travel, and information shar-
ing [20]. To impart adaptive and sustainable education, the trans-
formations through XR could provide the teachers and learners
with opportunities for critical thinking, better communication,
collaboration, and a higher level of creativity [139]. Such mul-
tidimensional aspects of learning provide pedagogical benefits
and enhanced learning experiences. Table III summarizes the
works on educational, training, and upskilling driven by XR
services targeted for metaverse applications.

B. IoE Technologies for Metaverse

The impact of metaverse on IoE technology will ensure
enhanced remote real-world training by providing smarter and
better planning for real-world items through the virtual world.
As digital twins represent the software model of physical
systems/assets, the role of IoE and metaverse in this arena
has become imperative from the research and application per-
spective [140]. With the advancements of IoE technology and
the data streams acquired through the smart devices, they
serve as a basic block for the metaverse thereby provid-
ing immersive interconnectivity between the real and virtual
worlds.

By enabling IoE along with XR technology, the metaverse also
aspires to establish a new perspective of collaboration between
workers, trainers, and learners to operate with much higher
potential. In such situations, the IoT devices and other gadgets
that can assist in processing data allow AI-powered educational
content processing for the metaverse at the edge. This could be
incorporated in the mobile towers, in the data acquisition points,
or at the IoT devices [141]. Furthermore, the constellation of

local IoT devices and educational data acquisition sources must
be incorporated in coordination for application in the metaverse.
Table IV summarizes the IoE-driven works on educational,
training, and upskilling that could be tailored for metaverse
applications.

C. Big Data and Predictive Analytics for Metaverse

In the modern world, social networks, industries, the health-
care sector, and people with smart gadgets are generating large
volumes of data about different aspects of life, including the
preferences and choices of individuals. At present, there is more
demand for virtual online spaces for interaction among people
from a multidimensional perspective. This allows people to im-
merse themselves in digital content rather than simply viewing
it. All these potential applications generate large volumes of
data. The data require real-time data analytics for predicting fu-
ture outcomes in metaverse-driven businesses involved in sales,
marketing, advertising, and other training applications [142].
With the bloom of spatial computing technology that specifically
relies on the processing of data from XR gadgets, there are rising
concerns about handling large volumes of digital data gener-
ated from them [143]. Furthermore, the co-equal collaboration
among the educators and learners established through spatial
computing could provide potential insights into the educational
content, which is one of the ambitious goals of metaverse-driven
educational frameworks.

Kim et al. [144] analyzed the big data generated by the
digital avatars on the Zepeto platform, which enabled them
to communicate with a huge community. The case study was
conducted to integrate real and virtual worlds through the meta-
verse for analyzing news articles. This could also be extended
to analyze the quality of educational content shared through
metaverse, which can assist in solving associated social and
legal issues. The next generation of VR headsets will also collect
more user data including facial recognition and even stress level
detection of the users. As the technology matures, it could also
collect biometric data from individuals and impart enhanced
training experiences for the users. The potential of predictive
analytics in the metaverse can help in extracting significant
meaningful insights from the collected data. Metaverse can also
assist in transforming the data with a more user-friendly and
interactive means of portraying the information [145]. With the
clear benefits of predictive analytics on XR and IoE data, it
is imperative to use it in the metaverse for several potential
educational applications.

Hwang and Chien [146] explored the applications of meta-
verse in education, addressing research challenges, and high-
lighted the intersection of AI and metaverse-based education.
Here, the metaverse’s potential for educational purposes fosters
the anticipation for future studies in metaverse-based education.
The work in [147] reveals the conceptual discussions on the
challenges and opportunities of metaverse education, alongside
practical experiments demonstrating higher learning outcomes
and enhanced spatial and social presence in virtual environ-
ments. It also elaborates on the challenges involved in creating
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TABLE III
SUMMARY OF RESEARCH UTILIZING XR FOR METAVERSE-DRIVEN EDUCATION AND TRAINING APPLICATIONS

metaverse learning environments, demands of new resources
and qualifications, as well as ensuring access to necessary end
devices.

D. Machine Intelligence

On the road map to unleash the true potential of AI in the
metaverse, machine intelligence evolves from machine learning
(ML) by prioritizing the goals through deductive logic, where
the learning algorithms fine-tune messaging, marketing, and
online interactions. Machine intelligence in conjunction with
the XR and IoE contributes to making a significant impact on
the creativity in educational services through the metaverse.
Teaching through gestures interpreted through eye glances of
the teacher, their emotion, and communicating cues could serve
as a part of sophisticated enablers in the educational sector via

metaverse. In fact, machine intelligence supports the metaverse
by serving as a design advisor. Being a critical part of the service
architecture, it can be integrated with low code and no code
platforms [148]. Moreover, as the virtual world gets denser with
virtual avatars, AI-based design for the fabrication of metaverse
chips could also assist programmers in generating code [142].
However, unleashing the full potential and impact of machine
intelligence on this virtual landscape in the education sector
demands creative progress from the developers for supporting
and enhancing the features of virtual education and training
platforms.

The literature reports several studies emphasizing the poten-
tial of machine intelligence in the metaverse for educational
and training services. For instance, the authors in [148], [149],
[150], and [151] emphasize the promotion of integrated machine
intelligence and human experience for provisioning an elegant
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TABLE IV
SUMMARY OF RESEARCH UTILIZING IOE FOR METAVERSE-DRIVEN EDUCATION AND TRAINING APPLICATIONS

framework that could drive the metaverse with a rich experience
for the learners involved.

E. Blockchain Adoption

Blockchain adoption grows exponentially across various in-
dustries [152]. It is a distributed ledger technology that enables
decentralized and autonomous management of assets and ap-
plications. Despite the popularity and benefits of the metaverse,
securing the data and digital information of its users is a common
concern for learners and educators. Blockchain could provide a
promising solution in this arena, due to its unique characteristics
of decentralization, immutability, and transparency. Its support
in metaverse applications is enabled through the programma-
bility of blockchain, which could drive the educational content
by putting together smart contracts among decentralized loca-
tions [153].

The literature reports several interesting solutions for the in-
tegration of blockchain in metaverse applications. For instance,

Huynh-The et al. [154] provided a detailed overview of the
approaches to the seamless integration of blockchain in the
metaverse by considering the data acquisition, storage, privacy
preservation, and interoperability aspects. Furthermore, the im-
pact of the metaverse on its supporting technologies, such as
IoE, digital twins, AI, and Big Data, was explored in association
with the role of blockchain in securing the platform [155].
This stands as a crucial drive toward the implementation of
secure educational content for the metaverse-based educational
frameworks.

Trust and authority enhancement through blockchain adop-
tion for the metaverse enables more IoT devices to participate
and assist in developing educational content from active gaming
to embedding financial services with the contents [156]. How-
ever, as the social scalability of metaverse-enabled educational
services may take a longer period, trustless education contents,
components, and contracts may be rooted up. We could gain
benefits from earlier adoption of blockchain to establish on-
chain educational data feeds along with the bloom of virtual
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commodities [157]. Furthermore, avatar customization and new-
generation educational feeds could be made more immersive and
trustworthy in the metaverse through the widespread adoption
of blockchain and by associating them with cloud computing
components.

F. Accelerating Distributed Networks

The computing networks are said to be distributed when
the programming and the data are spread out across more
than one computing resource. Accelerating the performance
of distributed networks in terms of their networking speed,
latency, and concurrency could be driven through 5G and 6G
services [41]. This acceleration will sustain the metaverse and
also help to provide more fascinating applications in the edu-
cation sector by enabling users to share real-time educational
content. As data-intensive networks are key resources in meta-
verse applications, their association with distributed networks
needs to be tightly coupled and accelerated [158]. Furthermore,
the metaverse frameworks need to be end-to-end optimized,
and the computation and communication should be promising
for imparting a rich educational experience. As the metaverse
educational platforms are integrated with the IoE, they could
gain maximum benefit through edge computing. However, for
low-performance IoE devices, it remains a huge challenge.
ScissionLite [159], a holistic framework, was developed by
the authors to assist in accelerating the distributed deep neu-
ral network (DNN) through the insertion of a traffic-aware
layer, thereby increasing the network traffic. This framework
greatly enhanced the interference latency multifold in com-
parison with the conventional slicing approaches used in the
learning models. Furthermore, the interference latency could be
considerably reduced through the implications of acceleration
DNNs.

Toward the realization of the edge-enabled metaverse, Xu
et al. [160] surveyed the networking and communication as-
pects in the implementation of edge solutions. With distributed
edge computing solutions, the resource constraint challenges
existing in such platforms could be effectively addressed [161].
Furthermore, acceleration in computing enables rendering an
immersive experience for the learners delving into the metaverse
platforms. Moreover, it also authorizes the sharing of virtual
user-generated educational content with low-cost data transfer
frameworks.

V. CHALLENGES AND ISSUES RELATED TO METAVERSE

Despite the significant efforts to address various aspects of the
metaverse in the field of education, its essential requirements and
perspectives need the attention of the research community. This
section provides a road map of challenges that could impact
the implementation and deployment of metaverse for educa-
tional services. We also discuss the adaptable environments
and consider the use of emergent paradigms from social and
technological trends that could shape the future trends of the
metaverse for educational services.

A. Virtual Mainstreaming

XR and particularly IoE frameworks have to deal with the
genuine aspects of the virtual world to be just like the real one,
as well as the trust aspects to the functioning of relationships
and organizations. Establishing standards for such technology is
the foundation for how we establish and assess our connections
and continue to function in harmony with the legal systems.
Each of these technologies is scalable because of trust. The
scalability of the metaverse in conjunction with the IoE and
XR technology will improve trust in the virtual domain as the
trend grows with virtual objects, crypto assets, smart contracts,
virtual friends, and live online educational experiences. Since
users believe that the possessions of virtual connections and data
exchanges are genuine, online bullying, abuse, cheating, and
cheating in relationships will all become more damaging. These
issues need to be solved through proper education, training,
virtual literacy, and supportive communities. However, as people
respect the virtual world more, there are usually groups of
people that exploit the trend for selfish benefits. Researchers
aim at providing infrastructure through the virtual streaming of
resources and thereby ensuring to address the trust issues in each
of the core domains to combat cybercrimes, such as phishing,
online frauds, virus distribution, and ransomware attacks [162].

B. Challenges by Open Platforms

Open platform systems have become a common social phe-
nomenon mainly due to the large range of collaborators involved
in developing software modules [163]. The graphical and immer-
sive experiences gained through the metaverse with the support
of XR and IoE can be distributed outside of app stores with open
platforms. Data-oriented technology stack platforms leveraging
these features help to deliver efficient metaverse experiences,
particularly for the educational sector. However, the exponential
growth in the usage of open-source apps in permissionless social
networks, operating systems, and PCs often imparts challenges
for developers. Furthermore, new technology and open standards
are emerging that have the potential to democratize the future
of metaverse [164]. The technology with decentralized digital
identities, such as the avatars of individuals, and zero-knowledge
proofs must help to claim control over their valuable data. More
breakthrough opportunities persist in the development of free
applications with XR and IoE framework support through open
platforms for the massive increase in the impact of the metaverse
on educational services.

C. Walled Garden Ecosystems

The walled garden is the most prominent strategy used by the
technological giants, such as Google, Facebook, and Amazon,
for restricting user navigation within their network premises
by providing access and provisioning only required operational
services [165]. Technological trends that impact the metaverse
favor the usage of a well-organized and attractive walled garden
ecosystem. The challenges that exist in the open systems could
be addressed through the walled garden, which allows the cre-
ators to collaborate, modify, and link with their designs [166].



1132 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 17, 2024

However, technologies for portable avatars, portable social net-
works, and interoperability are on the horizon, and this could
help connect diverse walled gardens using open platforms while
also allowing for discovery and curation options. Furthermore,
there are very few walled gardens, and it is required to be
configured by creators and could assist in inviting other creators
and joining with them to manipulate the shared components, link
with them, and collaborate in the metaverse-based educational
services. As educational services have access to a vast range of
audiences, the equivalent virtual world hyperlinks on websites
for the metaverse and hypermedia-like structures with portals
may provide immersive experiences for the users.

D. Simulating Reality

The notion of simulating the universe and reality is not new.
It could be traced from numerous philosophies, the distinction
between reality and dream, which was once termed as an il-
lusion. With the proper usage of the physics of light energy,
the ray-tracing simulation defines the appearance of images and
enables 3-D graphics for real-time visuals [167]. The utilization
of prerendered content and realistic graphics for the metaverse
demands more computing power for the IoT devices used for
such tasks. However, real-time ray tracing could solve these
issues by enhanced AI models that could mimic the machines
and provide an immersive experience for the metaverse through
virtual objects, people, places, and machines. For instance, the
data accumulated from digital twins, IoT devices monitoring
traffic, and geospatial data could impose real-time data of pro-
cesses, objects, machines, and people and provide real-time vi-
sualization of the data through AI and predictive analysis [168].
Furthermore, these features add a layer of immersive experience
for the metaverse and could assist next-generation education
with more interactiveness and engage the learners and educators
with a better platform.

E. Ethical Considerations and Potential Pitfalls

In this section, we summarize ethical considerations and
potential pitfalls of using metaverse for educational services.
Furthermore, we will survey the state of the current literature on
the legal issues involved in the use of metaverse for educational
services. Interoperability and openness of the metaverse raise
the question of the ethics and values of the future Internet.
The ethical judgments based on the philosophical nature of
the technology imparted in the metaverse need to identify the
responsible members building this infrastructure. With the core
objective of preserving human well-being, the ethical guidelines
provided in [169] could well suit the metaverse applications with
an increased focus on the use of AI for autonomous frameworks.

1) Privacy policies: The XR devices along with BCI could
provide access to the metaverse applications, which are
capable of detecting the thought processes of the users.
Despite using them for predicting consumer behavior,
they gather private user data and keep storing them in the
blockchain forever. Privacy policies of metaverse applica-
tions should be read by understanding the consequences
of data leaks, misuse of data, and hacking of personal data.

Casey et al. [170] demonstrated potential solutions for se-
curing such systems. For social VR learning environments,
security and privacy attack trees are demonstrated in [171],
in which stochastic timed automata representations are
used for statistical model checking. Furthermore, integrity
loss and privacy leakage are also assessed before and after
the adoption of the aforementioned design principles.

2) Digital citizenship: Digital citizenship refers to the way
of being and acting online in a safe and meaningful way.
It drives toward critical thinking and not trusting every-
thing the user observes. It ensures being safe with the
information and getting connected to the intended persons.
Digital citizenship ensures that metaverse users act with
responsibility in communication and behavior. Kim and
Choi [172] proposed a five-factor digital citizenship model
that ensures social engagement online through reasonable
activities. Such models driven by the educators for the
metaverse could provide reliable education and training
content as a digital citizenship scale for the learners.

3) Netiquettes: Digital etiquette is normally termed Neti-
quette, where having the proper communication is key
in terms of asking, and responding with respect and pro-
tection. By proper greeting, and asking specific queries,
with professional and proper endings, Netiquette could
be ensured in communication. In the metaverse-based
education implemented in high schools, colleges, or indus-
tries, being a responsible digital citizen is key. Soler-Costa
et al. [173] reviewed the necessity of Netiquette in online
educational platforms, where ICTs have changed the way
of communication and socialization. The metaverse with a
new reality for education and training learners with proper
Netiquette, arrests cyberbullying, and digital scams, in
social networks.

4) Acceptable use policies: It refers to the set of rules or poli-
cies applied by the owner, creator, or administrator of the
educational content or the system, which restricts the way
the content can be used. It is an integral part of the frame-
work of security policies, where new users gain access to
the resources by signing the policy. Theoretical and histor-
ical understanding of the policies on educational contents
is evaluated in [174] for steering distance education. An
online consent maturity model developed in [175], with
a sociotechnical context, argued the legalistic adoption
of ethics in the paradigm for informed consent in online
education. The stakeholders of educational institutions
may request the learners and teachers to sign an acceptable
use policy, before allocating them a network ID for gaining
access to the metaverse-enabled educational content.

5) Network security: As security concerns are rising in im-
mersive educational platforms, the attacks on HMD de-
vices could enable the attackers to disorient users and over-
lay or modify the images in their vision. Casey et al. [170]
demonstrated the exploitation of VR systems for control-
ling the users immersed in their metaverse world without
their knowledge. These attacks were termed HJAs.

6) Copyrights: With the widespread bloom of numer-
ous online educational platforms, the management of
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digital rights on educational content against infringe-
ment of copyrights of learning resources is challenging.
Blockchain-enabled digital copyright management sys-
tem in [176] ensures sharing of multimedia educational
content through private and public blockchains. It ensures
data protection of educational content, which could be
an appropriate choice for metaverse platforms as well.
Furthermore, Guo et al. [177] presented the usage of
blockchain for protecting of intellectual property rights
on the ownership of technology transfer resources.

As stated in the aforementioned sections, XR is all set to
modify our perceptions. As XR becomes a more powerful
component of the metaverse, we still need the technology to
tell what is authentic. The industry needs to invest in developing
standards and policies that allow XR gadgets to operate ethically,
and prevent the misuse of metaverse technology.

VI. FUTURE RESEARCH DIRECTIONS

This section explores the analysis of the metaverse in vari-
ous applications, emphasizing the interplay of methodologies,
architecture, and frameworks for education, training, and skill
development. In addition, we touch upon open research topics
in the metaverse and related areas for future exploration.

A. Accuracy and Authentication of Material

Offering truly quality and immersive education through meta-
verse demands the provision of high-quality content. The usage
of substandard and highly incompatible XR and IoT devices
also impacts the accuracy and authentication of educational
content. There is a need to put efforts into defining a common
authentication mechanism along with the features to deliver
accurate and high-quality educational content. However, this
initiative to create a robust educational platform needs to en-
able cross-border interoperability across a diversified range of
supporting technologies.

Moreover, ensuring smooth connectivity with current learning
management systems would increase the educational platform’s
usability and uptake. Working together with key players and
industry experts in the educational technology space will make it
easier to create standardized norms and guidelines that will guar-
antee a dependable and consistent user experience. Incorporat-
ing AI-powered analytics and adaptive learning algorithms can
also customize the educational experience, taking into account
the particular requirements and learning preferences of each
student [178]. These components when put together can actually
revolutionize education and empower students all around the
world.

B. Access to Reliable Broadband

Seamless Internet connectivity for metaverse-driven educa-
tion relies on reliable broadband services with broader coverage
and high-speed access to educational resources, enabling the
streaming of educational content. Optical communication and
5G/6G services lay the foundation for high-capacity commu-
nication, including reliable video streaming and the sharing of

high-quality immersive educational content [179]. However, the
use of heterogeneous radio technologies based on availability
often affects trust in educational communication services [180].
To overcome these challenges, collaborative efforts among tele-
com companies, academic institutions, and governmental orga-
nizations are essential to prioritize the installation of broadband
infrastructure in underserved areas, closing the digital gap and
ensuring equal access to metaverse-driven education. Initiatives
like fiber-optic expansion projects and satellite internet con-
nectivity [181], along with investment in advanced commu-
nication technologies, such as dynamic spectrum sharing and
next-generation satellite networks, can make educational com-
munication services more dependable and effective, fostering a
comprehensive learning environment for students worldwide.

C. Marginalized Communities

The research community should ensure focus on the technol-
ogy and design that could satisfy the demands of the marginal
group of individuals and communities participating in the
metaverse-driven educational services. This will allow them
to have full access to the services provided by the metaverse.
Education for physically impaired learners and people with
cognitive impairments should be considered by the metaverse
platform and enable fairness policy to treat such individu-
als [182]. Attribution-based learning models with the Shapley
values are largely used in XAI frameworks, depending on the
game theory approach to interpret explanations from DNNs.
This enables the marginalized community to provide immersive
education [183]. Furthermore, such XAI models are largely used
in the identification of vulnerable groups and aid in exploring
how the decisions were made by the models. Particularly for the
educational services driven through metaverse, the threats over
the educational contents and the inherent contextual exploration
need attention from the research community.

Research efforts should also concentrate on building strong
governance frameworks to address dangers and issues linked to
educational content within the metaverse, in addition to using
XAI models to explain choices made by DNNs. To guarantee the
usefulness and the availability of educational resources for all,
this includes researching approaches for content verification,
moderation, and dispute resolution [184]. By proactively ad-
dressing these issues, the research community may contribute to
the development and adoption of a safe and reliable educational
environment within the metaverse.

D. Mobile Technology and Pedagogical Integration

A key component in provisioning metaverse-driven educa-
tional services is its integration with mobile technologies. With
a lot of pedagogical methodologies coming up with interactive
mobile apps, the adoption of metaverse further enhances the
usage of these apps for streamlining education towards immer-
sive and interactive means. Mobile technologies are important
because, although people are at different geographical locations,
they are interconnected through their sophisticated gadgets,
particularly with IoE and XR modules. Moreover, there are
provisions for imposing user-defined sharing and restrictions
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on educational content through the apps. However, constraints
on power management, high-speed networking, and coverage
limitations need to be addressed to meet the balance with the
demands of using immersive pedagogical methodologies. The
influence of perceived trust and pedagogical faith on the trainers
and educators are largely enhanced through the acceptance
of AI-based tools and services [185]. Encouragement on the
acceptance of the education XAI platforms with metaverse could
enable the teachers to make pedagogical decisions and actions
on the learners. With mobile technology, XR’s next-generation
human-centric services could be triggered through discrete event
simulations driven through metaverse platforms [186], [187].
This, in turn, largely assists educational services with the us-
age of immersive XR apps and low-cost VR/AR gadgets for
learner-centric sophisticated educational services.

Individuals can engage in education regardless of where they
are in the world thanks to interconnected IoE and XR modules,
and educational content can be controlled by users through
user-defined sharing and content limitations [141]. To meet
the needs of immersive educational techniques, it is necessary
to address issues with power management, networking speed,
and coverage limits. While mobile technology unlocks the
next generation of human-centric services through metaverse
platforms, empowering learner-centric educational experiences
with accessible VR/AR devices and immersive XR apps, the
acceptance of AI-based tools and education XAI platforms
among educators increases trust and pedagogical confidence
among educators, allowing them to make informed decisions
and actions for learners.

E. Integrated Learning

Conventional online learning strategies, often inefficient due
to numerous distractions, face challenges when gadgets need to
handle high-speed educational content, leading to the degrada-
tion of network, smartphone, and desktop capabilities for im-
mersive learning experiences. The advent of integrated learning
through XR and IoE modules, bolstered by metaverse technol-
ogy, paves the way for incorporating educational content into
games and storylines, as highlighted in [188]. Nevertheless, the
full potential of the metaverse in enhancing integrated learning
can only be realized by addressing significant challenges such
as device size, power management, and resource management
across the learning platforms. This realization necessitates in-
vestments in advanced hardware infrastructure, increased net-
work capacities, and effective strategies for power and resource
management, as discussed by Zhou et al. [189] to optimize the
educational experience and ensure seamless functioning within
the metaverse.

F. Developing Values of Responsible Usage

While the metaverse, XR, and IoT architecture can enhance
immersive educational services, users face challenges in respon-
sibly managing this technology. Despite secure communication
support, IoT devices and VR/AR gadgets are often misused, ne-
glecting their inherent value [190]. Each technology supporting
the metaverse has unique characteristics. Besides robust security
and privacy measures, fostering responsible usage rooted in user

and developer values is essential. In the context of educational
services, learners and teachers bear the responsibility for deliv-
ering quality education through the metaverse [68]. While cur-
rent technological implications are limited, educational service
providers play a crucial role, and their challenges require urgent
attention from the research community. Promoting ethical tech-
nology use in the metaverse demands a comprehensive strategy,
encompassing education, digital literacy, and critical thinking.
Continuous monitoring and evaluation processes are needed to
address emerging issues. Collaboration with business leaders
and engagement with various communities can help formulate
policies aligned with societal values [191]. This approach can
create an inclusive metaverse that enhances education while
upholding ethical standards and prioritizing user safety and
responsibility.

VII. CONCLUSION

The latest advancements in XR applications have illuminated
the path to seamlessly merge the physical and virtual realms,
enabled by the IoE devices. Metaverse platforms, entwining XR
and IoE technologies, have emerged as prominent focal points
in both commercial and research domains, promising to usher in
transformative improvements in human life through IoE-driven
applications. Within this metaverse framework, we explore
the immersive visualization and interpretation of educational
services, leveraging the stream of raw data generated by IoE
devices. These IoE datasets are meticulously analyzed by digital
models, offering profound insights and a high level of abstraction
from the data originating from IoT devices. Our comprehen-
sive survey delves into XR solutions, dissecting the associated
challenges in education, training, and skill enhancement across
diverse domains through IoE applications within the metaverse
context. Specifically, we spotlight the foundational concepts
underpinning XR and IoE technology, along with the critical
features embedded within metaverse frameworks to enhance
training and skill development. Furthermore, we underscore the
invaluable contributions made by the metaverse, leveraging XR
and IoE technology to cater to a diversified array of training and
educational services. In addition, we identify pending issues that
must be addressed to sustain the development of XR-based train-
ing supported by IoE devices, to expand services into the realm of
immersive education. Although the scope of this survey does not
encompass the latter, it offers a comprehensive understanding of
the state-of-the-art features of XR and IoE devices, which align
seamlessly with the demands of a metaverse in the realm of
training. Finally, our article outlines potential avenues for future
research, signaling promising directions in this domain.
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