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Student Perceptions of ChatGPT Use in a College
Essay Assignment: Implications for Learning,

Grading, and Trust in Artificial Intelligence
Chad C. Tossell , Nathan L. Tenhundfeld , Ali Momen , Katrina Cooley , and Ewart J. de Visser

Abstract—This article examined student experiences before and
after an essay writing assignment that required the use of ChatGPT
within an undergraduate engineering course. Utilizing a pre–post
study design, we gathered data from 24 participants to evaluate
ChatGPT’s support for both completing and grading an essay
assignment, exploring its educational value and impact on the
learning process. Our quantitative and thematic analyses uncov-
ered that ChatGPT did not simplify the writing process. Instead,
the tool transformed the student learning experience yielding mixed
responses. Participants reported finding ChatGPT valuable for
learning, and their comfort with its ethical and benevolent aspects
increased postuse. Concerns with ChatGPT included poor accu-
racy and limited feedback on the confidence of its output. Students
preferred instructors to use ChatGPT to help grade their assign-
ments, with appropriate oversight. They did not trust ChatGPT to
grade by itself. Student views of ChatGPT evolved from a perceived
“cheating tool” to a collaborative resource that requires human
oversight and calibrated trust. Implications for writing, education,
and trust in artificial intelligence are discussed.

Index Terms—Artificial intelligence (AI), ChatGPT, education,
student perceptions, writing.

I. INTRODUCTION

G ENERATIVE artificial intelligence (AI) tools are pene-
trating society at an incredible rate and have produced

significant disruption, particularly with the release of ChatGPT
[1]. Writing as a uniquely human activity appears to be under
threat with the onset of tools that can generate movie scripts,
news articles, and journal manuscripts [2]. In education, the
launch of ChatGPT has resulted in mixed feelings among ed-
ucators [3], popular media [4], and researchers [5] with some
declaring the college essay now dead [6] or banning the use of
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ChatGPT [7]. As reported by Sullivan et al. [5], roughly 33% of
1000 students surveyed used ChatGPT for their writing and, out
of those students, 75% acknowledged it as cheating [5]. Others
are more optimistic that the use of AI will change education and
essay writing for the better [3]. ChatGPT can provide students
with immediate and personalized feedback, flexible learning,
and accessibility [8]. These technologies also have the potential
to make completing mundane tasks more efficient [9], including
grading, answering common student queries, virtual tutoring,
and developing course plans and materials [10]. While these
groups acknowledge the potential benefits, they also underscore
ethical concerns, challenges to traditional assessment methods,
and questions regarding the readiness of AI for higher education
[5], [11].

Although educators, researchers, and popular media have
mixed feelings about AI-based technologies in education, it is
less clear what students think. In early 2023, a survey of over
1000 undergraduate and graduate students revealed one in five
students had used ChatGPT on their assignments and essays
[12]. Elsewhere, over 50% of students reported that they were
tempted to cheat using ChatGPT [13]. Engineering students
found it helpful in a design project for a college engineering
course [14] and believe that large language models (LLMs) that
power applications, such as ChatGPT, can change education for
the better [9]. Beyond these few studies, it appears that, while
there is an explosion of publications on LLMs, there are still
very few studies on student perceptions of these technologies.

To address this gap, the current study provides an empirical
analysis of student perceptions of ChatGPT use in a college
essay in an undergraduate human factors’ engineering course.
The assignment deliberately mandated the use of ChatGPT. We
obtained the perceptions of ChatGPT before the assignment.
Then, after the use of ChatGPT to complete an essay, obtained
perceptions of ChatGPT after using it. Previous research has in-
dicated that new technological capabilities do not always change
human perceptions and performance in expected ways [15].
Additionally, student perceptions play a vital role in shaping
their motivation, engagement, and academic achievement [14],
[16], [17]. As such, this study aims to provide quantitative
and qualitative analyses of student perspectives of ChatGPT
to fill this gap in the literature with a more informed and
nuanced understanding of the use of AI in education. This article
also seeks more practical contributions, including user-centered
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recommendations, for effectively integrating ChatGPT in both
digital and physical classrooms, enhancing its use in writing as-
signments, improving AI technologies, and informing teachers
with LLM-supported grading.

A. Related Work

The emergence of AI tools, including ChatGPT, has brought
about new possibilities and challenges in education. These tech-
nologies have changed teaching and learning, including how
teachers interact with students, develop course material, tutor,
and assess (see [18] for a review). ChatGPT was effectively
leveraged to provide interactive dialogues with students to help
them learn a new language [19]. In Science, Technology, Engi-
neering, Mathematics (STEM) education, ChatGPT has shown
promise in physics [20], math [21], design [14], and engineering
[22]. Based on these results, scholars have argued that more
capable tools, including ChatGPT, can become integral to more
effective writing, akin to calculators supporting advanced math-
ematical computations [23]. Beyond support in the traditional
educational settings, there have been several applications of
AI-based tools to enhance personalized learning, better support
students with disabilities and inclusivity, and help to make
teaching and grading more efficient [10].

Although there is excitement based on this research and
the innovative leaps in the development of LLMs, these AI
tools have generated new concerns and exacerbated previous
challenges [5]. These include copyright issues, bias, trustworthi-
ness, excessive reliance on the technology, and the difficulty of
effectively incorporating AI-based tools into teaching practices
[24]. In addition, AIs limited knowledge base and inconsistent
factual precision have been recognized as significant drawbacks
[25]. One concern is the potential for perpetuating bias and
reinforcing the existing inequalities. Language models, such as
ChatGPT, learn from vast amounts of data, including potentially
biased or discriminatory sources, which can result in biased or
discriminatory outputs. Finally, the mere availability of the tool
can lead to distrust. For example, a teacher attempted to fail
an entire class of students based on the incorrect suspicion of
wide-spread ChatGPT use [7]. Given the debate about its ability
to accurately perform human tasks, the morality of using the tool,
and the distrust of its use, it is especially important to investigate
trust in ChatGPT [26], [27].

AI, with its ability to analyze vast amounts of data and perform
complex tasks, has also made inroads into grading systems.
Automated grading algorithms have been developed to assess
student assignments, saving time for educators, and providing
prompt feedback to learners. Automated writing evaluation
(AWE) technologies, for example, can help teachers save time
in assessing writing, encourage more writing practice, and com-
plement writing instruction. Student perspectives on AWE are
diverse [28], [29]. In one study, students rated AWE favorably in
terms of ease, enjoyment, usefulness, and fairness. They reported
revising more and increasing their confidence after using the
system. However, students tended to focus on low-level writing
feedback and sometimes felt overwhelmed by the amount of
feedback provided. When directly asked about their preferences
for human versus automated feedback, students tended to prefer

comments from teachers or peers rather than computers [30],
[31], [32].

B. Importance of Student Perceptions in Education

Student perceptions play a vital role in shaping their mo-
tivation, engagement, and academic achievement [14], [16].
Positive perceptions of the learning experience can enhance
students’ engagement and motivation, leading to improved aca-
demic outcomes. Conversely, negative perceptions can result
in disengagement, reduced motivation, and hindered academic
success. In one of the only studies that investigated student
perceptions of ChatGPT to date, Shoufan [14] assessed how
students perceived ChatGPT and its impact on their learning
[14]. In the first stage, students were asked to evaluate ChatGPT
after using it to complete a learning activity, and their responses
were analyzed through coding and theme building. In the second
stage (three weeks later), a questionnaire was administered
revealing that students found the tool helpful for their studies
and work. However, students also acknowledged that ChatGPT’s
answers were not always accurate and recognized the need for
background knowledge to effectively work with the tool. Despite
its limitations, most students remained optimistic about future
improvements in ChatGPT’s performance. Outside of this study,
most reports have predominantly examined the LLM system’s
capabilities by engineers, educators, and researchers rather than
students’ perspectives in a natural setting.

C. Current Study

This study explores student perceptions before and after the
use of ChatGPT as a part of an essay writing assignment within
a Human Factors Engineering in Design course at the United
States Air Force Academy (USAFA). In contrast to previous
studies, our analyses focus on student perceptions of the technol-
ogy for an actual essay assignment requiring the use of ChatGPT.
We assess student responses to address three research questions
(RQs).

RQ1: What are students’ perceptions of an assignment requiring the
use of ChatGPT?

RQ2: What are student perceptions of ChatGPT to support their
learning and are they comfortable taking responsibility for the con-
tent it produces?

RQ3: Do students trust ChatGPT and how does this impact their
intent to rely on it for future assignments and for grading?

II. METHOD

To investigate our RQs, a mixed-methods approach combin-
ing the strengths of quantitative and qualitative methods in edu-
cation was used [33], [34]. The quantitative phase primarily used
self-report ratings on Likert items using a pre–post test approach.
For the qualitative phase, two open-ended questions were asked
and then analyzed to further understand the quantitative findings.

A. Participants

Participation in this study was voluntary and did not impact
final grades in the course. A total of 24 of 47 cadets (8 women)
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TABLE I
STUDENTS’ EXPERIENCE WITH CHATGPT BEFORE THE ASSIGNMENT

that were enrolled in the course completed both the pre- and
post-surveys. All participants who completed the pre-survey
also completed the post-survey. Participants were in their senior
year at USAFA with a mean age of 22.25 (SD = 1.23). The
participants in this study, mirroring undergraduates in compara-
ble engineering programs, had successfully completed a diverse
range of foundational courses, including (but not limited to)
calculus, mechanics, electrical circuits, thermodynamics, and
their specialized electives. Unlike other undergraduate students,
all USAFA cadets are required to take additional engineering
courses in astronautical, aeronautical, mechanical, and electri-
cal engineering regardless of their engineering focus. At the
time of this study, cadets reported very limited experience with
ChatGPT (see Table I). None had used ChatGPT for a course
assignment.

B. Setting

USAFA is an undergraduate educational institution where stu-
dents are cadets in the military and undergo rigorous academic,
physical, and leadership training to become officers in the United
States Air Force or United States Space Force. Cadets are known
to value honor as demonstrated by their adherence to the Honor
Code: “We will not lie, steal, or cheat, nor tolerate among us any-
one who does.” This code reflects the academy’s commitment
to fostering an environment of integrity, honesty, and ethical
conduct among its cadets. Confidentiality and anonymity were
maintained throughout the research process.

The course “Human Factors Engineering in Design” is the
final course in the human systems engineering major at USAFA
and is required for all senior cadets majoring in this ABET-
accredited degree program. It is an advanced course covering
topics, such as robotics, extended reality, ethics, theories, and
methods in design. It adopts a graduate seminar format, empha-
sizing active participation and interaction rather than traditional
lectures.

Grades in the course were determined based on several
components. Students were required to participate in critical
discussions online, active participation in class, and the sub-
mission of two papers—one analyzing a journal article and
another addressing current Human Factors/Human-Computer
Interaction (HF/HCI) challenges (i.e., the final course paper)—
also contributed to the final grade. For this final paper, stu-
dents were required to use ChatGPT and were offered the
opportunity to fill out questionnaires about their percep-
tions of and experiences with ChatGPT as a part of this
assignment.

C. Assignment

The final paper assignment involved writing an essay on
a topic covered in class to extend the online and in-class
discussions. Students were expected to present an intriguing
point related to the topic; one that may not have been apparent
without prior discussions and readings. The essay needed to
reference ideas from class and various assigned readings, use
additional sources, and extend the discussion by incorporating
these additional sources. Students were required to submit three
components near the end of the semester:

1) an initial draft listing the uncorrected portions generated
by ChatGPT and any human-generated content;

2) a second draft with corrections made by the student,
highlighting and addressing any errors made by the AI;

3) the final polished paper.
The final polished paper was required to adhere to a five-page

limit, following the conference paper template of the Human
Factors and Engineering Society. In the rubric provided to
students, the paper needed to demonstrate novelty, structure,
a strong case, technical understanding, and a clear English
presentation. The full assignment description and the rubric were
presented to students halfway through the semester and they
were given roughly eight weeks to complete their essays.

D. Procedure

Nearly halfway through the course in the Spring Semester of
2023, students were provided the ChatGPT-supported assign-
ment description (summarized above) on a physical handout.
They were given roughly 5 minutes to read the assignment.
Immediately after reading the assignment description, we ad-
ministered the pre-survey with items described in Section III.
Students then completed the assignment over the last half of
the semester (roughly two months) and every cadet submitted it
online ahead of the due date. After submission, they then had the
option to complete the post-survey and open-ended questions.
Their essays were graded and used for their formal grade in the
course. However, their anonymous participation in completing
the surveys associated with this study was not factored into the
essay or final grades.

E. Measurement of Perceived Assignment Difficulty and
Quality

To address RQ1, we assessed student expectations of the
assignment concerning difficulty, quality, and anticipated grade
with single-item measures (see Appendix). Consistent with prior
research, the validity and reliability of single-item measures have
been demonstrated in self-assessments of learning (e.g., [35],
[36], and [37]). Participants rated the “difficulty of the assign-
ment” on a Likert scale from 1 (very easy) to 7 (very difficult).
Participants indicated their expectations on the “quality of this
paper” on a Likert scale from 1 (lower) to 7 (higher). Participants
were prompted to “Estimate what grade percentage (1%–100%)
you believe you will obtain for this assignment” and provided
their response in a text box.
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F. Measurement of Perceived Learning and Responsibility

To address RQ2, we used questions about the learning value
and the students’ comfort in taking ownership of their work.
Historical studies [29], [38] have highlighted the effectiveness of
self-reports as a genuine measure of student learning, especially
under conditions of anonymity. Due to the absence of more
direct student learning metrics in the course, we utilized “per-
ceived learning value” and “relative learning value” as suitable
alternatives based on research on self-efficacy [84]. Participants
assessed the educational value of the assignment on a Likert
scale from 1 (not very valuable) to 7 (very valuable). Participants
compared the assignment’s learning value with other papers,
rating it on a Likert scale from 1 (not very valuable) to 7 (very
valuable). Participants expressed their “comfort level in being
responsible for all content created by ChatGPT” on a scale from
1 (very uncomfortable) to 7 (very comfortable).

G. Measurement of Perceived Trustworthiness

To address RQ3, we assessed the perceived trustworthiness
of ChatGPT and the participant’s trust in ChatGPT. We utilized
the updated Multi-Dimensional Measure of Trust (MDMT),
Version 2 questionnaire, containing subscales, such as reliable,
capable, ethical, transparent, and benevolent [40]. This survey
was selected because of its reliability (our items: α > 0.90) and
for its strong theoretical justification to distinguish performance
(reliable and capable) and moral (ethical, transparent, and benev-
olent) trustworthiness [41] and validation [40], [42]. The MDMT
was executed as prescribed with 4 items per dimension, totaling
20 items. One additional item of “trustworthy” was added to test
how well the single item reflected the entire scale in line with
efforts to make more efficient trust scales [43], [44]. Participants
ranked these 21 questions about ChatGPT on a scale from 0 (not
at all) to 7 (very).

H. Measurement of Trust in and Reliance on ChatGPT

To measure trust, participants expressed their likelihood of re-
lying on the agent in future situations using a Likert scale from 0
(strongly disagree) to 7 (strongly agree) [45] with items focused
on whether participants would monitor ChatGPT’s outcomes as
well as rely on it in future scenarios (α > 0.74). This measure
has been used previously to assess trust directly and serves as a
good way to distinguish trustworthiness of an automated agent
from trusting that agent [43], [42], [45]. We adjusted the first
four items to remove references to “surveillance” and “route,”
which were used in the original survey to refer to an automated
navigation system.

We also assessed to what degree students trusted a grade
assigned by ChatGPT and their preference to be graded by
ChatGPT or the instructor. These measures were adapted for this
essay assignment in education from surveys used in studies in
military surveillance and training [46] and autonomous driving
[47]. As shown in the Appendix, trust in grading was mea-
sured by agreement or disagreement rated with three statements
concerning the trust in fairness of grading by the instructor,
ChatGPT, and a combination of both. Ratings were provided on
a Likert scale from 1 (strongly disagree) to 7 (strongly agree).

Participants also selected their grading preference among the
instructor, ChatGPT alone, or a combination of the instructor
with ChatGPT.

Finally, we measured propensity to trust, a construct used to
capture individual difference attitudes toward trust in machines
[48], [49], [50], [51], [52]. This measure uses six items to
characterize individual trait-based trust [53].

I. Open-Response Questions

To provide context to the quantitative measures, we asked
participants to respond to two open-ended questions after sub-
mitting their assignment: First, Please provide the overall com-
ments on your experience using ChatGPT on this assignment,
and second, how do you think ChatGPT should be integrated
with education in the future?

J. Data Analysis

Data were analyzed with various parametric (t-tests) and non-
parametric (chi-squared) tests. In addition, Bayes factors (BF10)
were used to provide evidentiary weights for the null/alternative
hypothesis. Bayes factors provide a useful alternative to para-
metric statistics for smaller sample sizes because they are rela-
tively immune to sample size for two reasons. Bayes factors only
depend on observed data, not sampling characteristics. Bayes
factors are also more coherent because inferential statements,
based on comparing the null hypothesis and the alternative
hypothesis, are mutually consistent as required by probability
theory ([54]; for more in-depth review, see [55]).

To interpret Bayes factors, any value above 1 is considered
the relative likelihood that the alternative hypothesis is true.
For example, a BF10 of 20 means that, given the data, the
alternative hypothesis is 20 times more likely than the null.
Conversely, values under one are the evidentiary weight in
favor of the null hypothesis; a BF10 of 0.05 means that, given
the data, the null hypothesis is 20 times more likely than the
alternative. Traditionally, interpretations consider a BF10 of less
than 3 to be anecdotal evidence, 3–10 to be moderate, 10–30
to be strong, 30–100 to be very strong, and greater than 100
to be extreme evidence for the alternative hypothesis [56]. The
inverse of those values gives the interpretation cutoffs for the
evidentiary weight of the null hypothesis. In addition, because
Bayes factors do not rely upon arbitrary decision cutoffs, such
as p-value thresholds as a part of null-hypothesis significance
testing, corrections are not needed for multiple tests as one
is interpreting the cumulative evidentiary weight rather than
making a binary determination about the existence of an effect
[57]. In addition to Bayes factors, where appropriate, Cohen’s d
was used for effect sizes with the ability to distinguish small
(d = 0.2), medium (d = 0.5), and large (d = 0.8) effect
sizes [58].

The perceived trustworthiness scale (MDMT) gives users the
option to select “does not fit” in their response option. We,
therefore, evaluated whether there was a significant difference
between the frequency with which participants selected “does
not fit” as a function of the dimension and between pre and
post. We ran a chi-square on the five dimensions, excluding the
trustworthy question. We chose to exclude this item because it
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Fig. 1. Students’ perceptions of ChatGPT in assignment, context of learning, and trustworthiness prior to completing the assignment (blue) and (red) relative to
a midline (dotted line). Error bars represent +/− 1 SEM.

was added by us for this study and was not a part of the original
five dimensions.

Open-ended responses were submitted to a thematic analysis,
using ChatGPT (May 24th, 2023, version 4.0) to code responses.
While the use of ChatGPT for thematic analyses is novel, the
use of LLMs, which underlie ChatGPT, have demonstrated
exceptional summarization abilities [59], [60] and can reduce
experimenter biases human evaluators may have in this domain
of qualitative work [61]. As such, we leveraged the summariza-
tion capabilities and the authors independently reviewed and
verified the veracity of the summary. To verify, the authors read
through the open-ended responses and compared them against
the themes generated by ChatGPT. The authors looked for any
hallucinations or mischaracterizations of what was said, but none
were found.

III. RESULTS

A. Course Grades

The instructor assessed all 47 student essays with the tailored
rubric developed for this assignment. The resulting scores (M
= 85.3%, SD = 8.9%, LL = 51%, and UL = 97.5%) were
comparable to scores from previous semesters for similar pre-
ChatGPT essay assignments in this course as graded by the same
instructor.

B. Perceived Difficulty of Assignment and Quality of Essay
Produced

Fig. 1 shows the comparisons of pre- and post-survey re-
sponses for items rated on a Likert scale relative to a midline.
Considering RQ1, participants found the assignment difficult
both before and after completing the essay. Prior to completing
the assignment, participants’ anticipated that the difficulty of
the essay assignment requiring ChatGPT use was significantly
lower (M = 4.88 and SD = 0.85) than their reported difficulty
after completing the assignment (M = 5.25 and SD = 0.61),
t(23)= 2.10, p= 0.05, BF10 = 1.37, and d= 0.43. This was also
represented by a significant decrease between their self-reported

anticipated grade from before the assignment (M=88.28 and SD
= 3.68) and their self-reported anticipated grade from after the
assignment (M = 86.33 and SD = 5.85), t(22) = 2.42, p = 0.02,
BF10 = 2.34, and d= 0.50. There was also a significant decrease
between the quality participants expected on this article, relative
to their other assignments, before the assignment (M = 5.48 and
SD = 0.99) compared to after the assignment (M = 4.75 and SD
= 1.42), t(22) = 2.51, p = 0.02, BF10 = 2.77, and d = 0.52.

C. Perceived Learning and Responsibility

Considering RQ2, participants’ expectation of the learning
value of ChatGPT was somewhat high before they completed
the essays (M = 5.43 and SD = 1.04) and this did not change
significantly after they completed their essays (M = 5.57 and
SD = 1.17), t(22) = 0.59, p = 0.55, BF10 = 0.38, and d = 0.23.
Compared to other assignments, cadets thought this assignment
was more valuable both before completing the assignment (M
= 5.46 and SD = 1.13) and after (M = 5.57 and SD = 1.13).
Cadets were not very comfortable taking responsibility for the
assignment both before (M = 3.71 and SD = 1.58) and after
completing their essays (M = 3.82 and SD = 1.66). Differences
between pre- and post-survey scores were not significant for
learning value, relative learning, and comfort scores.

D. Perceived Trustworthiness of ChatGPT

Considering RQ3, perceived levels of trustworthiness of Chat-
GPT differed. There was a significant increase between pre and
post on the ethical subscale, t(22) = 4.21, p < 0.01, BF10 =
86.59, and d = 0.88, and between pre and post on the benevolent
subscale, t(17) = 2.35, p = 0.03, BF10 = 2.10, and d = 0.55.
There was no significant difference between pre and post on the
reliable subscale, (t(22) = 1.31, p = 0.21, BF10 = 0.61, and d =
0.27), competent subscale (t(22) = 1.91, p = 0.07, BF10 = 1.03,
and d= 0.40), transparent subscale (t(22)= 1.94, p= 0.07, BF10

= 1.07, and d= 0.40), or on the single item of trustworthy (t(19)
= 0.20, p = 0.844, BF10 = 0.24, and d = 0.05) (see Fig. 2). For
the “Does not Fit” data, there was no significant difference in
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Fig. 2. Average scores on each dimension of the multidimensional trust scale. Error bars represent +/− 1 SEM.

Fig. 3. Grading preferences (frequency) and mean trust ratings by an agent.
Error bars represent ± 1 SEM.

the frequencies as a function of each of the five dimensions and
pre versus post, X2 (4, N = 142) = 4.80 and p = 0.31.

E. Trust Propensity, Trust in, and Reliance on ChatGPT

Further considering RQ3, there was no significant difference
in the propensity to trust before their interaction (M = 3.46 and
SD = 0.84) and after completing the assignment (M = 3.73
and SD = 0.58), t(21) = 1.53, p = 0.14, BF10 = 0.61, and d
= 0.33. Furthermore, cadets’ intent to rely on ChatGPT prior
to completing their essays was somewhat low (M = 4.07 and
SD = 0.91) and was not significantly different from their intent
to rely on ChatGPT after completing their essays (M = 4.23
and SD = 1.28), t(22) = 0.753, p = 0.46, BF10 = 0.282, and
d = 0.16.

F. Trust in Grading

In addition, participants indicated a significant difference in
trust in the grading process between instructor only, ChatGPT
only, and a combination of the instructor and ChatGPT, F(2,
46) = 26.68, p < 0.01, BF10 > 1000, and η2 = 0.537 (see
Fig. 3). Posthoc analyses indicated that participants trusted the

instructor (M = 6.29 and SD = 1.08) significantly more than
ChatGPT alone (M = 4.29 and SD = 1.52), p < 0.01, BF10, U

> 1000, and d = 1.48, the instructor more than the instructor
and ChatGPT together (M = 5.50 and SD = 1.22), p < 0.01,
BF10, U = 7.339, and d = 0.586, and between ChatGPT alone
and the instructor and ChatGPT together, p < 0.01, BF10, U >
1000, and d = 0.90. Despite this clear difference in trust, 15 of
the 24 would have preferred the instructor and ChatGPT grade
together (the other 9 preferred the instructor alone and no one
preferred ChatGPT alone). As shown in Fig. 3, this represented
a significant difference between observed frequencies, X2(2, N
= 24) = 14.20 and p < 0.01. There was no significant difference
in anticipated grade or for the assignment as a function of who
the students preferred to grade the assignment, t(22) = 0.79, p
= 0.44, BF10 = 0.48, and d = 0.33.

G. Relationships Among Trustworthiness, Trust Propensity,
and Trust

Across both observations, we regressed average trust propen-
sity and perceived trustworthiness on intent to rely upon. The
model was a significant predictor of intent to rely upon, F(2, 20)
= 34.357, p < 0.001, and r 2 = 0.77, with both trust propensity
(β = 0.342 and p = 0.018) and perceived trustworthiness (β =
0.631 and p < 0.001) as significant predictors.

H. Qualitative Analysis for Open-Response Questions

We submitted cadet responses to the two open-ended ques-
tions to a thematic analysis using ChatGPT. ChatGPT was given
the following instructions: “Conduct a thematic analysis on the
responses below. For context, these responses were given to a
question that asked about participants’ general experiences using
ChatGPT on this assignment.” Table II was written by ChatGPT,
with minor edits made by the human authors.

As shown in Table II, cadets’ responses to the assignment
demonstrated a range of perspectives. On the one hand, the
assignment was met with enthusiasm, as evidenced by one cadet
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TABLE II
THEMES AND FREQUENCY COUNTS BY QUESTION

who described it as the “coolest assignment” they had encoun-
tered, expressing their belief in the transformative potential of
AI tools, such as ChatGPT for the future:

“Coolest assignment I’ve done to date. I think tools like ChatGPT
will change our future and assignments like these are paramount to
understanding the direction we want to take them.”

On the other hand, it was apparent that the cadets’ views
on the assignment’s learning value were more varied and some
expressed the shift in the skills being assessed:

“I thought it was more of an assessment of our editing skills then our
opinions on the topic.”

While the cadets acknowledged the exposure to cutting-edge
technology, concerns emerged regarding the assignment’s appli-
cability to assessments and its potential for grading. One cadet
noted that, while they found the experience valuable, they were
not comfortable with ChatGPT being involved in the grading
process:

“I thought it was a great exposure to the technology that we are going
to be seeing so much more of in the future! I recommend keeping this
assignment, but I don’t recommend having ChatGPT grade it.”

This apprehension seemed to indicate a lack of trust in the AIs
ability to provide reliable and accurate assessments. Students’
open-ended responses also uncovered cadets’ overall trustwor-
thiness and comfort level when working with ChatGPT. Several
participants expressed feelings of discomfort, likely stemming
from the assignment’s departure from their norms. Wrestling
with ChatGPT’s responses and seeking ways to integrate them
effectively highlighted the cadets’ commitment to taking respon-
sibility for their work:

“I think it was an interesting assignment, although I felt a little
uncomfortable doing it just because it was outside of my norm. I found
myself wrestling with ChatGPT on some parts but I feel like there
were times it provided some decent feedback that I could improve on.
In my mind it is still nothing more than a tool and I find it difficult to
rely wholly upon it.”

IV. DISCUSSION

In this study, we explored student perceptions of ChatGPT
in the context of essay writing within an engineering course
focusing on three RQs tied to the following:

1) ChatGPT use in an assignment;
2) its capabilities to support learning;
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3) student trust and comfort in relying on ChatGPT for future
assignments and grading.

Our results showed that ChatGPT did not make the writing
assignment easy but changed it in ways that yielded perceived
learning benefits for students. The thematic analysis revealed a
shift in student perception, evolving from viewing ChatGPT as
a potential “cheating tool” to recognizing it as a collaborative
resource requiring human oversight, technical aptitude, subject-
area proficiency, and calibrated trust. After use, students rated
ChatGPT as a valuable tool for learning and more ethical and
benevolent relative to their perceptions before use. Students’
low comfort in taking responsibility for the assignment could
be attributed to ethical concerns, given the high percentage of
students who believe using ChatGPT is akin to cheating [12].
Additionally, the lack of full confidence in the accuracy and
reliability of ChatGPT’s output likely contributed to students’
discomfort after the assignment. These findings highlight the
complex dynamics associated with integrating AI tools, such as
ChatGPT, into higher education.

Students did not want to be evaluated on this assignment by
ChatGPT alone, instead preferring to be graded by ChatGPT
and the instructor together or by the instructor alone. Overall,
our results reveal that technologies, such as ChatGPT, do not
eliminate the need for student and instructor engagement, but
rather complement it, requiring judicious trust and a blend of
human skill and AI capabilities. In educational contexts, this
integration of AI tools with student participation seemed to
foster an effective learning experience according to students,
yet also revealed areas where ChatGPT and its integration could
be improved.

A. Implications for Student Learning

STEM and non-STEM educators should be encouraged to
integrate AI technologies in deliberate ways to promote student
learning, with some caution. An assignment requiring the use of
ChatGPT to produce better papers was widely accepted by stu-
dents as valuable. Some students were enthusiastic, describing it
as the “coolest assignment” they had encountered, emphasizing
the transformative potential of AI tools, such as ChatGPT for
the future. The assignment was also viewed by students as
difficult and more difficult after they used ChatGPT to complete
it. While some of this was due to usability and related concerns
with ChatGPT, the assignment also required “more” from our
students: both in terms of the number of drafts required to turn
in (i.e., three versions of the paper) and the overall quality
expected. ChatGPT helped them reach higher levels as students’
self-reported assessment of their paper quality was high. Despite
this result, grades for this assignment were comparable to grades
for similar essay assignments that did not mandate the use of
ChatGPT. It is possible that the beneficial or detrimental effects
of ChatGPT are more subtle, such as the finding that the tool is
particularly beneficial for weaker performers [87].

While students recognized the learning value and improved
essay quality facilitated by ChatGPT’s feedback, they also grap-
pled with calibration issues between their initial expectations
and the actual outcomes. This could be a double-edged sword

for educators. On the one hand, engaged learning is a cornerstone
of successful knowledge and skill acquisition [62], [63], [64],
[65], and reviewing, critiquing, and editing papers are effective
for engaged learning [66]. The more critical students are in
their reviews of others’ papers, the better they do on their own
work, and this leads to better learning of writing skills and more
knowledge of the subject material itself [66]. Reasons for this
include that their reading is not passive, but active and critical
to identify the aspects of writing to keep, but also elements they
want to avoid (e.g., poor writing structure and mistakes). Like
assignments requiring students to critique their peers, the essay
assignment used in this study required participants to critique
ChatGPT output. This active reviewing, editing, and writing
are integrated to reinforce the other and this is invaluable to
student learning [67]. Based on our results, students recognized
the learning benefits of integrating AI tools, such as ChatGPT,
in educational settings.

On the other hand, some of the student engagement with Chat-
GPT was frustrating and did not seem beneficial for learning.
Recall the theme ChatGPT produced in its thematic analysis of
students’ open-ended responses:

“ChatGPT performed poorly on the assignment and was often very
repetitive. It was difficult to use and did not do a good job.”

Participants mentioned challenges in creating prompts, man-
aging word counts, and dealing with repetitive language. These
findings indicate the need for clear practical guidelines and in-
structions for students to optimize their interactions with AI tools
and streamline the assignment process, which instructors should
provide. Guidance and training on creating suitable prompts, for
example, can help students optimize their use of AI tools and
reduce potential frustrations.

B. Design Recommendations for LLMs in Education

The findings also point to the further development and cus-
tomization of LLMs for educational contexts. AI developers
should continue refining and improving language models, such
as ChatGPT, to enhance their effectiveness and reliability. Com-
mon issues, such as repetitive language generation and inade-
quate essay production, should be addressed to ensure a more
seamless and valuable user experience. Furthermore, metadata
could be provided about the tool’s confidence to assess whether
it is producing the accurate output for a specific prompt, by
providing a hallucinating score, for example. Such confidence
indicators have been known to increase trust calibration [68],
[69] and help to increase the transparency of the tool [70].
ChatGPT was not designed specifically for student learning. As
LLM capabilities are enhanced and more customized AI tools
are developed for education, it is likely to be better for more
tailored student engagement.

C. Improving the Writing Process With ChatGPT

Instructors should further experiment with integrating Chat-
GPT intentionally [71] versus open-ended use by considering the
iterative and dynamic nature of the writing process, as well as the
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Fig. 4. Adapted from Hayes’ (2012) model of writing [75]. ChatGPT as a
“Collaborator” helps “propose” by generating ideas, “translate” by converting
concepts to text, “evaluate” by providing feedback, and “transcribe” by drafting
content. This new process likely impacts the traditional human writing schemas.

specific functions that need to be performed to accomplish a writ-
ing assignment (see Fig. 4). We deliberately designed the task to
tradeoff text generation by ChatGPT, editing by the human, and
then combining the product. By design, combined human and AI
teaming was necessary for the successful completion of the task
[72], as is mostly the case with the human use of automated tools
[73] and human–autonomy teaming [74]. This approach is often
advocated when automation is not perfect, and interdependence
is required to create good team performance [68]. Guiding
students to collaborate with the AI, instead of preventing its use,
or allowing supervised use without specific constraints could be
beneficial to discover the best way to integrate ChatGPT into
course assignments.

It is not clear yet where ChatGPT can be most effective in
the writing process when working collaboratively with people,
as opposed to strictly working by itself, but our data suggest
some possible directions. Students indicated it could be useful in
the early stages of idea generation, providing topic information,
producing text from rough ideas, and reviewing the text. Other
potential uses could be in specific roles at the process level
(proposing, evaluating, and transcribing) or providing high-
level writing schemas and monitoring them at the control level
(see Fig. 4 [75]). Students can further be encouraged to use
AI-generated content as a starting point and then iteratively
refine and enhance their essays. Others have suggested using
ChatGPT to prepare outlines, revise content, proofread the paper,
or reflect on the writing [71]. This approach can foster a deeper
understanding of the writing process and enable students to de-
velop their skills through active engagement with AI technology.
Traditional schools and platforms, such as Khan Academy and
Udacity, are increasingly exploring the integration of AI tools,
such as ChatGPT, to enhance personalized learning experiences
and to supplement their existing course materials.

As discussed above, even simple integration of AI tools to
encourage exchanges with ChatGPT likely yielded valuable
repetition to practice the skill of writing in an iterative way.
One study examined the performance of over 4000 students
using project essay grading automated grading for writing and
revising essays with feedback [76]. Students who revised their
papers achieved small score increases with each draft, although
the rate of growth diminished over time, reaching a plateau
around the 11th or 12th revision. LLMs offer the potential to

provide more precise and effective feedback, perhaps requiring
fewer revisions because of enhanced feedback; however, more
research is needed to determine the differences between other
ways of learning to write versus a more cyclic ChatGPT-writing
approach. The taxonomy for levels and degrees of automation
could be helpful as an initial guide [77], [78], [79] to distinguish
between the use of AI for initial ideas and inspiration (low
writing automation) to using AI for early drafts, feedback, and
edits (medium writing automation) and purely AI-generated
work with little human input.

D. Implications for Grading

Most students preferred the instructor to use ChatGPT to
support grading and fewer students preferred the teacher alone or
the LLM alone. Before ChatGPT, AWE technologies were devel-
oped to help teachers save time in assessing writing, encourage
more writing practice, and complement writing instruction in
the classroom. Similar to AWEs, ChatGPT can assess essays in
seconds and enable teachers to assign more writing tasks without
an overwhelming increase in workload. Still, students expressed
the importance of human oversight: one of the strongest effects
of this study was that no student wanted to be graded by
ChatGPT alone. This result appears to be consistent with a
preference to receive writing feedback from teachers or peers
rather than computers [30], [31], [32]. The strong reluctance
to rely on ChatGPT alone for grading suggests the need for
further investigation into the factors influencing students’ trust
and confidence in AI-generated outputs, particularly when they
bear personal responsibility for the final work. This also raises
questions about the role of AI in the evaluation of student work.
It seemed that when the stakes were high (e.g., assigning official
grades), human instructor involvement was perceived as critical.
Despite this preference, and the high trust in the instructor
alone, most students preferred to be graded by the instructor
and ChatGPT together. It is possible that students thought that
some involvement of ChatGPT, as an assistive tool perhaps, in
grading would be beneficial rather than the instructor grading by
himself. This result speaks to a potential required shift in work
for both teachers and students in academic settings.

E. Implications for Trust in AI

Our study is among the first to rigorously explore trust in AI,
using ChatGPT, within the education domain extending the ex-
isting trust models, originally developed for human–automation
interaction, to a novel setting [43], [50], [80]. Our regression
model showed strong support for existing trust models and
previous research validating our theoretical and measurement
framework and investigations of trust with ChatGPT specifi-
cally [43], [48], [81], [86]. Moreover, our study extends our
understanding of trust in AI by highlighting the pivotal role of
moral trust, particularly in the realms of ethical and benevolent
trustworthiness, in shaping the overall trust and reliance on AI
systems, such as ChatGPT. The increase in these dimensions
after using ChatGPT (with medium to large effect sizes) was
novel. It is possible that students perceived ChatGPT to be more
ethically trustworthy because they received content violation
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messages while using the program, indicating that ChatGPT tries
to adhere to OpenAIs content policy. Such behavior may have
increased perceptions of the moral competence of ChatGPT,
which can increase trustworthiness [42]. Ethicality may have
further increased because students perceived ChatGPT as pro-
viding information without personal beliefs or opinions. Benev-
olence trustworthiness may have increased because students
observed ChatGPT’s behavior to be very helpful and responsive
to feedback from the user. While ChatGPT was considered
trustworthy overall, intent to rely on ChatGPT was lower, which
is consistent with findings from previous work [42], [85]. This
result suggests that students understood ChatGPTs’ capabilities
but also realized that they could not fully depend on it alone
to complete the assignment; a conclusion consistent with the
decades of human factors automation research that demonstrates
automation does not replace the human but changes the way we
work with technology [15], [77].

F. Limitations

There were a few limitations to this study. Most notably,
the sample size was relatively small taking the advantage of
timing, where ChatGPT had not been widely used by students
yet and certainly not incorporated into curricula. Low sample
sizes are not uncommon with early studies on technology inte-
gration, including for ChatGPT [8], smartphone use [82], and
robots [83], presenting a tradeoff between the impact of novel
technology use and the generalizability of results. However,
we do believe that our sample was representative of senior
undergraduate engineering students as well as novice scientific
writers. The use of Bayes factors uniquely accommodates small
samples, and the moderate-to-large effect sizes add confidence
to our results. However, our sample size may have precluded
us from identifying smaller effects. Future studies should as-
sess an increased number of students. In addition, long-term
investigations that track students’ experiences and perceptions
of AI-powered tools could provide valuable insights into the
evolving dynamics between students and AI technology and
identify areas for continuous improvement.

Second, the assignment was highly structured and specified
how students had to work with ChatGPT in three iterative steps
to show the contributions of the AI versus the student. However,
this may have constrained the use of ChatGPT in other more
creative ways or in ways that suited the student better. Another
potential approach would have been to have the student use the
tool in anyway they like, but acknowledge in the final product
where ChatGPT had assisted, as we have in this paper for sum-
marization of qualitative results and in another for figure genera-
tion [42]. Students could either summarize ChatGPT assistance
in the acknowledgment section or provide brief annotations on
paper in the places where ChatGPT specifically assisted. There
are many ways to incorporate ChatGPT in an assignment and our
approach represented one way. As such, our results could reflect
our design of the assignment and not ChatGPT or other LLM
capabilities more broadly. We hope this report encourages the
novel uses of LLM technologies in course didactics and future
studies of their effectiveness.

Finally, the participants in this study were also senior-level
undergraduate human systems engineering students. Their edu-
cation in human factors processes, including knowledge elicita-
tion through survey-based user feedback methods (the approach
used in this study), could have influenced their responses.

G. Contributions

These limitations notwithstanding, our study provides empiri-
cally grounded insights that are important for understanding how
students perceive and interact with AI in educational settings.
Our study contributes one of the first mixed-method studies
exploring ChatGPT’s application in college classes informing
research and design vis-à-vis intelligent technology use in nat-
uralistic contexts. To this end, we used a unique approach to
formally integrate ChatGPT as a part of a writing curriculum
in the semester following the worldwide release of ChatGPT.
Our study provided a common AI interaction for engineering
students—before LLMs became ubiquitous—allowing a fo-
cused analysis of how such exposure specifically influences their
perceptions and attitudes toward AI in essay writing tasks. This
included writing a full technical paper, not just a few paragraphs,
and had real consequences for students who received an actual
grade for their assignment. ChatGPT was evaluated as a writing
assistant as well as a grading assistant with implications for
theory, design, and practice.

Beyond pre- and post-survey perceptions of ChatGPT use
for learning, grading, and their comfort in taking responsibility
for the essay produced with its help, this report provides the
first comprehensive trust assessment for ChatGPT, which has
strong validity due to the real vulnerability and consequences
associated with this assignment; a requirement for accurate trust
assessment [43], [48], [80]. Theoretically, this study extends
established trust models to a new domain, education, and to
understand how students build trust in AI technologies, such
as ChatGPT, in a learning environment. Practically, this study
demonstrates the feasibility of integrating AI-based technolo-
gies into the classroom and provides usability insights and
recommendations based on user (i.e., student) feedback. By
integrating approaches from both human factors engineering
and educational research, our study not only provides practical
insights for the design of AI-enhanced educational tools but
also a multidisciplinary examination of the complex dynamics
of trust in AI systems.

V. CONCLUSION

Our research indicates that, while AI tools, such as ChatGPT,
have promising applications in higher education, they also pose
challenges. These tools should be viewed as helpful assistants to
enhance writing, learning, and grading and not as replacements
for student effort or teaching oversight in grading. Effective and
ethical use of AI in education requires acknowledging its limi-
tations, fostering AI literacy, and developing proper assessment
methods. Institutions must also train students and educators
in using AI responsibly and creatively. Future studies should
focus on improving understanding of AI, guiding its use, and
addressing issues with AI-generated content.
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APPENDIX

Table III describes all the measures that were included in the
surveys created for this study.

TABLE III
CUSTOM ITEM SURVEY MEASURES

(strongly agree).

(strongly agree).

(strongly agree).
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