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Measuring Cognitive Load in Virtual Reality
Training via Pupillometry

Joy Yeonjoo Lee , Nynke de Jong , Jeroen Donkers , Halszka Jarodzka , and Jeroen J. G. van Merriënboer

Abstract—Pupillometry is known as a reliable technique to mea-
sure cognitive load in learning and performance. However, its
applicability to virtual reality (VR) environments, an emerging
technology for simulation-based training, has not been well-verified
in educational contexts. Specifically, the VR display causes light
reflexes that confound task-evoked pupillary responses (TEPRs),
impairing cognitive load measures. Through this pilot study, we
validated whether task difficulty can predict cognitive load as
measured by TEPRs corrected for the light reflex and if these
TEPRs correlate with cognitive load self-ratings and performance.
A total number of 14 students in health sciences performed ob-
servation tasks in two conditions: difficult versus easy tasks while
watching a VR scenario in home health care. Then, a cognitive
load self-rating ensued. We used a VR system with a built-in
eye tracker and a photosensor installed to assess pupil diameter
and light intensity during the scenario. Employing a method from
the human–computer interaction field, we determined TEPRs by
modeling the pupil light reflexes using a baseline. As predicted,
the difficult task caused significantly larger TEPRs than the easy
task. Only in the difficult task condition did TEPRs positively
correlate with the performance measure. These results suggest
that TEPRs are valid measures of cognitive load in VR training
when corrected for the light reflex. It opens up possibilities of using
real-time cognitive load for assessment and instructional design for
VR training. Future studies should test our findings with a larger
sample size, in various domains, involving complex VR functions
such as haptic interaction.

Index Terms—Cognitive load, educational simulations, medical
training, mobile and personal devices, personalized e-learning,
virtual and augmented reality.
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I. INTRODUCTION

V IRTUAL reality (VR) has become a powerful alternative
to physical simulation-based training [1]. VR creates im-

mersive task environments that provoke a sense of presence,
emotions, and engagement [2], [3], which allows for a favorable
training environment with high fidelity of specific tasks [4], [5],
[6]. Some studies have reported positive effects of VR training on
learning outcomes and perceived usability [7], [8]. However, key
challenges still remain: instructional design or course structure
for VR training has not been fully established [6], [9], [10],
and few studies have actually measured students’ performance
during VR training [7]. In order to build an effective instructional
design for a new task environment, performance assessment and
progress monitoring are fundamental [11]. This necessitates the
development of real-time indicators of learning progress and
task performance, which can be informed by cognitive load.

A. Cognitive Load Theory

Cognitive load provides a useful indicator to analyze learning
processes in simulation training [12], [13], [14], [15]. Cognitive
load theory posits an “element interactivity” where heteroge-
neous processes in cognitive, affective, and social domains
coincide in working memory [13], [16], which is particularly
relevant to simulation training that requires multiple tasks to be
performed simultaneously within complex environments [12],
[17], [18]. Cognitive load refers to the imposition of these
processes caused by given tasks to working memory that has
limited capacity [13], [19].

Cognitive load is not always harmful to task performance.
There are different types of cognitive load that can be beneficial
or detrimental, depending on the sources of cognitive load. In
the traditional framework, three types of cognitive load are
identified: intrinsic cognitive load that reflects the complexity
of a task and a learner’s competency for performing the task,
germane cognitive load that pertains to learning, and extraneous
cognitive load that stems from the suboptimal instructional de-
sign [13], [20]. For instance, if learning processes are motivated
by working memory, it can be beneficial to performance but lead
to a higher germane load. If the total cognitive load exceeds the
working memory capacity, performance may deteriorate. In a
recent framework of cognitive load, other types of cognitive
load are identified: primary load for domain-specific task per-
formance, and secondary load for domain-general metacognitive
performance that supports the primary performance [21]. If the
secondary load is activated, performance can be enhanced but
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at the cost of a higher total cognitive load [22]. Accordingly, the
literature has shown that the correlation between cognitive load
and performance can either be positive or negative, depending on
the characteristics of the measurements or the research context
[12], [21], [22], [23].

If measured properly, cognitive load can be an effective in-
dicator of performance, learning, and expertise, which in turn
informs instructional design [13], [24]. Thus, measuring cogni-
tive load with a valid and reliable method has been an important
issue in research on learning and instruction [13], [25]. In gen-
eral, three methods have been used to measure cognitive load:
self-rating, secondary tasks, and psychophysiological indices
[12], [25]. In simulation training, psychophysiological indices
are shown to be the most sensitive measure of the three [12].
Specifically, eye-tracking indices have been used as a cognitive
load measure for decades [26], [27], [28] demonstrating higher
validity among other psychophysiological measures, such as
heart rate or heart rate variability [12].

B. Using Pupillometry in Virtual Reality

Pupil dilation is a well-validated real-time measure of cogni-
tive load in simulation training [24]. A large body of literature
has confirmed that pupil dilation correlates with cognitive de-
mands imposed by tasks, such as solving arithmetic problems
or spelling difficult words [29], [30], [31], [32], [33]. At a
physiological level, pupil dilation is known to be an involun-
tary response that reflects noradrenergic activity in the locus
coeruleus, which regulates arousal, mental activity, and emotion
[34], [35]. Since pupil dilation reflects emotional activity, it can
be an effective measure of the cognitive load caused by task
difficulty, especially when the task includes the management of
emotion [23]. Moreover, pupil dilation may capture real-time
changes in cognitive load more robustly than self-rating in
dynamic environments such as computer-based simulation [23].

Nonetheless, when using pupillometry to measure cognitive
load in dynamic task environments, researchers should be wary
of a major confounder, the pupillary light reflex. The pupil
dilation caused by cognitive processing for the given task, or
task-evoked pupillary responses (TEPR), is notably small while
the magnitude of change caused by light reflex is large [36]. A
traditional way to control for this artifact is to obtain a baseline
prior to the actual tasks, and calculate the difference between the
baseline and the pupil size measured during the tasks [30], [37].
This baseline must be recorded in the same lighting conditions
as the actual tasks and be developed for each participant as pupil
diameter is highly idiosyncratic [38]. In VR environments with
a head-mounted display (HMD), the most common approach is
to use this method with fixed light conditions or fixed targets
[39], [40].

However, when using real-world VR scenarios, using fixed
lighting or targets is not practical or plausible. An alternative
can be to develop baseline formulas that compute pupil dilation
depending on the changing level of luminance, and calculate
the difference between the baseline and measured pupil size
(i.e., TEPR = pupil measured – pupil baseline). To quantify the
luminance level, some studies used a photosensor implemented
in the HMD [41], [42] while some estimated luminance by using

color values of the pixels presented on the HMD [43], [44]. To
find the baseline formulas, various mathematical models can
be fitted depending on the experimental setups [45], [46], [47],
[48], [49]. The subtractive correction of TEPR is applicable as
the TEPR is reportedly independent of the baseline pupil size
[50], [51].

Research on the use of pupillometry to measure cognitive
states in VR is still in its infancy, and studies using light-reflex
correction in VR are scarce. Moreover, most of the existing
studies are in the field of engineering or human–computer in-
teraction that uses simple cognitive tasks rather than complex
real-life tasks for education. In a few studies that used a learning
paradigm, the learning tasks were not sufficiently structured nor
well-presented [52]. Among the studies measuring cognitive
load in VR, the majority used a 2-D computer screen rather
than HMD [52].

C. Present Study

This study aims to demonstrate TEPRs as an effective real-
time measure of cognitive load in VR with HMD by using
real-life problem solving for the education of healthcare profes-
sionals. First, TEPRs are determined by employing a correction
method from the human–computer interaction field [41], [42],
[53]. They then are validated as a cognitive load measure through
two approaches: predictive validity that examines whether task
difficulty as a factor of cognitive load predicts changes in TEPRs,
and concurrent validity to test whether TEPRs positively corre-
late with other cognitive load measures such as self-rating. For
this determination and validation, we test a hypothesis through
an experimental setup: H1. Difficult tasks (DTs) evoke a higher
cognitive load (measured by TEPRs) than easy tasks (ETs) in a
VR training environment.

From an educational perspective, cognitive load should be
interpreted in relation to performance [13]. Assuming the va-
lidity found from testing H1, we further explore correlations
between cognitive load and performance in VR. According to the
literature on cognitive load, the direction of the correlation can
differ depending on task contexts and the sources of cognitive
load. As our task deals with complex learning that requires
diverse skills in real life (e.g., cognitive and metacognitive skills
for patient safety), we do not specify the direction of correlation
a priori, resulting in the second hypothesis: H2. The level of
cognitive load correlates with the performance level in a VR
training environment.

II. METHODS

A. Participants and Design

A total of 14 undergraduate students (12 females; mean age
20.5; SD = 1.5) in Health Sciences were recruited at Maastricht
University, The Netherlands. We used a within-subjects design
with task difficulty as the single factor. Two different conditions
were presented with the presentation order counterbalanced: ET
condition where participants performed a simple observation
task while watching a VR scenario, and DT condition with high
task complexity.
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B. Materials and Technical Setup

A VR scenario for home health care was developed by a
research team at Maastricht University. In this scenario, a health-
care provider visits a patient to deliver medical care and share
social interaction. This scenario takes 9 min and is formatted for
a 360° HMD.

Two experts in healthcare professions education designed the
observation tasks and the assessment. In ET, a simple instruction
was given: “Observe and report: What is the homecare provider
doing in the scenario?” In DT, more detailed observations
were requested: “What are the patient’s symptoms? Describe
at least three symptoms; What are the strengths and weak-
nesses of the provider’s performance? Describe at least three
for each strengths and weaknesses.” The observation results
were reported in writing. The two experts composed a checklist
consisting 7 to 15 items extracted from the CanMEDS model
[54], the internationally recognized protocol for the competency
of healthcare professionals. These items included professional
roles (e.g., medical expertise, communication), patient informa-
tion (e.g., age, past medical history), diagnosis (e.g., breathing,
abnormality), and intervention (e.g., medication, social interac-
tion) [55], [56]. They are selected as the most relevant parameters
for the given scenario. The experts, then, assessed the accuracy
of participants’ reports based on the list.

A personal computer (Intel Core i9-9900K, 32 GB RAM)
ran the scenario, displaying it through an HTC Vive Pro Eye
headset (2880× 1600 pixels, 110° visual field). This headset has
a built-in eye tracker with 120 Hz sampling rate that uses HTC
SRanipal SDK as an interface (version 1.3.1.01). To quantify the
luminance level, we implemented a photosensor (LDR sensor
Iduino ST1107) in the HMD to import the luminance data.
An Arduino board (Arduino UNO Rev3) connected the sensor
to the computer via USB (see Fig. 1). The WorldViz Vizard
software (version 6.02) was used to arrange stimuli presentation
and data recording. We used the VR Eye-tracking Analytics Lab
package to synchronize the data from both the eye tracker and
the photosensor.

For baseline recording, we used a separate VR scene where an
empty room is presented. In this scene, we recorded participants’
individual light reflexes for different light intensities [41], [57].
The light intensity was arranged to increase in ten stages, where
each stage takes 5 s [38]. This scene does not include any
additional visual or auditorial effects to form a neutral stimulus
[44]. For the self-rating of cognitive load, we employed the
widely used nine-point Paas Scale with the value 1 representing
the lowest mental effort and the value 9 representing the highest
[58].

C. Procedure

The participants were asked to read an informed consent form
and sign it. Individual sessions consisted of two trials: ET and DT
in counterbalanced order. Initially, participants were presented
with instructions about the task. Next, they were positioned to

1[Online]. Available: www.vive.com
2[Online]. Available: www.worldviz.com

Fig. 1. On the upper side, a photosensor was installed inside the headset to
measure the light intensity of the display. On the lower side, the Arduino board
was mounted on the outside of the headset to connect the sensor to the computer
via USB.

stand at the center of the VR area, and then put on the VR
headset. After a five-point calibration and the baseline session,
the scenario was presented. Participants could rotate their heads
or walk around in the VR area during the scenario. After the
scenario, they reported their task results and self-rated their
cognitive load for the task on the Paas Scale.

D. Data Analysis

The raw data included timestamps, light intensity, and pupil
diameter. Using the baseline data, we developed models that
represent the relationship between pupil diameter and light
intensity. In the literature, various mathematical models of this
relationship have been suggested for different contexts [45],
[46], [47], [48], [49]. After visual inspection for initial data
analysis, we applied an exponential model using least squares
optimization. It is one of the most universal models [44], [49],
with reportedly the lowest error in VR setups [59]. The model
that fits all trials was sufficient to show that the method can func-
tion properly (F mean = 125.21, SD = 82.30; p mean = 0.00,
SD = 0.00). Applying this model, pupil dilation caused by light
reflexes was predicted to form a pupil baseline. The subtractive
correction (i.e., TEPR = pupil measured – pupil baseline) was

www.vive.com
www.worldviz.com
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Fig. 2. Changes in TEPRs between ET and DT for all participants. The
boxplots depict the quartile-based distribution of individual samples in each
condition.

applied, resulting in TEPRs [50], [51]. The baseline pupil size
before the correction was not significantly different between the
two task conditions. The TEPRs then were averaged over time
for each trial. The difference between ET and DT was tested via
a dependent sample t test.

For calculating correlations, the two conditions of ET and DT
were averaged for each participant, except when focusing on
each condition. Based on the normality test of datasets, we used
Spearman’s method to calculate correlations. The task scores
were averaged between the two raters. The inter-rater reliability
was examined (rs = 0.89, p = 0.00). R (version 3.5.1, R Core
Team, 2019) was used for statistical analysis. We considered p
< 0.05 to be statistically significant.

III. RESULTS

A. TEPRs as a Cognitive Load Measure

Fig. 2 demonstrates the change in TEPRs between ET and DT
for all 14 participants. As predicted, TEPRs were significantly
larger in DT (mean = 0.07, SD = 0.31) than in ET (mean
= −0.21, SD = 0.43) (p = 0.01). There was no significant
difference in eye fixation position between ET and DT. The Paas
Scale has significantly correlated with TEPRs (rs = 0.65, p =
0.00). The self-rating score was higher in DT (median= 5, range
= 2–7) than in ET (median = 4, range = 2–6), yet the difference
between the conditions was not statistically significant (p =
0.07).

B. Correlations Between TEPRs and Performance

When averaging ET and DT, TEPRs did not significantly
correlate with performance. However, when focusing on either

TABLE I
CORRELATIONS BETWEEN TEPRS, PAAS SCALE, AND TASK SCORE IN DT

CONDITION

condition, DT showed significant correlations. In DT, the task
score was positively correlated with TEPRs (rs = 0.55, p= 0.04)
and the Paas Scale (rs = 0.68, p = 0.01) (see Table I).

IV. DISCUSSION

The present study tested the validity of TEPRs as a mea-
sure of cognitive load in a VR training environment. We have
developed a VR learning environment where task complexity
can be adjusted, established a VR system with an eye tracker,
and controlled the light reflex to determine TEPRs. We have
confirmed the predictive validity as cognitive load increased
with task difficulty, and the concurrent validity as the cognitive
load correlated with the self-ratings. In addition, performance
measures correlated with TEPRs only in DT.

The first hypothesis (H1) assumed that cognitive load is higher
in DTs than in ETs in a VR training environment. We found
a significant impact of task complexity on cognitive load by
using TEPRs, whereas the cognitive load self-rating did not
show statistically significant effects. An explanation for the
higher sensitivity of TEPRs compared with the self-rating might
reside in the unique characteristics of VR task environments that
provoke dynamic emotions through immersion [41]. While self-
rating scales have been developed for classroom-based settings
and depend solely on participants’ judgment, pupil dilation is
an involuntary response that reflects arousal and emotions [60].
Simulation training often involves affective and social tasks that
require the management of emotions. Our observation tasks also
included detecting the healthcare provider’s empathy for the
patient. In such task environments, pupillometry could be a more
sensitive measurement of cognitive load than self-rating. This
finding is consistent with previous research in simulation-based
training [12], [23]. We suggest that more future research is
needed to study the effect of emotional engagement on cognitive
load in VR training.

Consequently, we largely confirm H1 based on the higher
sensitivity of TEPRs as a cognitive load measure in VR training
environments. This supports TEPR’s predictive validity as a
cognitive load measure. Although the cognitive load self-rating
showed lower sensitivity, it significantly correlated with TEPRs,



708 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 17, 2024

which endorses TEPR’s concurrent validity as a cognitive load
measure.

The second hypothesis (H2) posited that the level of cognitive
load correlates with performance level in a VR training environ-
ment. We found that cognitive load measured by the two indices
(e.g., TEPRs and the Paas scale) positively correlates with the
performance measure but only in the DT condition. Here, we
suspect there is a ceiling effect in ET that might have caused
weak discrimination in performance measures. We recommend
that future studies should include a task analysis beforehand in
order to prevent scale attenuation effects.

Concerning the positive direction of the correlation, it is
likely that the sources of cognitive load in this study were
rather beneficial to performance. For instance, they might have
been stimulating information processing rather than harming
performance. It appears that the task environment in this study
is not as overwhelming as other simulation environments. The
scenario was slow-paced, and the observation tasks were passive
without any psychomotor skills required. Studies have shown
that correlations between cognitive load and performance varied
from positive to negative across different research contexts [12].
While this inconsistency may partly stem from measurement
limitations [12], we argue that the nature of the factors that
caused cognitive load determines the direction of the correla-
tions. If the factors are negative to performance (e.g., distrac-
tion) or make the total cognitive load exceed working memory
capacity, the cognitive load should be inversely proportional to
performance. If the factors are positive (e.g., germane cognitive
load [13], [61], self-regulation [23], [62]), cognitive load can
positively correlate with performance. Again, we emphasize the
importance of preceding task analysis to define the sources of
cognitive load in future studies.

The validity and utility of TEPRs found by the present study
open up new possibilities to improve research on VR training
and instructional design for VR environments. Researchers may
expand this finding to more diverse VR training environments,
investigate the potential of pupillometry to assess cognitive
processes during VR training, and test if this new measure
can be used to evaluate performers’ expertise. For educators
who are searching for an effective assessment tool for VR
training, TEPRs can be a good option that provides an objective
indicator of performers’ competence to manage situational and
emotional challenges in complex environments. This assessment
might compensate for the lacking discriminatory power of tradi-
tional performance measures (e.g., questionnaires, checklists),
improving instructional design and training programs for VR
environments.

Our study has several limitations. First, as a pilot study, we
used a small sample of participants. This might reduce the gen-
eralizability of our findings. Second, the scenario included only
one domain, i.e., home health care. Our findings should be tested
if they are applicable to other domains. We recommend future
studies to do task analysis for the given domain before the testing,
so the measures can be properly operationalized for targeted
constructs [11]. Third, the VR content we used was formatted for
a 360° HMD, which is only one type of VR technology. Future
studies should examine our methods in more advanced settings,

such as 3-D-rendered VR with haptic interaction. For these
studies, we propose a careful control for confounding factors
as various sensory modalities are involved in such complex
environments. Also, in different setups, methods to control for
light reflex should be carefully chosen (e.g., using the same
luminous level, photo sensors, or calculation of pixels on HMD).
Finally, other confounding factors in pupillometry such as pupil
foreshortening error (i.e., the influence of gaze position on pupil
size) [60], [63] were not corrected, due to a lack of corresponding
methods for VR environments. In the absence of such methods,
we recommend making the experimental conditions comparable
as much as possible (e.g., minimizing the difference in gaze
position across the conditions).

To our knowledge, this study is the first to show the validity
of TEPRs as a cognitive load measure in VR healthcare training.
The hidden potential of using VR training lies in the utility of
datasets from diverse sources such as eye tracking, which pro-
vides rich information about training development. Continued
study is needed to improve the understanding of these datasets
and make VR healthcare training more effective.
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