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Abstract—Massive open online courses offer a valuable platform
for efficient and flexible learning. They can improve teaching and
learning effectiveness by enabling the evaluation of learning behav-
iors and the collection of feedback from students. The knowledge
map approach constitutes a suitable tool for evaluating and pre-
senting students’ learning performance levels. This study proposes
an artificial-intelligence-based knowledge assessment system that
integrates knowledge maps to determine students’ familiarity with
and mastery of course contents. This study employs a structural
approach encompassing data collection, data preprocessing, model
training, testing, and evaluation. In detail, the system can then
customize the knowledge maps and recommend videos according
to the knowledge nodes. Students consequently dedicate additional
time to studying concepts with which they are unfamiliar and
adjust their learning efforts accordingly. After teachers and teach-
ing assistants have captured students’ performance metrics and
idiosyncratic weaknesses through knowledge maps, teachers can
modify the teaching materials. Through the use of education data
mining and learning analytics, our system can benefit both teachers
and online learners. We hope that the proposed system provides
a more personalized and intelligent online learning environment
within which students can learn in a more efficient and flexible
manner.

Index Terms—Artificial intelligence (AI), deep learning,
knowledge map, learning analytics, massive open online courses
(MOOCs).

I. INTRODUCTION

MASSIVE open online courses (MOOCs) are open-access
educational resources that are available in every field

for online learners worldwide. MOOCs not only feature high-
quality instructional videos created by professors and lecturers
from prestigious universities but also have numerous learning
modes, including live video streaming lectures, efficient as-
sessments, and discussion forums. Existing MOOC platforms
include Coursera, edX, Udacity, and Khan Academy.
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MOOCs are considered a modern method of education be-
cause they provide a self-directed learning environment and are
convenient for learners. Because of the increasing number of In-
ternet users enrolling in MOOCs, a substantial number of online
users’ learning records and patterns can be collected and ana-
lyzed. Big data and artificial intelligence (AI) technology have
become prominent research topics in various fields, including
machine learning and data science. Cases of AI applications in
learning have increased recently. For example, early researchers
have focused on creating personalized teaching systems for
solitary learners; by contrast, recent researchers have considered
multiple learners together in a single learning context [1]. Some
AI and cognitive science techniques can improve practitioners’
understanding of the nature of learning and teaching and enable
them to build systems to help learners gain new skills or un-
derstand new concepts [2], [3]. Consequently, AI has begun to
affect student experiences because it enables the collection of
data on student learning and the analysis of that data to provide
feedback for course designs.

Although the self-regulated learning structures of MOOCs
offer considerable flexibility and resources of interest, numerous
learners fail to complete courses because of the pressure-free
learning environment. Additionally, remarkable disorientation is
observed when an individual attempts to acquire knowledge; this
can be attributed to the substantial amount of learning material
available to users [4], [5], [6], [7]. Learners also face difficulties
if they lack sufficient prior knowledge to understand the course
material [8].

In recent years, knowledge maps have been extensively uti-
lized in the fields of education and business. A knowledge map
is a visual representation of available knowledge and the pattern
of knowledge flow [9]. Such knowledge maps can be used
to analyze and summarize information efficiently and thereby
enhance the learning experience. Evidence suggests that creating
or referring to summarized data enhances the ability to recall
the summarized information [10], [11]. Additionally, knowledge
maps are more effective than text passages in assisting learners
to recollect central ideas and details [12].

In MOOCs, the most common method for evaluating students’
learning progress is the administration of exams with multiple-
choice or open-ended questions. Relevant studies [13], [14], [15]
have developed methods for progress evaluation by assessing
the knowledge maps generated by students. Several studies
have proposed algorithms for predicting student performance
with behavior-based machine learning features [16], [17], [18].
However, most MOOC students participating in video-watching
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seldom complete the quizzes or exams, which considerably lim-
its the effectiveness of the performance evaluation. Instructors
face considerable difficulty in evaluating students’ achievement
precisely. To address these problems, we propose a novel semi-
automatic tool called a semiautomatic knowledge map gen-
erator (SEAKMAP). Concurrently, we have developed an AI
assessment system that leverages deep neural network (DNN)
architecture. This choice was made to ensure the reliability and
transparency of the model while still capitalizing on the ben-
efits of neural networks in analyzing students’ video-watching
behavior.

Our objective was to create an AI-supported online learning
environment to improve learning. Personalized service [19],
which considers the abilities, preferences, and browsing be-
haviors of individual students, is highly crucial in MOOCs and
provides individual learning paths for students. We developed
data-driven systems to promote self-paced learning by using
educational data mining. All systems were tested and integrated
into a live MOOC platform, namely ShareCourse, in Taiwan.
The results of the tests were highly positive and can serve as a
reference for related systems.

II. SYSTEM ARCHITECTURE

This section introduces the entire system architecture of
SEAKMAP, the item difficulty and discrimination system, and
the AI assessment system. Fig. 1 illustrates the architecture of
the AI assessment system, which combines an item difficulty
and discrimination system with a knowledge map system.

A. ShareCourse

ShareCourse, one of the largest MOOC platforms in Taiwan,
offers more than 1000 courses and has had more than 100 000
user registrations since 2012. ShareCourse collaborates with
more than 70 universities and colleges in Taiwan and provides
not only an efficient teaching and learning environment for
online lecturers and learners but also valuable supplementary
resources such as online discussion rooms, self-learning per-
formance visualization, and knowledge maps. Some courses
also provide certificates and recommendation letters, which can
advance students’ careers.

B. SEAKMAP

We propose SEAKMAP to optimize human labor and the time
required for preparing knowledge maps. SEAKMAP is used
to semiautomatically construct knowledge maps by analyzing
course handout files, which are considered to be conceptual
models for teachers.

Knowledge maps are node-link representations where ideas
from a given knowledge domain are represented as nodes, and
the nodes are connected through a series of links [20]. Be-
cause of the enrichment of information resources and excessive
complexity of relationships between knowledge in recent years,
knowledge maps that could clearly express knowledge nodes
and knowledge links have become a crucial research topic [21],

Fig. 1. System architecture.

[22]. Numerous studies have demonstrated that knowledge maps
have positive effects on learners’ performance levels.

Knowledge maps, similar to other representations such as
concept maps and graphic organizers, visualize the relationships
between knowledge, and thereby provide an intuitive way to
understand such relationships [23]. However, knowledge maps
can have a specific series of links that connect nodes [24]. For
example, because the links of a knowledge map are based on
relevancy, and thus, a link between nodes can be an elaborative
link that extends information, rather than just concepts. Thus, our
system provides users with examples of a concept by allowing
them to click on the nodes, and thereby find related videos and
materials.

SEAKMAP comprises two parts: a user interface (UI) and a
handout analysis module. The UI enables users to upload their
course handouts, select keywords and titles, compose drafts,
and finalize modifications and adjustments to obtain perfected
knowledge maps.

The handout analysis module performs two operations:
1) keyword extraction and 2) relation extraction. Keyword ex-
traction involves extracting keywords from course handout files
by using a term-frequency–inverse document frequency (TF–
IDF) algorithm [25]. Relation extraction entails analyzing the
course handout files to obtain hidden information and defining
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Fig. 2. Example of colored knowledge map.

the relationships between the keywords extracted during the
previous processes.

After the final knowledge map has been generated, the system
must map the concepts of each knowledge node to the relevant
course material (e.g., course videos, course exercises, course
quizzes, and course questions from exams). Material mapping
must rely on the help of experts in the course, such as course
instructors or teaching assistants (TAs).

C. Item Analysis System

ShareCourse has an item analysis system to identify alter-
native concepts from students’ responses to exercises in ac-
cordance with item response theory (IRT). In IRT, difficulty
and discrimination parameters are calculated on the basis of
students’ answer logs for exercises.

A high difficulty number means that an exercise is relatively
easy, and a low difficulty number means that an exercise is
relatively difficult. A high discrimination number indicates that
students in a high-score group should answer questions correctly
(and vice versa).

D. AI Assessment System

The AI assessment system utilizes learning logs from students
to calculate the knowledge score of each knowledge node. These
scores are further integrated with knowledge maps and displayed
on the UI in four different colors (see Fig. 2). Each color
represents the level of a set of knowledge scores that students
received. Students can monitor their learning progress easily
through this evaluation mechanism.

III. SYSTEM IMPLEMENTATION

This section introduces the implementation algorithms of
the proposed systems, namely the AI assessment system,
SEAKMAP system, and item difficulty and discrimination sys-
tem; this section also details the UI design.

This study employs a structural approach encompassing data
collection, data preprocessing, model training, testing, and eval-
uation.

This approach begins with data collection, where the re-
searchers gather relevant information from students’ activities

on the ShareCourse platform, specifically their viewing and
answering behaviors.

Next, the collected data undergoes a series of preprocessing
steps to ensure its quality and suitability for analysis, including
data cleanup that addresses inconsistencies or errors in the
data; data normalization that brings the data into a standardized
format, facilitating further analysis; and feature extraction, iden-
tifying, and extracting meaningful features from the collected
data. To enhance the feature extraction process, SEAKMAP and
an item analysis system are utilized, allowing for the extraction
of additional relevant features.

Third, we use DNNs for model training and testing. These
networks are trained on the collected and preprocessed data to
learn patterns and relationships within the dataset. During the
testing phase, we adopt a technique known as 10-fold cross-
validation. It involves splitting the data into 10 subsets, training
the model on nine subsets, and evaluating its performance on the
remaining subset. This process is repeated 10 times to ensure
comprehensive testing and robust evaluation.

Finally, the performance of the trained model is evaluated by
the confusion matrix and its derivatives. The confusion matrix
provides insights into the model’s accuracy and its ability to
correctly classify instances. By analyzing the confusion matrix,
researchers can assess the performance of the model and identify
areas that may require improvement.

A. SEAKMAP

The operating procedure of SEAKMAP is divided into three
critical steps: 1) keyword extraction, 2) relation extraction, and
3) knowledge map generation.

The keyword extraction process is conducted to extract key-
words from the course handouts. First, text segmentation is
executed to divide the text into meaningful fragments. Direct
word division based on space is suitable for English sentences.
However, for Chinese sentences, Jieba [26] open-source tools
must be used to obtain meaningful text after segmentation.
Second, irrelevant words are removed from the segmentation
results based on the stop-word list [27]. We adjust the stop-word
list to make it suitable for Chinese stop-words.

In the second step, we use an n-gram method to divide
the English words and Chinese nouns separated by the word
segmentation process in the previous step. We set n to 1–5 to find
all occurrences of word combinations, meaning we seek terms
with lengths ranging from one to five. An n-gram algorithm is
based on a statistical language model [28]. An n-gram is a set
of n-item subsequences from a given sequence, usually used for
counting the frequency of words appearing together in a fixed
order. For example, a 2-gram for “I like food.” would be “I
like” and “like food.” However, in our proposed system, we use
the n-gram method to calculate only the number of occurrences
rather than the frequency of the word combinations. Once the
calculation is complete, we obtain a list of the number of word
occurrences.

Next, we use the word occurrence numbers from this list to
calculate the TF–IDF value of each word or term in the list.
The purpose of calculating the TF–IDF values is to find the
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Fig. 3. Result obtained using the TF-IDF method, displayed on the UI.

keywords in the handouts; this is because the TF–IDF weighting
of a word or a term indicates its overall importance in the handout
files. The higher the TF–IDF value of a word, the greater the
importance of its meaning in all handouts and the more likely it
is to be a keyword. The following equation presents the formula
for TF–IDF calculation:

tfidf(t, d,D) =
ft,d∑
k fk,d

· log
N

1 + |{d ∈ D : t ∈ d}| (1)

where ft,d is the number of times a particular word appears
in a handout,

∑
k fk,d is the number of times all words ap-

pear in a handout, N is the total number of handouts, and
|{d ∈ D : t ∈ d}| is the number of handouts containing the
particular word.

After calculating the TF–IDF value, we examine the words
and terms in more detail. First, we find the words or terms with
the same TF–IDF value. If the matching words are covered
or duplicated, we use the longer one. For example, as “TCP”
appears in “TCP IP” and both have the same TF–IDF, we
replace “TCP” with “TCP IP” to reduce the number of redundant
words.

The weighting result and the titles of the weekly handouts are
both displayed on the UI (see Fig. 3). On this UI, the TA and the
teacher can select the desired number of keywords by adjusting
a scroll bar. Then, they can tick the checkbox to delete any titles
and keywords that are not required to be nodes in the knowledge
map. The remaining titles and keywords are retained for the next
step: analyzing the course handouts to obtain the relationships
between titles and keywords.

Subsequently, the relation must be extracted, which entails
analyzing the course handouts to obtain hidden information,
such as text location and font size, to determine the relationships
between the chosen keywords or sentences. The text layer is
identified on each page of the course handouts on the basis of text
locations and font size. Based on the hierarchy, the relationship
between the top-to-bottom layers of the text on one page is
obtained. As illustrated in Fig. 4, the text “Applications” (object
1) is on the top layer because its location is at the top and its font
size is the largest. After the top layer is determined, the other
layers must be determined from the distance between the text

Fig. 4. Handouts analysis example.

and the left page edge. Object 2 is ignored because it is not a
text object. Object 3 is the second layer because it is the first text
object after the top layer. Object 4 is the third layer because the
distance between it and the left edge is greater than that of object
3. Objects 5–11 are also regarded as the third layer because they
are the same distance from the left edge, which is greater than
that of object 3. Thus, every text object’s layer is determined on
each page of the handouts.

We designed an algorithm to determine the relationships be-
tween different objects. Fig. 5 illustrates an example of relation
extraction. On page 1, object A is in the top layer, objects B
and D are in the second layer, and objects C and E are in the
third layer. On page 2, no top layer is present because no title is
present on the page; object F is in the second layer, and object
G is in the third layer.

On the basis of the acquired hierarchy, we iterate each object
with respect to the layer to identify the relationships between
all objects. Object A is recognized as the root because it stands
alone in the top layer. Object B is in the second layer, and the
program checks the previous and following layers before final-
izing the parent—child relationship. The algorithm recognizes
the relationship between objects B and A, which is the root
of the previous layer, and with object C, which is in the next
layer. Thus, we obtain the relationships A–B and B–C. When the
iteration reaches C, the machine identifies that object C follows
the previous object B in the second layer and that no object is
present in the next layer. Therefore, no further child relationships
exist for C. The relationships between the remaining objects are
determined in a similar manner. The process ceases when the
algorithm finds another title. In summary, the algorithm defines
the hierarchy and connections between all objects (see Fig. 6).

1) UI Platform: On the UI platform, users can go through the
entire process of generating a knowledge map, such as uploading
course handouts, selecting keywords, and editing the knowledge
map results of an article. Fig. 7 illustrates the editing page on
which users can view and edit the knowledge map results of their
manuscripts.



LEE et al.: AI-BASED DIAGNOSTIC ASSESSMENT SYSTEM: INTEGRATED WITH KNOWLEDGE MAP IN MOOCS 877

Fig. 5. Example of relation extraction.

Fig. 6. Relationships extracted for example in Fig. 5.

Fig. 7. Knowledge map editing page.

Fig. 8. Editing video link page.

Moreover, editing tools are located in the bottom-right corner,
enabling users to add and delete nodes, create relationships
between nodes, and download a portable network graphics file
of the knowledge map. After the knowledge map generation is
completed, TAs and instructors can click the “Next page” button
on the web page to insert video hyperlinks into each node (see
Fig. 8). This enables students to click the nodes on the knowledge
map and access related videos.

B. Item Analysis System

This section describes the algorithm that analyzes students’
answer records and derives the item difficulty index and item
discrimination index, which are implemented on an existing
MOOC platform.

IRT, representing a statistical model for evaluating the quality
of measures [29], improves assessment quality, increases the
efficiency of the testing process, and provides comprehensive
testing guidelines [30]. Item analysis is proposed to enhance
teaching and classify students according to their test perfor-
mance so that teachers can focus on improving this perfor-
mance [31]. Item difficulty and item discrimination are also
considered to be practical methods for estimating item quality.

Our item analysis system employs Kiat’s [31] definitions for
the difficulty index and discrimination index. To calculate the
difficulty index and discrimination index, we can consider data
from 27% of high-achieving students and 27% of low-achieving
students for the item analysis. Wiersma and Jurs [32] recom-
mended using 27% because this value maximizes the differences
in normal distributions and provides a sufficient number of cases
for analysis. If a student is in the top 27% in terms of score,
then the student is categorized as belonging to the “high” group,
whereas students in the bottom 27% are placed in the “low”
group. The analyzer aggregates the records for each problem
and group according to these labels. Finally, the following
equations are employed to determine the item difficulty and item
discrimination indices:

difficulty index =
PH + PL

2
(2)

discrimination index = PH − PL (3)

where PH and PL are the proportions of students who answered
the item correctly in the high and low groups, respectively.
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Fig. 9. Relationship between discrimination and difficulty indices.

The difficulty index is within the range [0, 1]; a high difficulty
index indicates that the item is relatively easy. The discrimina-
tion index is within the range [−1, 1]; a high discrimination
index indicates a relatively high ability to distinguish between
students in the high-score and low-score groups. Specifically,
students in the high-score group should answer the problem
correctly if the problem has a high discrimination index. In
general, a difficulty index near 0.5 is considered appropriate.
Furthermore, the discrimination index is bounded by the diffi-
culty index and reaches the maximum possible value when the
difficulty index is 0.5 (see Fig. 9).

C. AI Assessment System

In this section, we explain how to use students’ learning
records and knowledge maps to implement and predict the score
of each knowledge node. Similar approaches have been pub-
lished. Yang et al. [33] proposed a method for using time-series
neural networks to personalize prediction for the first correct
attempt at a challenge. Moreover, Li et al. [34] proposed a model
for predicting test scores; they selected 15 features in accordance
with several educational theories and used all of the selected
features to predict quiz grades.

The primary idea behind our system is that for a particular
knowledge concept, if a student can answer a relatively difficult
question after performing a series of learning behaviors, then he
or she is considered to be familiar with the concept. We use deep
learning to predict whether students will correctly answer ques-
tions at certain difficulty levels and degrees of discrimination.

1) Feature Extraction: Videos are often the primary learning
method in MOOCs. However, even if a user watches a video,
it does not mean that he or she fully understands the concept
presented therein. Therefore, our system uses the user’s learning
log and deep learning to ascertain user proficiency for various
concepts.

We collect data concerning each user’s actions, time required
for watching, and knowledge of concepts presented for each
video (see Table I); these data comprise knowledge node ID and
actions such as utilizing play, pause, search, and video playback
speed adjustment functions. Additionally, we record each user’s

TABLE I
VIDEO ACTION LOG RECORD

TABLE II
EXERCISE ANSWER LOG

answer to each exercise (see Table II) and analyze each user’s
answer record in accordance with IRT [35] to assess the difficulty
and discrimination values of each exercise.

We calculate the correlation coefficients of the video features
to determine the probability that the student would answer
the questions correctly. Correlation refers to the degree of the
relationship between two features. For example, a positive cor-
relation refers to situations whereby if a value increases, its
associated value increases. Table III presents the features with
relatively high correlation coefficients.

1) Fraction of video completed (fracCmplt): percentage of a
video that a student has watched, not including content
that is rewatched.

2) Fraction of real time spent (fracRealTime): percentage of
actual time that the user has spent watching the video,
relative to the length of the video.

3) Fraction of video time spent (fracVideoTime): percentage
of the video time that the user has spent watching the video,
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TABLE III
FEATURE TABLE

relative to the length of the video, that is, actual watching
time multiplied by the playback rate.

4) Average play rate (avgPlayRate): average playback rate of
the video, that is, the video-viewing time divided by the
actual watching time.

5) Fraction of change rate count (fracChgRateCnt): number
of change rate actions generated by the user while watch-
ing the video, relative to the length of the video.

6) Fraction of seek-backward count (fracSeekBkCnt): num-
ber of seek-backward actions generated by the user while
watching the video, relative to the length of the video.

We discover that numerous students who differ in terms of
prior knowledge, ability, and learning behavior [36], [37] would
be enrolled in MOOCs. One of the key factors affecting students’
learning is their existing knowledge prior to instruction [38].
Moreover, learners with sufficient prior knowledge could select
and implement suitable strategies, leading to better learning per-
formance [39]. Some students might spend less time watching
videos or completing assignments through the MOOC learning
system due to their superior relevant knowledge of their enrolled
course. However, the assessment system usually mispredicts and
underestimates the learning performance levels of those stu-
dents. Furthermore, we discover that some hardworking students
who are dedicated to watching videos and practicing exercises
would not obtain ideal grades for examinations or at the end of
the semester. Although those students are generally considered
by the assessment system to be good students who understand
the concepts and can correctly answer the questions in exercises
or exams, they fail to ultimately obtain good grades. A prediction
for a student of this type could be called a “false positive.” To
solve this problem, our system assigns students to five categories
according to their learning adaptability to each course: excellent,
good, average, below average, and poor. In the training stage, we
assign the average level of learning adaptability for every student
as the initial input to the prediction model for comparison with
the real result for the students. We could adjust the level up
when numerous false negatives are observed and adjust it down
when numerous false positives are observed. Next, we retrain
the prediction model with the new learning adaptability level
to determine the standard performance for questions at all five
levels (excellent, good, average, below average, poor). In real
practice, we would compare the students’ performance levels
with the five standards and define the learning adaptability levels
for the students.

2) Knowledge Diagnosis: Next, we consider the aforemen-
tioned features, including student’s learning adaptability, as

Fig. 10. Model to predict whether the user will answer the exercise question
correctly.

inputs to a DNN model to predict whether the students would
answer each exercise question correctly.

1) Video-watching features: All learning behaviors asso-
ciated with the knowledge node are collected and as-
signed to six features, namely fracCmplt, fracRealTime,
fracVideoTime, avgPlayRate, fracChgRateCnt, and frac-
SeekBwCnt.

2) Exercise features: difficulty of items and discrimination
of items, namely execDiff and execDis.

3) Student background features: students’ learning adapt-
ability to each course.

However, the number of course videos associated with these
features under different knowledge nodes would not be the
same. This discrepancy can engender a direct effect on the
score of the node because of the accumulation of the num-
ber of videos, leading to failure to meet the criteria for in-
ternode diagnostics. To solve the aforementioned problem,
we add a feature value, the number of videos in the node,
and let the model normalize according to the number of
movies.

We then use the softmax function as the activation function
to determine the probability of a correct answer. Additionally,
we set the threshold to α, and if the correct probability is greater
than or equal to α, then the answer can be judged as correct (and
vice versa). We subsequently establish a five-layer DNN model
(see Fig. 10).

The system can calculate a student’s proficiency score for the
nodes through the following steps.

1) After the student watches the video, the system obtains
the student’s learning behavior logs. Subsequently, the
aforementioned model can predict which of the following
difficulty levels are relevant (see Table IV).

2) Knowledge node scores are assigned according to the type
of exercise question answered correctly (see Algorithm
1). The score represents the student’s proficiency in the
knowledge node content.
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TABLE IV
EXERCISES AT THREE DIFFERENT DIFFICULTY LEVELS

Algorithm 1: Evaluation of the Knowledge Node Score.

3) On the basis of the previous step, the system can give
scores corresponding to the difficulty of the questions
correctly answered in the exercises. Thus, the highest score
is ultimately considered the knowledge proficiency score.

In our system, we calculate the difficulty and discrimination
of practice regularly, which can help us increase the credibility of
predicted answers. Additionally, we employ correlation analysis
to identify vital features and combine these with a knowledge
map to improve the accuracy of the analysis. We feed the
knowledge node ID of a concept into the system; moreover,
by collecting and analyzing the student’s learning behavior at
a knowledge node, we can predict whether the student would
correctly answer questions of the knowledge node (see Fig. 11).

3) Learning Knowledge Map Establishment: Through the AI
assessment system, the system can obtain the score of each
student for each knowledge node, acquire new data from the
database regularly, and update the score of each student’s knowl-
edge node.

In our system, we implement an application programming
interface dividing the scores of the knowledge nodes into four
levels and assigning different colors for each score level (see
Fig. 12).

1) Red: If the score of the knowledge node is less than
50, then the student is considered to lack even a basic
understanding of the content of the video.

2) Orange: If the score of the knowledge node is in the range
of 50 to 65, then the student is considered to have a partial
understanding of the content of the video.

Fig. 11. Evaluation of student proficiency of a knowledge node.

Fig. 12. Learning knowledge map from students’ perspective.
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Fig. 13. Learning knowledge map from the teacher’s perspective.

3) Yellow: If the score of the knowledge node is in the range of
66–80, then the student is considered to understand most
of the content of the video.

4) Green: If the score of the node is greater than 80, then the
student is considered to fully understand the basic content
of the video.

The implications of our system can be considered from two
perspectives. From the perspective of students, we hope that stu-
dents can use their own learning knowledge maps to understand
the relationship between course structure, the current situation
of their own learning, and concepts that have yet to be mastered;
we also hope that they can use such maps to further adjust their
learning. From the perspective of teachers, our system lists the
knowledge maps of all students, as illustrated in Fig. 13; the list
enables teachers to easily determine the overall student learning
status and identify the learning statuses of individual students
through the knowledge map.

IV. RESULTS AND DISCUSSION

A. SEAKMAP

We conducted an experiment in this study to demonstrate our
system. For this experiment, we selected a course designed by
researchers and teaching professors at the Center for Teaching
and Learning Development of National Tsing Hua University.
A knowledge map was also constructed by the researchers
and lecturers at the Center for Teaching and Learning Devel-
opment. However, the construction of a knowledge map is a
time-consuming process. We, thus, attempted to expedite the

knowledge map construction process in our experiment by using
SEAKMAP.

In the experiment, we invited TAs with course-relevant
background knowledge to generate knowledge maps using
SEAKMAP and compare them with the original map drawn by
researchers and lecturers at the Center for Teaching and Learn-
ing Development. The comparison revealed a strong similarity
between the knowledge maps constructed using SEAKMAP and
the map constructed by the experts; however, constructing a
knowledge map using SEAKMAP was found to be faster and
more efficient than creating a manual knowledge map.

Before comparing the two types of knowledge maps, we
addressed some textual details, such as abbreviation problems.
For example, TCP means “transmission control protocol” but
in terms of string comparisons, the two terms are different.
To solve problems pertaining to textual details, we asked the
TAs and the teacher to confirm whether the nodes had the
same meaning, and we analyzed the similarity between the
two types of knowledge maps. The performance of SEAKMAP
was tested for two courses on ShareCourse, namely Topics on
Investment and Introduction to Computer Networks. We used
cosine similarity [40] to calculate the similarity of the paths in
the knowledge map constructed by the experts with those in the
SEAKMAP-obtained knowledge maps.

The cosine of two nonzero vectors can be derived using the
Euclidean dot product formula:

a · b = ‖a‖2‖b‖2cosθ. (4)

Given two vectors of attributes, A and B, the cosine similarity,
cos(θ), is represented using a dot product and magnitude as
follows:

similarity = cosθ =
A ·B

‖a‖2‖b‖2 =

∑n
i=1 AiBi√∑n

i=1 A
2
i

√∑n
i=1 B

2
i

(5)
where Ai and Bi are the components of A and B, respectively.
The resulting similarity ranges from −1 (exactly opposite) to 1
(exactly the same), with 0 indicating orthogonality (decorrela-
tion) and in-between values indicating intermediate similarity
or dissimilarity.

We applied the paths of leaves (POL) algorithm [41] to
determine the similarity between the knowledge map generated
by the experts and the SEAKMAP-obtained knowledge maps.
Similarity can be calculated through the following four steps in
the POL algorithm.

Step 1: Convert the concepts in a knowledge map to letter
designations and create POL paths. Fig. 14 illustrates the proce-
dures through which POL paths could be created for the handout
provided on week 5 of the course “Topics on Investment.”

Step 2: Compute the cosine similarity between P1,n and P2,i

and record the results (see Table V). For example, P1,n is P1,1

and P2,i is P2,2; thus, the cosine similarity between P1,1 and
P2,2 is 0.408 according to

(1, 1, 0, 0) · (1, 0, 1, 1)√
(1, 1, 0, 0) · (1, 1, 0, 0)×√(1, 0, 1, 1) · (1, 0, 1, 1) . (6)
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Fig. 14. Conversion of concepts in a knowledge map to letter designations and creation of each POL path.

TABLE V
MATRIX OF P1,n AND P2,i

Step 3: Compute the similarity between the two types of
knowledge maps using the following equation:

Sim(Kmap1,Kmap2)

=

(∑
n[Max(P1,n)× Len(P1,n)]∑

Len(P1,n)

+

∑
i[Max(P2,i)× Len(P2,i)]∑

Len(P2,i)

)
. (7)

For example, we calculated the final map similarity for the
week 5 handout—provided in the course Topics on Investment—
to be 0.95801.

Using this method, we could obtain the overall similarity
between knowledge maps for each experimental course. Tables
VI and VII list the overall similarity values for the courses
Topics on Investment and Introduction to Computer Networks,
respectively. As presented in Table VII, the similarity of the
knowledge maps for Introduction to Computer Networks was
approximately 0.8, suggesting that the system architecture can

TABLE VI
SIMILARITY FOR ALL WEEKS OF THE COURSE TOPICS ON INVESTMENTS

obtain an approximately correct result but may miss a few con-
cepts. However, the similarity was not high between knowledge
maps for handouts provided in some other weeks of the course.
The derived similarity values for these weeks were inferior to
the others because some of the concepts were mentioned in the
lecture video but were not explained in the handouts.
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TABLE VII
SIMILARITY FOR ALL WEEKS OF THE COURSE INTRODUCTION TO

COMPUTER NETWORKS

TABLE VIII
SIMILARITY OF TWO SETS OF KNOWLEDGE MAPS

A close investigation revealed that another cause of differ-
ences between the knowledge maps might be that the handouts
contained numerous equations and images, which SEAKMAP
cannot reliably extract using relation extraction because the
extraction focuses on the relations between text content rather
than equations and pictures. The following are common reasons
for decreased similarity:

1) user selection of incorrect concepts in SEAKMAP;
2) inconsistency in the coverage of some concepts between

the handouts and the videos;
3) incompatibility between handout structure or content and

our data analysis module.
Despite these problems, the similarity achieved using our

system was still high (approximately 80%).
To evaluate the effectiveness of SEAKMAP in improving

knowledge map creation efficiency, we divided the TAs into
two groups to generate knowledge maps for the course Topics
on Investment. One group utilized SEAKMAP to generate a
knowledge map, whereas the other group created a knowledge
map without using SEAKMAP. We compared the knowledge
maps created by the two groups with one created by an expert
(see Table VIII). Although the TAs’ knowledge maps were
comparable to the expert’s knowledge map, the map created
using SEAKMAP had a slightly higher level of similarity to
the expert’s knowledge map than that created without the use
of SEAKMAP. This result is partly because the TAs who did
not employ SEAKMAP failed to include leaf concept nodes that
were included in the expert’s knowledge map. We believe that the
correctness of the knowledge map created by the TAs was heav-
ily dependent on the TAs’ levels of understanding. Nonetheless,
SEAKMAP helped the TAs to save time when generating their
knowledge map. The main contribution of SEAKMAP is that

users can create knowledge maps efficiently and can manually
modify their knowledge maps easily if the results do not meet
their requirements.

Furthermore, to improve retrieval efficiency and knowledge
maps’ interoperability, readability, and usability, adopting a
standardized approach would be helpful. In this research, a
standardized approach may at least involve three system com-
ponents. First, using controlled vocabularies, standardized and
organized arrangements of words and phrases that provide a
consistent way to describe data, can improve the consistency
and accuracy of information. For instance, a system interface that
allows participants to agree on using specific terms to represent
specific concepts can avoid confusion and misunderstanding.
Second, introducing entity-relations, a graphical representation
that depicts relationships among people, objects, places, con-
cepts, or events within an information technology system, can
make knowledge maps clearer and easier to understand due to
the explicit definition and structure of these relationships. Thus,
it can improve the usability of the knowledge map by enabling a
faster and more accurate search and retrieval. Finally, the use of
standardized graphic elements, such as shape, color, and texture,
can greatly improve the readability of knowledge maps because
otherwise the same color or shape might represent different
concepts and, thus, create confusion.

B. Analysis of AI Assessment System

1) Experimental Setting: We tested our system on the Share-
Course platform. We set the threshold α to 0.5, meaning that the
AI assessment system believes that a student would answer an
exercise question correctly when the softmax function output is
greater than or equal to 0.5.

2) Exercise Prediction: To use our system to predict whether
the students would correctly answer relatively difficult questions
with relevant knowledge concepts, we collected and analyzed the
student’s learning behaviors.

We used training data obtained from the course Introduction
to Computer Networks in 2015, 2016, and 2017. In our training
model, the accuracy of 10-fold cross-validation was determined
to be 0.818. To determine whether this model can be used
in courses other than Introduction to Computer Networks, we
selected three courses for performance testing, namely Intro-
duction to Computer Networks in 2019, Topics on Investment
in 2018, and Principles of Economics in 2019. The course
information is presented in Table IX.

We assessed system performance by using a confusion matrix
(see Table X) as well as accuracy, recall, precision, and F1-scores
(see Table XI). The accuracy values of the model for the three
courses were 0.800, 0.838, and 0.889, all of which are favor-
able, demonstrating that the predictive power of the assessment
system is acceptable. The F1-scores for these three courses
were 0.861, 0.887, and 0.919, indicating that the assessment
system can return accurate results even for unbalanced datasets.
In addition, the assessment results for the course Principles of
Economics were relatively favorable. In contrast to free courses,
the students in this course had a more specific focus and a higher
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TABLE IX
COURSE INFORMATION

TABLE X
EXPERIMENTAL RESULTS

TABLE XI
ACCURACY TABLE

TABLE XII
AUC TABLE

level of concentration; accordingly, this course exhibited less
noise when compared with other free courses.

To conduct a receiver operating characteristic (ROC) curve
analysis, we used the area under the ROC curve (AUC) as a
measure of system performance (see Table XII). The system
could provide high-quality predictions, indicating that video-
watching features could enable predicting exercise outcomes.
Specifically, the AUC values for the three courses were 0.87,
0.88, and 0.90. This finding demonstrates that our system works
for other courses as well. The assessment system has excellent
performance for the same type and for different types of courses.
In summary, the assessment system effectively predicts students’
learning outcomes by evaluating only video-watching features
(with relevant knowledge concepts needed). The system could
easily be transferred to other online course systems for perfor-
mance prediction even in the absence of exams.

V. CONCLUSION

This article proposes an AI assessment system for evaluating
knowledge node scores and integrating them with knowledge
maps to form a personal knowledge map for learning.

We utilized lecturers’ handouts for each course as conceptual
models for keyword extraction and relation extraction to analyze
and generate knowledge maps. The semiautomatic construction
system provides an improved substitute method for the labor-
intensive and time-consuming process of manually generating
knowledge maps, which often requires experts in the specific
course.

Moreover, the AI assessment system can diagnose student
learning performance on the basis of video-watching behaviors.
First, students’ video-watching behaviors are recorded for each
knowledge node and then combined with the test analysis re-
sults provided by the item parameter analysis system. Using an
economic DNN architecture, our deep learning model converts
the collected data into a final knowledge score, which reflects
students’ learning performance. This score is then presented to
students via the system UI, enabling them to assess their learning
progress.

Through the collection of learning data, this platform creates
an AI-supported online learning environment to improve learn-
ing. Furthermore, by combining the knowledge maps with our
AI assessment system, students can identify critical concepts by
investigating personal knowledge maps, and teachers can design
examinations and provide materials based on students’ levels of
learning progress. SEAKMAP and the associated tools enable
mutually beneficial learning and teaching cycles.
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