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Abstract—Engaging students in creating learning resources has
demonstrated pedagogical benefits. However, to effectively utilize
a repository of student-generated content (SGC), a selection
process is needed to separate high- from low-quality resources as
some of the resources created by students can be ineffective,
inappropriate, or incorrect. A common and scalable approach is to
use a peer-review process where students are asked to assess the
quality of resources authored by their peers. Given that judgments
of students, as experts-in-training, cannot wholly be relied upon, a
redundancy-based method is widely employed where the same
assessment task is given to multiple students. However, this
approach introduces a new challenge, referred to as the consensus
problem: How can we assign a final quality to a resource given
ratings by multiple students? To address this challenge, we
investigate the predictive performance of 18 inference models
across five well-established categories of consensus approaches for
inferring the quality of SGC at scale. The analysis is based on the
engagement of 2141 undergraduate students across five courses in
creating 12 803 resources and 77 297 peer reviews. Results indicate
that the quality of reviews is quite diverse, and students tend to
overrate. Consequently, simple statistics such as mean and median
fail to identify poor-quality resources. Findings further suggest
that incorporating advanced probabilistic and text analysis
methods to infer the reviewers’ reliability and reviews’ quality
improves performance; however, there is still an evident need for
instructor oversight and training of students to write compelling
and reliable reviews.

Index Terms—Consensus approaches, crowdsourcing in educa-
tion, learnersourcing, learning analytics, peer review.

I. INTRODUCTION

LEARNERSOURCING refers to a pedagogically sup-

ported form of crowdsourcing that mobilizes the learner

community as experts-in-training to contribute novel content

for future learners while being engaged in meaningful learning

experiences themselves [1], [2]. This emerging concept has

been inspired by the success of crowdsourcing as an effective

problem-solving paradigm that leverages the crowd for pri-

marily completing a task. The concept of engaging learners as

contributors to novel content has strong roots in the learning

sciences and is aligned with established and contemporary

learner-centered approaches [3]. One important approach in

which learnersourcing has been used is to harness the collec-

tive creative power of students to develop repositories of

learning resources [4], [5], [6].

The development of repositories of student-generated content

(SGC) can have various benefits: It can be used by 1) students

for studying [4], 2) instructors for creating assessments [7], or

for engaging students in higher-order learning tasks [8], as well

as 3) adaptive educational systems, which need large reposito-

ries of learning resources, for recommending personalized

instructions [5], [9]. However, to effectively use SGC reposito-

ries, high- and low-quality resources should be identified

through moderation. While strong evidence from previous work

suggests that a large portion of the SGC is of high quality and

meets rigorous judgmental and statistical criteria [10], [11], it

also suggests that students commonly create resources that are

ineffective, inappropriate, or incorrect [7], [12], [13].

So how can we separate high-quality from low-quality

resources in a large SGC repository? One approach is to engage

instructors as experts in evaluating the quality of the resources;

however, the instructor-led quality evaluation is not scalable

and can be expensive due to the potentially large size of the

repositories. An alternative scalable approach is to use a peer-

review process where students are asked to assess the quality of

resources authored by their peers. Engaging students in provid-

ing instead of receiving feedback can be beneficial for learn-

ing [14], [15] and has the capacity to help students develop

evaluative judgment, which has been recognized as an impor-

tant aspect of the learning process [16]. Although some prior

work has reported on learners’ ability to evaluate resources

effectively [7], [11], [17], [18], the judgments of students as

experts-in-training cannot wholly be trusted. A common solu-

tion is to rely on the wisdom of the crowd rather than one person

by employing a redundancy-based strategy and assigning the

same task to multiple users. This solution has been also utilized

in other types of assessments such as peer reviewing of academic

manuscripts [19] or grant proposals [20] and more widely by the
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crowdsourcing community [21]. However, it raises a new prob-

lem commonly referred to as the consensus problem: In the

absence of ground truth, how can we optimally integrate the

decisions made by multiple people toward an accurate final

decision?

In response to this question, we investigate the predictive

performance of five categories of consensus approaches for

evaluating the quality of SGC based on a peer-review process.

The first category relies on summary statistics such as mean or

median. This category is chosen as summary statistics are com-

monly used consensus approaches within many crowdsourcing

and educational peer-review systems (e.g., [22], [23], [24],

[25]). The second category relies on historical performance or

self-evaluation data to approximate student competence and

reliability. This category is chosen as student competence mod-

els are commonly used in adaptive educational systems (e.g.,

[9]) for approximating students’ abilities. The third category

incorporates probabilistic consensus approaches that infer the

reliability of students based on their past reviews. This category

is chosen as it is commonly and successfully used in crowd-

sourcing systems (e.g., [26], [27], [28]) to approximate the reli-

ability of crowd workers. The fourth category incorporates text

analysis methods that infer the reliability of a review based on

the provided comment. This category is chosen as it is com-

monly and successfully used in the context of identifying reli-

able reviews (e.g., [29], [30], [31], [32]). The fifth category

combines approaches from the previous four discussed catego-

ries. It is chosen due to the success of ensemble consensus

approaches (e.g., [33], [34]). Our investigation is guided by the

following research questions.

RQ1. How well do the commonly used summary statistics

infer the quality of SGC in the peer-review process?

RQ2. To what extent is student judgment of content quality

associated with their learning competence history and

self-assessment of confidence?

RQ3. How does inferring the reliability of reviewers by proba-

bilistic models impact the SGC quality inference?

RQ4. How does inferring the reliability of a review by text

analysis models impact the SGC quality inference?

RQ5. Do combinations of the above models improve the per-

formance of the SGC quality inference?

These research questions are answered by comparing the

predictive performance of 18 consensus approaches across the

five presented categories. The performance of the models is

evaluated based on the engagement of 2141 students across

five undergraduate courses using empirical data collected from

the adoption of a learnersourced system. The rest of the article

is organized as follows. The following section presents related

work on learnersourcing and consensus approaches. Section III

presents a suite of consensus inference models to infer resource

quality. Section IV describes the tool, data, and metrics used to

answer the above RQs. Then, Section V compares and contrasts

the performance of a suite of consensus approaches against four

metrics on peer review of SGC quality. Section VI discusses the

implications and potential benefits and shortcomings of inte-

grating the presented algorithms into an educational system.

We also suggest directions to pursue in future work to

overcome current limitations. Finally, Section VII concludes

this article.

II. LITERATURE REVIEW

We explored the literature in two different realms: 1) The

next section covers prior work related to learnersourcing, and

2) then various consensus inference methods are presented.

A. Learnersourcing

Learners benefit from learnersourcing both when they

engage with resources and when they create resources them-

selves. This is supported by learner-centered theory [3] and

generation effect [35]. The advantages of self-generated infor-

mation on learning and memory have been acknowledged

over reading the information provided by others [36], [37]. A

growing number of systems enable students to create various

forms of content, such as knowledge components [38], multi-

ple-choice questions [4], [39], personalized hints [40], summa-

ries of steps in how-to videos [41], explanations for peer

instruction [42], solutions to open-ended questions [43], and

explanations for programming misconceptions [44]. One of

the listed challenges of learnersourcing systems is how they

can control the quality of the created content at scale [45].

Peer-review systems have generally addressed this challenge

by a redundancy-based strategy that distributes the quality

evaluation task to multiple peers.

The role of high-quality feedback in learner outcomes is

well attested in educational research [46], [47]. However, it is

hard to scale it to the large number of items that need to be

assessed in many learning platforms. Peer assessment not only

scales well but also promotes a higher level of learning com-

pared to one-way instructor assessment [48], [49], [50]. Peer

evaluation activities range from involving more experienced

learners to help novices with hints and reviews to pairing stu-

dents to assess each other’s activities or flagging an activity to

be further assessed by instructors. These peer evaluation meth-

ods are implemented in a number of learning platforms such as

Mechanical TA [22], Dear Beta and Dear Gamma [40],

Arop€a [23], PeerScholar [24], CrowdGrader [51], edX [52],

and Peergrade [25]. Measuring the quality of peer evaluations

is a major challenge for their integration into regular educa-

tional programs (e.g., for formative and summative marking),

which is the focus of this work. In the following section, we

briefly discuss the commonly applied methods for making a

final decision from multiple peer reviews.

B. Consensus Approaches

In the crowdsourcing literature, the problem of optimal inte-

gration of crowdsourced decisions in the absence of a ground

truth toward making an accurate final decision has been stud-

ied under the general terms of truth inference or consensus

approaches [21], [53]. Here, we focus on the following five

groups of models for estimating the quality of SGC:

1) summary statistics that only rely on user ratings;
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2) learner competence models that estimate students’ abil-

ity based on historical student performance or self-

evaluation;

3) probabilistic models that estimate moderators’ reliabil-

ity or predict their behavior to adjust their contributions

toward consensus;

4) text analysis models that estimate moderation’s reliabil-

ity based on the comments provided by peer reviewers;

5) models that combine approaches from the previous four

discussed categories.

1) Summary Statistics: These models use summary statis-

tics of the decisions given by a crowd on each item to infer a

final rating. These are explainable, and users can easily under-

stand the outcomes. Summary statistics methods like mean

aggregation are commonly employed in peer evaluation sys-

tems such as Mechanical TA [22], Arop€a [23], PeerScho-

lar [24], and Peergrade [25] to integrate student decisions on

their peer’s work. However, these methods are quite fragile

against skewed data and users with diverse abilities or inter-

ests [54]. A number of studies have attempted to extend the

baseline methods by using weighted summaries and optimiza-

tion techniques [55], [56]. For example, Weir et al. [41] used a

majority voting approach to determining the final subgoal

labels from learner decisions on instructional videos in

Crowdy. While Weir et al. [41] reported that most of the

learners’ evaluations were comparable to experts, they also

employed a multistage approach for proofreading to tackle

low-quality (spam) annotations. Similarly, Williams et al. [57]

used a weighted average approach to evaluate the helpfulness

of provided explanations in AXIS. They also claimed that the

quality of explanations in their system was comparable to that

of a skilled academic. In this study, we use four summary sta-

tistics methods (majority voting, mean, median, and debiased

mean) as baselines and compare their performance with

learner competence, probabilistic, and text analysis models.

2) Learner Competence Models: A notable limitation of

summary statistics is that each user’s contribution has the same

impact on the final result, whereas the quality of ratings and

user reliability may vary substantially across a cohort [58],

[59]. The problem of unfair representation is addressed by

incorporating a competence-weighted approach in crowdsourc-

ing systems, where more skilled workers would receive more

weight than others in the crowd [60]. Tao et al. [61] emphasized

that crowdsourced labeling systems should utilize a weighted

majority vote method to aggregate the noisy labels so that

higher competent annotators are given greater weight in the

final decision. In educational systems, students’ competency is

commonly utilized to adapt instructions [5], [9], [62] or build

learner models in the system [63], [64]. Abdi et al. [58] used

auxiliary data from student performance in an unsupervized

learnersourcing consensus approach to improve the accuracy

of determining the quality of learning resources. In this study,

we use three methods for estimating a learner’s competency

and then use it in a way that more competent and engaged stu-

dents have a larger contribution to the final decision.

3) Probabilistic Inference Models: Estimating the compe-

tence level of users in crowdsourcing systems is a challenging

task due to the absence of ground truth labels, and the ano-

nymity of annotators [61]. Therefore, user reliability is com-

monly inferred using data-driven latent models in the absence

of ground truth [26]. One of the well-adopted probabilistic

models to estimate the quality of response is expectation–max-

imization (EM), which is used as a weighted aggregation

method in consensus approaches [27]. Whitehill et al. [17]

developed a probabilistic model using EM to estimate the

quality of learning resources by aggregating learners’ subjec-

tive ratings. However, users’ inherent anonymity in large-

scale networks such as crowdsourcing platforms and social

media raises malicious behavior such as spamming and pro-

viding false or misleading information. This misbehavior is

considered challenging to detect by EM [54]. Therefore, trust

evaluation in large-scale networks becomes vital to tackle this

challenge [65]. In this regard, trust propagation approaches

are probabilistic models that try to disclose spammers and

untrustworthy users in social networks [65]. A review graph

model proposed by Wang et al. [66] identifies untrustworthy

online store reviewers using an iterative approach. Guha

et al. [67] introduced a trust propagation framework that

includes distrust. Besides, several probabilistic models con-

sider the consensus inference as an information recommenda-

tion problem and use collaborative filtering recommendation

methods like matrix factorization (MF), item-based collabora-

tive filtering, and tensor factorization to reach consensus [28],

[68], [69], [70]. MF has been shown as a resolution to deal

with the sparsity of user ratings in product reviews or movie

rating applications [68], [70] and learner moderation on

resources that are particularly sparse. This study evaluates

three probabilistic methods—EM, trust propagation, and MF,

to estimate student moderators’ reliability in the peer-review

process.

4) Text Analysis Models: While research on automatic esti-

mation of peer feedback quality in educational systems is

scarce [71], there is a large body of work in natural language

processing (NLP) on estimating the quality or helpfulness of

product reviews, which can be adapted for peer feedback qual-

ity estimation. Automatically estimating peer feedback reviews

can be formulated as either a text categorization (or regression,

depending on the desired output) when feedback is considered

in isolation, or feedback-resource pair categorization when the

relationship between feedback and its resource is taken into

account. Features such as the number of tokens, sentences and

question/exclamation marks indicating effort, count of positive

and negative words, specialized features such as content locali-

zation phrases for long essay feedback (e.g., in page 6), and

modal verbs (e.g., must, could) are used for predicting the

helpfulness of product reviews [29] and peer feedback qual-

ity [30] in isolation. Xiong and Litman [30] report that feed-

back length correlates the most with feedback quality among

these features. Additionally, Duret et al. [72] report that stu-

dents who engage with longer comments have better improve-

ment in learning outcomes compared to others. In this work,

we also use feedback text length to assess the quality of peer

evaluations. Features from review–product pairs, such as the

relatedness of reviews to the corresponding product, have been
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used for helpfulness prediction. Zhang and Varadarajan [31]

reported a high dependence between the perceived efficacy of a

product review and its linguistic style. Recent works have used

supervised end-to-end neural architectures to identify the

helpfulness of product–review pair [73]. Devlin et al. [74]

introduced BERT, a neural language model pretrained on a

large language corpus, to encode sentences such that pairs of

related sentences (e.g., with similar meaning) are close to each

other in the embedding space. Xu et al. [75] use BERT in mea-

suring online product reviews’ quality in a supervised setting.

However, given that the amount of annotated data in peer-

review assessments is very limited, an unsupervised neural

architecture—Sentence-BERT (SBERT) [76], is employed in

this study to identify the relatedness of feedback to the learner-

sourced content. SBERT measures comment-resource related-

ness with no supervision, which is very important given the

variation, scale of peer-provided feedback, and the lack of

annotation. This work evaluates the usefulness of four text

analysis features, including sentiment alignment, length, simi-

larity, and relatedness.

5) Combined Models: Combining multiple models, also

referred to as ensemble modeling, is used to improve the pre-

diction performance in machine learning and crowdsourcing

literature [33]. There is overwhelming evidence that the use of

ensemble methods also improves predictive performance on

imbalanced datasets [34]. For example, in a system for topic

labeling of multimedia posts, Chang et al. [77] show that an

ensemble model that first learned the reliability of annotators

from crowdsourced judgments outperformed a naive method

that aggregates labels from annotators. Zhang et al. [78] also

proposed ensemble solutions based on majority voting and

maximum likelihood estimation to predict unlabeled data by

aggregating multiple base classifiers, which showed to outper-

form a set of advanced algorithms. Although the outperform-

ance of multimodal models often comes at the expense of

increased computational requirements and reduced explain-

ability [79], their success in machine learning and crowdsourc-

ing problems motivates us to investigate the performance of

various combinations of the features mentioned above, espe-

cially to find a multimodal model that considers the reliability

of both reviewers and reviews.

III. METHODS

Here, we first present a formal definition and notation for the

problem under investigation. We then present 18 representative

models from the 5 categories of consensus approaches. Table I

provides a summary of the notations used in this article.

A. Problem Definition and Notation

Let UN ¼ fu1 . . .uNg denote a set of users enrolled in a

course in an educational system, where ui refers to an arbitrary

user. Let QM ¼ fq1 . . . qMg denote a set of learning resources,

where qj refers to an arbitrary resource. A resource qj either
holds a moderated status, which means its quality r̂j has been
inferred and exceeds a threshold of G, or it holds a nonmoder-

ated status, which means its quality r̂j is unknown. Peer

reviewing a nonmoderated resource by users includes provid-

ing a decision rating about the quality, accompanied by a com-

ment rationalizing their decision and a confidence rating to

assess their confidence in their decision. Let DN�M capture

users’ decision ratings on evaluation of learning resources

where 1 � dij � 5 shows the decision rating given by user ui to

resource qj. Let CN�M denote comments provided by users to

accompany decision ratings, where cij stores the comment of

user ui on resource qj, and let FN�M denote confidences that

are provided to accompany decision ratings, where 1 � fij � 5

is the confidence level of user ui on their rating for resource qj.

B. Consensus Problem Definition

Given a nonmoderated resource qj and evaluations

d1j; . . . ; dkj, infer the quality of qj denoted as r̂j.

C. Summary Statistics

The consensus approaches presented in this subsection only

use aggregate statistics over the numerical ratings provided by

students, which makes them fast (can be used in real-time)

and easily explainable.

1) Majority Vote: A common consensus approach is to use

a majority vote or mode, which takes the rating given by the

majority as the outcome.1 Favorable characteristics of this

approach are that it can be used on both categorical and

TABLE I
NOTATION USED IN THE PROBLEM DEFINITION AND THE PRESENTED

APPROACHES

1 Ties are broken via a random assignment of one of the ratings competing
for the majority as the outcome.
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numerical values, is easy to explain, and is generally viewed

as a fair approach.

2) Mean: A simple consensus approach based on summary

statistics is to use the mean of all ratings: r̂j ¼
Pk

i¼1
dij

k . In

mean aggregation, the same contribution weight is given to all

moderators in inferring the final rating.

3) Median: Another rating aggregation method we used is

r̂j ¼ Medianðu1; . . .ukÞ. Median often lies between mean and

mode in skewed normal distributions. Similar to the mean

aggregation, it assumes an equal weight for all ratings and

also ignores user bias.

4) Debiased Mean: A considerable number of students

consistently underestimate or overestimate the quality of

resources. Incorporation of under- and overrating into the con-

sensus approach can reduce its impact. We introduce the nota-

tion of BN , where bi shows the rating bias of user ui.

Introducing a bias parameter has been demonstrated to be an

effective way of handling user bias in several domains, such as

recommender systems and crowd consensus approaches [80].

In the current study, we first computed �di as the average deci-

sion rating of user ui. We then computed �d ¼
PN

i¼1
�di

N as the

average decision rating across all users. The bias term for user

ui was computed as bi ¼ �di � �d. Positive values of bi indicate
that, on average, ui ratings compared to their cohort were

higher. Conversely, negative values of bi show that ui under-

rated resources compared to their cohort. Rating bias was prev-

alent in our data and negatively impacted aggregation, so needs

to be accounted for. To adjust for the rating bias, the quality of

resource qj can be inferred as r̂j ¼
Pk

i¼1
ðdij�biÞ
k , where k is the

number of ratings on resource qj.

D. Learner Competence

The learner competence models aim to use the available

data on student moderators to approximate competence,

which in turn is used to infer their reliability. Using (1),

learner competence models utilize the following general

formula:

r̂j ¼
Pk

i¼1 �i � dij
Pk

i¼1 �i

(1)

where �i is representing the competency estimates of the

learner i. The number of resources a student has correctly

answered before rating resource qj is used for approximating �i

as their competence, which can be collected by analyzing their

past contributions at the course level or specific topics associ-

ated with the target resource qj. We also consider students’ Elo

score, a self-correcting rating from the learner model utilized in

the educational system that reflects students’ knowledge states

and learning resources difficulty over time [64].

1) Learner Confidence: An alternative approach of approx-

imating a student’s reliability in evaluating a resource is to set

�i to the self-provided confidence level fij of the student so

that more confident ratings contribute more to the final rating.

E. Probabilistic

Many methods have been introduced for computing reliabil-

ity of users [21]. Here, we adopt three popular probabilistic

models for inferring moderator reliability.

1) Expectation-Maximization: The problems of inferring

the reliability of users LN and the quality of resources R̂M

can be seen as solving a “chicken-and-egg” problem where

inferring one set of parameters depend on the other. If the true

reliability of students LN were known, then an optimal

weighting of their decisions could be used to estimate R̂M .

Similarly, if the true quality of resources R̂M were known,

then the reliability of each student LN could be estimated. In

the absence of ground truth for either, the following procedure

inspired by the well-adopted EM technique is used:

1) set the reliability of all students to an initial value of r;

2) infer r̂j for a resource qj based on current values of

learner reliability scores �1; . . .�k and, ratings d1; . . . dk
on qj;

3) update �1; . . .�k.

In this method, the current ratings of the users and their

given decisions are utilized for computing the quality of the

resources and reliability of the users using (2) as follows:

r̂j ¼
Pk

i¼1 �i � dij
Pk

i¼1 �i

; �i ¼ �i þ fR
ij ðdij; r̂jÞ (2)

where fRij ðdij; r̂jÞ ¼ 2de�ðdij�r̂jÞ2=ð2s2Þ�d
2s

ffiffiffiffi
2p

p determines the “goodness”

of dij based on r̂j as the height of a Gaussian function at value

ðdij � r̂jÞ with center 0, standard deviation s ¼ :7 and peak

d ¼ 100.
2) Graph-Based Trust Propagation: In this approach,

Wang et al.’s [66] review graph model and Guha et al.’s [67]

trust propagation framework are merged to consider agree-

ment and disagreement to compute the similarity between

users and then estimate and propagate users’ reliability [59].

As shown in Fig. 1(a), a graph is considered that consists of

four kinds of nodes—students, decision ratings, resources, and

instructors. This graph-based trust propagation model has

three main stages: 1) decision-making, 2) updating scores, and

3) reliability propagation. The first two stages are very similar

to the EM method. An initial score (e.g., r) is devoted to all

students. This set of scores is transformed into an initial set of

users’ reliability LN . In the decision-making stage, given a

nonmoderated resource qj and a set of students’ decision rat-

ing ðd1j; . . . ; dkjÞ, the system estimates the quality when

enough reliable and trustworthy moderators have evaluated

the given resource. Then, in the updating score stage, the

inferred quality of qj (i.e., r̂j) is used to calculate the moder-

ators’ gained score. Finally, in the propagation stage, all other

users connected to this set of users (i.e., ðu1; . . . ; ukÞ) would
also receive an updated score from the most reliable and trust-

worthy moderator. In this scenario, users’ reliability would be

updated by the amount of ’i, which depends on the quality of

their own work and also similarities sik to their peers who are

directly connected to them as a result of their collaboration in

the previous moderations, as shown in Fig. 1(b).
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3) Matrix Factorization (MF): Available user moderation

per resource is a sparse matrix since each student evaluates a

few resources. Here, to infer students’ and instructors’ esti-

mated ratings on the quality of all resources, a semisuperv-

ized MF approach [70] is used to induce latent feature

vectors. In this approach, a rating matrix, as shown in Fig. 2,

is constructed so that the first N�1 rows consist of the deci-

sion ratings of students on the quality of the M resources and

the last row (N) is for the instructor ratings. For each

resource, MF would be applied to estimate how instructors

would evaluate the quality of that resource. The estimated

quality is recorded to be compared with the actual

instructors’ rating in the test (spot-checked) set for evalua-

tion and comparison. Then, for the following resources, the

previous elements of the last row would be populated by the

available instructor’s decision.

F. Text Analysis

The previous numerical rating and learner competency

models take into account the similarity of the students’

numeric rating with those of their peers, but they do not take

into account how much effort was applied by a user in the

evaluation of a resource. When students moderate a resource,

in addition to the numerical rating and confidence, they pro-

vide textual feedback. We describe three methods to incorpo-

rate comments into the consensus approach: 1) comment

length, 2) sentiment-rating alignment, and 3) relatedness/simi-

larity of the comment to the resource.

1) Length: The amount of effort learners spent on modera-

tion can be measured by the length of their comments. The

notation of LCN�M is introduced, where lcij shows the length
of comments (i.e., number of words) provided by user ui on

resource qj. The final rating r̂j is inferred using (1), where �i

is set to lcij which approximates the “effort” of ui in answer-

ing qj based on the length of the comment. Informally, this

model rewards students that have provided a longer explana-

tion for their rating.

2) Sentiment-alignment: In many cases, students might

provide a comment that criticizes the resource (negative) in

the comment (e.g., “This question is confusing, you are mix-

ing concept X with Y.”) but rate the resource high. In other

cases, the students provide a positive unhelpful comment like

“very good” or “great” but provide a low rating. The lack of

alignment between a comment’s sentiment and rating is often

indicative of a lack of effort or misunderstanding of the rating

scheme. The sentiment-alignment model measures a provided

comment’s sentiment and scores its alignment with the given

rating to address this issue. In this method, the final rating is

inferred by (1) by setting �i to fA
ij , where F

A
N�M is a function

approximating the alignment of the rating dij and the comment

cij a user ui has provided for a resource qj. A sentiment analy-

sis tool, Jockers–Rinker sentiment lexicon, classifies words in

peer feedback into positive, negative, and neutral sentiments

and then computes sentiment score [81], [82]. This tool

assigns polarity to words in strings with valence shifters. For

example, it would recognize this sample comment “This ques-

tion is not useful for this course” as a negative rather than indi-

cating the word “useful” as positive.

3) Relatedness: Analysis of feedback text in isolation

might be indicative of student effort, but it does not necessar-

ily show how feedback relates to the corresponding resource.

To analyze this relation, features from the feedback–resource

pair should be used. This usually involves measuring the num-

ber of exact overlapping words between the pair; however, the

words used in a related comment might not exactly be the

words used in the corresponding resource. Linguistic varia-

tion, such as using plurals, synonyms, or hyponyms, can result

in a word mismatch. A comment that relates and mentions

aspects of the resource under review is more insightful and

indicative of critical thinking compared to a general comment

such as “very good.” To find the relatedness of a comment cij

Fig. 2. Overview of the rating matrix passed to MF using student and
instructor ratings with an example.

Fig. 1. Graph-based trust propagation. (a) Moderation graph with four kinds
of nodes—students, decision ratings, resources, and instructors, and (b) main
steps in the propagation network model.
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to a resource qj, both cij and qj are first encoded in a semantic

vector space, and then, their cosine similarity is measured in

that space

~cij ¼ EncoderðcijÞ & ~qj ¼ EncoderðqjÞ
Relatednessðcij; qjÞ ¼ cos ð~cij;~qjÞ: (3)

To capture semantic relatedness rather than only relying on

exact lexical matches, SBERT [76] is used as the encoder

function in (3). The cosine similarity score [83], [84], [85]

between the two representations measures relatedness and

ranges in ½�1; 1�. SBERT is based on BERT [74] and is pre-

trained to encode text into semantically meaningful represen-

tations. Given that these models are pretrained on large

amounts of English text, they can be used with little or no

supervision in many NLP tasks with state-of-the-art perfor-

mance. In addition, GLEU (Google BiLingual Evaluation

Understudy) is used as a measure of similarity using n-grams

between the provided comment and the resource under moder-

ation [86]. After computing the relatedness and similarity of

comment–resource pair, (1) is used to measure the final rating

r̂j by setting �i to normalized cos ð~cij;~qjÞ, the relatedness of

comment cij on resource qj, and similarity score based on the

GLEU.

G. Combined Models

The consensus approaches described above utilize various

information collected from student moderators to infer the

quality of a resource. Combining features in a multimodal

model has been shown as an effective way to integrate avail-

able sources of information [87]. Here, we investigate combi-

nations of this different information by integrating features

from the inference models mentioned above in �i of (1). For

example, �i in a combined model consisting of relatedness

from text analysis and trust from probabilistic models would

be a product of the provided comment’s relatedness multiple

by the user’s gained reliability score.

IV. EVALUATION

Here, we first overview the tool used in the current study.

Then, general information about the data collected and the

experimental settings for evaluating the consensus inference

models are provided.2 Finally, Section IV-C outlines a brief

description of the evaluation metrics used for the analysis.

A. Tool

RiPPLE is an educational system that employs learner-

sourcing to create the resource repository. Fig. 3 uses screen-

shots of the platform to demonstrate some of its main

functionality.

Fig. 3(a) illustrates an example of the interface used for cre-

ating learning resources. The example provided in the figure

shows the page used for creating multiple-answer questions.

RiPPLE relies on a peer-review process where students review

and evaluate existing resources. RiPPLE assigns each resource

to be evaluated by multiple moderators. Fig. 3(b) illustrates

the interface used by a moderator for evaluating a resource

using a rubric of four items, which asks moderators to rate a

resource on alignment, correctness, difficulty level, and criti-

cal thinking encouragement [88]. Based on evaluations from

the moderators, RiPPLE uses a consensus approach to infer

resource quality. It currently uses an EM-inspired approach

discussed in Section III-E. Fig. 3(c) shows an example of how

evaluations and the inferred outcome are shared with the

author, moderators, and instructors. The authors of the

approved resources are encouraged to update their resources

based on the feedback provided before they are added to the

course repository. The authors of rejected resources can

update and resubmit their resources. Approved resources are

then used in RiPPLE, which is an adaptive educational sys-

tem [9] at its core, to offer personalized learning by dynami-

cally changing instructions tailored to the individual needs of

students. Fig. 3(d) shows the personalized practice interface in

RiPPLE. The upper part illustrates the learner model in the

form of an interactive visualization widget that allows students

to view an abstract representation of their knowledge state on

a set of topics associated with a course offering. The lower

part of the practice interface displays learning resources rec-

ommended to a student based on their learning needs using

the recommender system outlined in [89].

B. Data Collection

The data used in this study are obtained from trialing RiP-

PLE in semesters 1 and 2 in 2020. Around 40 courses utilized

RiPPLE in their offerings at The University of Queensland

that year. However, in this work, we only gathered and

reported data from the five offerings: Introduction to Informa-

tion Systems in two semesters (code: INFS1-2), The Brain

and Behavioural Sciences in two semesters (code: NEUR1-2),

and Artificial Intelligence in semester 2 (code: COMP), that

had the highest level of students participation and a consider-

able number of spot-checked resources from instructors for

evaluation. General information about the datasets is pre-

sented in Table II. In total, 77 297 moderations were submitted

on 12 803 resources by 2141 undergraduate students in these

five courses’ offerings. We applied an inclusion criterion for a

meaningful and fair comparison [90] among different models

where only resources with at least four moderations were

selected for evaluation (e.g., 911 resources out of 2095 for

INFS1). In addition, each course offering had a different num-

ber of instructors, including course coordinators, lecturers,

and teaching assistants. In total, 28 instructors (7 from INFS1,

3 INFS2, 6 NEUR1, 7 NEUR2, and 5 COMP) spot-checked

694 resources in the selected datasets. These resources also

received 4918 moderations from learners. These spot-checked

resources are put aside as the test set for evaluation.

At the beginning of each semester, instructors determine the

number of topics in each course. Then, authoring students

would tag their created resources with one or more predefined

2 Approval from our Human Research Ethics Committee #2018000125
was received for conducting the current study.

112 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 16, NO. 1, FEBRUARY 2023



topics. The resources were assigned to seven topics such as

Relational Models for INFS, five topics such as Brain

Development for NEUR, and five topics such as Reason-

ing about other agents for COMP. Students have

submitted a total number of 47 338, 27 467, 62 540, 27 480,

and 19 097 answers to the questions on the moderated

resources for INFS1, INFS2, NEUR1, NEUR2, and COMP,

respectively. Students’ performance in each course and topic

is used to measure their competence.

All courses employed a rubric in which students’ participa-

tion in RiPPLE contributed 10% of their final grades. The

grade associated with RiPPLE was conditional on students’

participation in the moderation process but each course had a

somewhat different requirement. For example, in NEUR,

practicing on the platform and answering resources was not

required while students were expected to moderate more than

twice as many resources as INFS and COMP, which may have

contributed to a differing moderation behavior. More specifi-

cally, there were 4 rounds of assessments in INFS offerings,

and students were required to answer at least 10 resources cor-

rectly, create at least 1 resource, and moderate 4 or more

resources on any topic in each round. In NEUR offerings,

there were 5 rounds of assessments and students were required

to create at least 1 resource and submit at least 10 moderations

in each round. In COMP, students were required to answer at

least 8 resources, create 1, and moderate 4 or more in 4 rounds

of assessments. Fig. 4 offers further insights from the five

courses. Fig. 4(a) demonstrates that students in all courses

generally provided a positive high rating to their peer’s work.

Fig. 4(b) and (c) demonstrates that learners had quite diverse

behaviors regarding their moderation numbers and average

comment lengths. In particular, it can be seen that students

TABLE II
DATASET DETAILS FOR THE NUMBER OF RESOURCES, STUDENTS, AND MODERATIONS IN EACH COURSE

Fig. 3. Four of the main interfaces of RiPPLE for (a) resource creation, (b) evaluation rubric, (c) moderation feedback, and (d) personalized practice.
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from the NEUR course offerings conducted significantly more

evaluations and wrote significantly shorter comments com-

pared to INFS and COMP courses.

C. Metrics

The moderation process aims to decide whether or not a

new resource created by a learner is good enough to be added

to the repository of approved resources. Therefore, we per-

form our evaluation at a binary level by taking into account

the threshold used by the system (G ¼ 3) as the minimum

required inferred rating for a resource to be approved. Accord-

ingly, for both inferred ratings and instructor ratings, values of

greater than or equal to three are put in binary class 1 and are

categorized as “approved” and values of less than 3 are put in

binary class 0 and are categorized as “Rejected.” We use true

positive rate (TPR), true negative rate (TNR), Area Under the

Curve (AUC), and Accuracy (ACC) to report the performance

of each of the models.

1) TPR, also known as sensitivity, which is computed

based on the number of true positives (TP) (instructor

approved and the inferred decision was also to approve)

and false negatives (FN) (instructor approved while the

inferred decision was to reject) as TP
TPþFN . It shows the

proportion of approved cases that were correctly

classified.

2) TNR, also known as specificity, which is computed

based on the number of true negatives (TN) (instructor

rejected and the inferred decision was to reject) and

false positive (FP) (instructor rejected while the inferred

decision was to approve) as TN
TNþFP . It shows the propor-

tion of rejected cases that were correctly classified.

3) AUC, which is considered a reliable metric of aggre-

gated classification performance that considers both

TPR and TNR and is recognized as a suitable metric for

evaluating labels with skewed distributions [91].

4) ACC, accuracy, which is computed based on the number

of correct cases (i.e., TN and TP) and the total number

of cases as TP + TN
TP + TN + FP + FN . It shows the pro-

portion of total cases, which were correctly classified.

The absence of ground truth makes the selection of hyper-
parameters generally challenging for unsupervised learning
problems [92]. Here, the required hyperparameters for
probabilistic and text analysis models were learned via grid
search, and cross-validation [93] in INFS1. Then, the same
learned hyperparameters were used for other datasets.
During this experiment, we observed that fine-tuning
hyperparameters within individual models (e.g., selecting
the standard deviation s of Gaussian function in EM)
makes no significant changes compared to the different fea-
ture selections (e.g., length over sentiment in the text analy-
sis model).

V. RESULTS

Table III shows the performance of the proposed consensus

inference models in terms of TPR, TNR, AUC, and ACC.

Results are categorized based on consensus models into sum-

mary statistics (cf. Section III-C), learner competence (cf.

Section III-D), probabilistic (cf. Section III-E), text analysis

(cf. Section III-F), and combined models (cf. Section III-G).

RQ1. Summary statistics. These approaches only use the

student-provided numerical ratings for moderation. Summary

statistics are commonly used in various applications for con-

sensus; however, results reported in Table III show they per-

form poorly in the evaluation of SGC. These baselines

(majority vote, mean, median, and debiased mean) generally

have the lowest AUC among all the models.

RQ2. Learner competence. Incorporating course- and topic-

based user competence models achieved improved AUC val-

ues compared to the baselines. The increase in the TNR values

compared with baselines confirms that learner competency

features can better identify moderators who have accurately

labeled the poor-quality resources. Interestingly, the use of

students’ Elo rating and self-assessment of confidence has led

to contradictory outcomes, leading to improvement in some

courses like INFS1 while worsening the results in the other

offerings.

RQ3. Probabilistic. Results show that reweighting students’

contribution in the EM model based on how well their rating

aligns with the inferred rating moderately improves the TNR

values compared to the baselines. This model is the currently

implemented consensus approach in RiPPLE, which only con-

siders the numerical decision ratings from moderators. In con-

trast, the graph model achieved impressive improvements in

TNRs compared to baselines with a slight decrease in TPRs.

The MF approach predicts experts’ behavior in SGC quality

estimations based on the history of interactions between users

and resources. Results show a considerable improvement in

Fig. 4. Visualizations of the dataset comparing learners’ behaviors in terms
of (a) average rating, (b) the number of moderations, and (c) average length of
comment in words.
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terms of identifying the TN cases compared to the previous

models, whereas MF achieved the best outcome in INFS2.

However, the TPR significantly decreased in the datasets with

many discrepancies between students’ and instructors’ deci-

sions. For example, in 47 cases in NEUR2 and 30 in COMP,

all student-moderators approved a resource but instructors

rejected it. Subsequently, the TNR dramatically increased

from 0.03 in EM to 0.68 in MF for NEUR2 and from 0.13 to

0.67 for COMP with the cost of much sacrifice in TPR (from

0.99 to 0.55).

RQ4. Text analysis. Incorporation of linguistic information

from comments provided as feedback to created resources into

the text analysis models consistently improved the TNR,

which has led to improvements in AUC values. Results also

show that sentiment-alignment alone cannot indicate critical

thinking well and subsequently has not further improved

moderation outcomes than the length alone model. Comments

should also mention aspects related to the resource under

review to motivate more insightful feedback. The improve-

ments in the last two text analysis models suggest an associa-

tion between the similarity and relatedness of provided

comments to the underreview resources and the quality of

evaluations. Our findings suggest that extra features from text

analysis of the provided comments help improve inferring the

reliability of reviews.

RQ5. Combined models. Features from the models men-

tioned above can be combined in a wide variety of ways. For

example, examining simply 3 models out of the 10 (3 Compe-

tence, 3 Probabilistic, and 4 Text) resulted in 120 models.

While we exhaustively examined all conceivable combina-

tions of two and three, only those top-performing models were

listed that surpassed the results of single models. Equal

weights for each model were employed in the combined mod-

els due to the unsupervised nature of the method and the

observation that hyperparameter fine-tuning did not signifi-

cantly influence the individual models’ outcomes. The first

two models, combining the length with similarity and related-

ness, have significantly increased TNR and improved the

AUC compared to the length alone model. A possible explana-

tion for this might be that these models address a major limita-

tion of using the length of a comment as a proxy of its

effectiveness, which may lead to awarding long but uninfor-

mative comments. The third model uses a combination of fea-

tures from the three most well-performing models—trust

propagation, length, and relatedness, which led to significant

growth in the TNR and identifying the poor-quality resources

at the expense of moderately reducing TPR (identifying the

high-quality resources) values. It improved TNRs by an aver-

age of 38% compared to the closest model in baselines across

five courses. This substantial improvement also enhanced

AUCs by an average of 14%.

Table III shows that the ACC has been improved in the

combined models too. However, results also confirm that

ACC is not a sensitive metric for skewed data. As a case in

point, the Mean model presents an ACC of 0.70 in NEUR1

while it only has a TNR of 0.08. These results demonstrate

that while most baselines overlook poor-quality resources,

their relatively high ACC values might be misleading, result-

ing from a higher portion of the positive class (i.e., approved

resources).

Fig. 5 drills down into the outcomes of the highest achiev-

ing model of each five categories of consensus approach on

NEUR2, which has the maximum number of instructors’ con-

tributions in the spot-checking process compared to the other

courses. Fig. 5(a) illustrates 3131 student moderations on 303

resources that an instructor also moderated. It shows that 1939

student moderations were received on the 188 resources

approved by instructors (i.e., provided a rating of 3, 4, or 5),

where 1899 ’ 98% students also approved these positive

cases (i.e., TP � FN). In contrast, from the 1192 student

moderations received on the 115 resources rejected by instruc-

tors (i.e., provided a rating of 1 or 2), only 120 ’ 10% stu-

dents also rejected these negative cases (i.e., TN � FP).
Fig. 5(b)–(f) shows the performance of different inference

models at the resource level. Fig. 5(b) demonstrates that a

baseline that uses a basic aggregation approach such as mean

TABLE III
COMPARISON BETWEEN THE INFERRED CONSENSUS RATINGS AND THE INSTRUCTORS’ DECISIONS EVALUATED WITH TPR, TNR, AUC,

AND ACC FOR MODERATION DECISIONS
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favors the majority. This model only rejected four resources

and approved the rest, which indicates that the majority’s deci-

sions overthrew that of the minority wise-moderators. The

competence model shown in Fig. 5(c) slightly enhanced the

results by increasing the decision weights of the more quali-

fied students in terms of correctly answering the resources.

However, this improvement is not significant, and this model

still failed to discern most of the poor-quality resources. Fig. 5

(d) and (e) shows that both probabilistic (graph) and text anal-

ysis (length) models led to better agreement with instructors’

ratings. The probabilistic model identified the reliability of the

moderator using a trust propagation approach in a network of

students and instructors. The text analysis model identified the

reliability of moderation by considering the length of a com-

ment as a measure of effort. The combination of these two

models took into account both the reliability of the moderation

and the moderator. As shown in Fig. 5(f), the combination of

the graph-based trust propagation from the probabilistic mod-

els with length and relatedness (BERT) from the text analysis

models substantially distinguished poor-quality resources bet-

ter than the commonly used baselines such as Mean (TN has

increased from 4 to 58 cases). Despite the gained improve-

ment, 57 FPs show that a considerable amount of poor-quality

resources have not been identified. However, in 47 cases out

of these 57 FPs, no student-moderator had rejected these

resources. Therefore, most consensus approaches would not

be able to identify these resources as poor quality. It is note-

worthy that most of the inspected resources used as the

evaluation set in this study are those complex cases in that the

system could not reach a consensus with high confidence from

students’ decisions. In practice, RiPPLE flags and prioritizes a

few resources to be inspected by instructors based on several

criteria such as questionable distractors, low effectiveness

based on student answers, reported resources, and high level

of disagreements between student-moderators.

VI. DISCUSSION

The results in Table III show that summary statistics are

fragile against the skewed data, as evident by the high TPR

values against the low TNRs and suffer from student evalua-

tions that tend to overrate, resulting in approval of low-quality

content. In learner competence models, results suggest a posi-

tive association between students’ performance and their sub-

jective sense of quality, which is in line with previous findings

from the literature [94], [95]. We speculate Elo did not work

well as the following:

1) students’ ratings were not indicative of their ability;

2) this is because students might not have answered a suffi-

cient number of questions;

3) the reason for not answering enough questions could be

due to assessment criteria.

Incorporating self-assessment of confidence yielded incon-

sistent results, which are also in line with previous work that

revealed contradictory findings regarding the reliability of

self-assessment tests (e.g., [96], [97]).

Fig. 5. Comparing the outcomes of inferring resources quality from (a) students’ decision ratings, using different models: (b) Summary statistics (mean), (c)
learner competence (course correctness), (d) probabilistic (graph trust propagation), (e) text analysis (length), and (f) a combined model (graph � length�relat-
edness) in NEUR2.
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Although EM from the probabilistic models has outper-

formed baselines in most cases, El Maarry et al. [54] argue

that it might not be suitable for implementation in a domain

with skewed data. They emphasize that using EM for con-

sensus on data with long-tail distributions such as learner-

sourced ratings will promote misbehaving in the system by

strategic spammers who provide the most prevalent answer

(e.g., a high rating here, cf. Section IV-B) in their evalua-

tions. Nevertheless, our results also confirm that this model

cannot suitably deal with the skewness of data and is still

biased toward the majority who overrate. On the other hand,

the finding suggests that the graph model can more effec-

tively identify reliable and trustworthy student-moderators

than the EM model. Also, the MF model was biased toward

the skewed data and predicted a reject decision from instruc-

tors when students approved in most cases. The reason is

that MF estimates each user’s rating on an item considering

their previous rating history in conjunction with all other

users. Accordingly, when MF receives many cases with a set

of students (i.e., u1; . . .; uN�1) approving a resource, but the

instructor (i.e., uN ) has rejected it, the probability of predict-

ing a rejection from the instructor increase in the following

evaluations.

The collected data show that the quality of the provided

comments varies and can range from unhelpful comments

such as “very good” and long positive feedback without much

useful information to helpful comments such as “choice A is

also correct.” The proper use of comments for peer review can

motivate learners to think more critically about the resources,

which will also enhance their learning [98]. However, naively

using features such as comment length in a live learning sys-

tem can have the drawback of gaming the system by writing

long but unhelpful comments. Employing the similarity and

relatedness of feedback enhances the quality estimation and

helps reduce the contribution of those strategic spammers in

the review tasks. These features have also been heavily used

outside education to estimate the quality and helpfulness of

product reviews [29], [99].

In combined models, combinations of the features from

the above models are considered. We have explored all pos-

sible combinations of two or three features from each subcat-

egory of the five consensus approaches. However, we only

report three top models that offered significant improve-

ments in results. Results show that the length � relatedness

of comments can better serve as a proxy for the amount of

effort and critical thinking learners put into their evaluation.

Finally, the last combined model (Graph � Length � Relat-

edness) was successful as it simultaneously takes into

account both reliable reviewers by the trust propagation

model and reliable reviews by the lengthy related comments.

Although the considerable amount of FPs and a few border-

line FN in Fig. 5 demonstrate an evident necessity for

instructors’ support during the moderation process, which is

aligned with the findings of previous studies [11], [100],

[101], the use of advanced consensus approaches can signifi-

cantly reduce the instructors’ load in the quality assessment

of SGC at scale.

A. Limitations and Future Work

Although the results of this study suggest that student-mod-

erations with quality textual feedback agree more with instruc-

tor-moderation, most moderations in the collected data

consisted of short and unhelpful comments. One of the main

problems might be offering students the same peer-review sys-

tems that experts use to provide feedback. The findings reveal

a tie between the quality of comments in terms of length and

relatedness and the quality of students’ peer-review judg-

ments. As a result, we hypothesize that more thoroughgoing

comments will provoke students to be more critical, less

lenient, and more confident in their reviews. A practical impli-

cation would be to develop a set of tips and a self-monitoring

checklist for students to consider while writing their peer

review and a set of quality control functions that automatically

assess the quality of the submitted feedback and ask students

to improve their inputs. We see the need for further research

to establish methods to assist students as experts-in-training in

providing more elaborative and compelling comments and

evaluating the impacts of each method on students’ behavior

and the quality of peer review.

The simplicity of baseline approaches comes with a caveat

inherent to student ratings: Students overrate poor quality

resources, resulting in high aggregate scores and biassing cor-

rect moderation of poor quality resources. Also, the two main

drawbacks of using learner competence models are 1) the

scores might not exist for new users (cold start problem), and

2) learner interactions within the learning system (e.g.,

responding to a question) require the inference model to re-

estimate user competency score at the moderation time and

introduce additional computational expenses. Furthermore,

combined models integrated various reliability estimates from

individual inference models with equal weights to derive a

more accurate final decision. However, it would be an interest-

ing future path to study the impact of utilizing a validation set

to identify ideal weights for each feature from different meth-

ods. The findings of this study suggest a tradeoff between con-

sensus approaches performance and their level of complexity

and explainability. In general, significant improvements in

inferring SGC quality using the more complex approaches—

probabilistic, text analysis, and combined models, make the

final decisions more difficult to explain to students, which in

turn lessens the accountability of the employed consensus for

transparency [102]. A promising future direction is to develop

consensus approaches that have high predictive performance

but are still easy to explain.

VII. CONCLUSION

The peer-review process has been commonly used to evaluate

the quality of SGC at scale. However, separating high-quality

from low-quality resources is challenging as most students tend

to be easy graders. The presented research aimed to examine the

effectiveness of a range of consensus models in peer-reviewing

SGC. In particular, we compared the performance of different

models using students’ subjective ratings, competency levels,

reliabilities, textual feedback, and various combinations of these
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features. The collected data in this study were from five-course

offerings in two semesters, captured using a learnersourcing

educational platform called RiPPLE. Our results suggest that

the summary statistics such as majority vote, mean, andmedian,

commonly used as the baselines in the redundancy-based strate-

gies, cannot competently identify poor-quality resources.

Although incorporating learners’ competency improved the

results compared to the baselines and demonstrated an associa-

tion between student answering performance and evaluative

judgment, it still fails to identify a large portion of negative

cases. Interestingly, the estimation of reviewers’ reliability

using probabilistic models offered promising outcomes and

enhanced SGC quality inference, especially in the graph-based

trust propagation model. Moreover, text features such as length

and relatedness proved to be good indicators of student-modera-

tors effort and their reviews’ reliability. Finally, our results

showed that combining the probabilistic models as an indicator

of reviewer reliability with the text analysis models as an indica-

tor of review reliability achieved substantial improvement in

discriminating between low- and high-quality SGC compared

to the baselines, which can notably decrease the oversight work-

load of instructors.
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