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Forest Height Inversion by Convolutional Neural
Networks Based on L-Band PolInSAR Data

Without Prior Knowledge Dependency
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Abstract—Forest height is a key forest parameter which is of
great significance for monitoring forest resources, calculating forest
biomass, and observing the global carbon cycle. Because the PolIn-
SAR system could provide various object information including
height, shape and direction sensitivity, and spatial distribution, it
becomes a powerful means for measuring forest height. The pro-
posed framework utilizes deep learning and builds upon traditional
DEM differencing and coherence amplitude inversion algorithms.
By using L band PolInSAR data, a new convolutional neural net-
work (CNN) model is established in which the estimated results
of DEM differencing and coherence amplitude inversion are used
as labels. Furthermore, the PCGrad optimization strategy is used
for updating the gradient automatically in the training stage. This
model could not only build a relationship between complex coher-
ence and forest height but also makes full use of the spatial context
information by using the CNN layers. Experiments are carried out
based on the simulated data and real data, named Lope forest site,
which are collected by uninhabited aerial vehicle synthetic aperture
radar in the NASA AfriSAR campaign. Compared to the classic
forest height inversion algorithms, the proposed framework has
achieved a higher level of accuracy and performance on RMSE
(10.15 m) and R2 (0.87). Overall, the proposed framework does
not require LiDAR data as prior knowledge and can be performed
on various forest scenes. Consequently, it will hopefully serve as a
useful approach for improvements in forest height inversion based
on PolInSAR data.

Index Terms—Artificial intelligence, forestry, neural networks,
polarimetry, synthetic aperture radar (SAR).

I. INTRODUCTION

THE forest is the largest terrestrial ecosystem on Earth and
is closely related to the carbon cycle, biomass stocks, and

global environmental changes [1], [2], [3], [4]. Forest height
provides a basis for accurately measuring above-ground biomass
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Fig. 1. Diagram of penetration in different bands.

and monitoring forest health, and is one of the important param-
eters of forest ecosystem [5]. Measuring forest height via in situ
approach is highly costly and labor-intensive [6], which cannot
meet the needs of forest investigation over large areas [7].

In contrast, remote sensing technologies provide a simple
way for the retrieval of forest height at regional or global
scales. Satellites and aircraft equipped with light detection and
ranging (LiDAR) or/and synthetic aperture radar (SAR) offer
high-quality data sources for the estimation of forest vertical
structure [8], [9]. Whereas, LiDAR is particularly susceptible to
cloud, especially on airborne platforms. Therefore, SAR which
has a higher cloud penetration capacity is considered suitable
and has been widely adopted in forest height estimation, such
as BIOSAR 2008 [10] and the NASA AfriSAR campaign [11].

Furthermore, as depicted in Fig. 1, the short-wavelength
(X-band or C-band) represents lower penetration capacity than
the long-wavelength (L-band) in SAR systems. Forest height
retrieval based on short-wavelength can be realized by using
interferometric SAR (InSAR) [12] technology combined with
a separate digital elevation model (DEM) data [13]. However,
such methods require separate reference data and cannot be
implemented with a single-frequency sensor.

Polarimetric interferometric SAR (PolInSAR) [14] can
separate the scattering phase center among various scat-
tering mechanisms by polarimetry, which is regarded as a
promising technology for forest height inversion based on the
long-wavelength. It has been widely developed in the past
decades [15], [16]. The DEM differencing approach performs
forest height retrieval by making the phase difference between
canopy and surface phase center [17]. However, the forest
height is underestimated because of being affected by forest
structure and extinction, which can cause the HV phase center
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not to be at the top but approximately halfway up the vol-
ume. As a result, the DEM differencing approach needs to
be corrected using prior data [18]. In line with the assump-
tion of a vertically homogeneous volume, the most commonly
adopted model for forest height retrieval is the random volume
over ground (RVoG) model, which employs an exponential
function [19]. Based on the RVoG model, several improve-
ments have been developed. One such improvement is the
three-stage algorithm proposed by Cloude [20]. This algorithm
breaks down the 6-D optimization process into three separate
steps and achieves higher accuracy compared to the DEM
differencing approach. To overcome the effects of temporal
decorrelation, the RVoG with volume temporal decorrelation
model [21] has been developed. The S-RVoG [22] was designed
to tackle the errors caused by the slope of the land surface.
Fu et al. [23] modified the RVoG model by taking advantage of
the heterogeneous vertical structure reflected by the vertically
varying extinction coefficient curves of the forest volume layer.
Zhang et al. [24] studied a modified two-step approach to the
three-stage inversion. Wang et al. [25] studied the influence of
different multilooking sizes on forest height inversion based on
the RVoG model. Particularly, based on the hypothesis that the
extinction coefficient is zero and ignoring the surface phase,
the RVoG model was greatly simplified to the sinc function
and can be applied to single-polarized data (even a short-
wavelength), known as the coherent amplitude inversion [17],
[26]. However, the coherent amplitude inversion can result in
the overestimation of forest heights due to the temporal decor-
relation and signal-to-noise decorrelation [27]. Cloud et al. [17]
performed a hybrid algorithm that combined the coherence
amplitude and DEM differencing approach to obtain a better
estimation than the two algorithms separately. Nevertheless, the
forest height retrieval accuracy is difficult to meet the needs
of users. Typical shortages are: 1) pixel-based models cannot
capture the spatial context information and represent undesired
performance; 2) models are not flexible enough; 3) there is a lack
of high-quality or representative models [28]. Possible solutions
include employing machine learning or deep learning technolo-
gies, such as using convolutional neural networks (CNN) to
extract spatial context information.

Machine learning and deep learning, which have successful
applications in remote sensing, are now gradually gaining atten-
tion in SAR research [29], [30]. In the forest height retrieval,
Olesk et al. [31] introduced a linear model instead of the sinc
function in coherence amplitude inversion and estimate forest
height by using signal-polarisation data and LiDAR-derived
forest height. Sun et al. [32] proposed a novel inversion strategy
to obtain the extinction coefficient by random forest regres-
sion. In addition, support vector machine (SVM), which is the
most popular and widely adopted machine learning method,
has also been introduced to forest height retrieval combined
SAR and LiDAR data [33], [34], [35]. Compared with pixel-
based traditional methods, the CNN can better capture spatial
context information and has been presented for forest height
inversion in recent years. For instance, Zhang et al. [36] re-
ferred to the low-resolution LiDAR height and proposed an
unsupervised generative adversarial network (PolGAN) based
on the CNN layer. In addition, they formulated the forest height

inversion process as a pan-sharpening procedure, resulting in
improved accuracy compared to traditional methods. Further-
more, Ge et al. [28] proposed an improved semisupervised
U-Net architecture based on CNN layer, which can be trained
without labels but still requires LiDAR data as the prior data.
While these methods achieve higher accuracy in forest height
estimation, they rely on the availability of corresponding Li-
DAR data as labels or prior knowledge. However, LiDAR data
acquisition is costly and requires microwave expertise to extract
forest height map. Moreover, models trained on one forest
scene often struggle to achieve similar performance on other
scenes.

To address the aforementioned issues, we have developed a
CNN-based forest height inversion framework based on full
quad-pol L-band SAR data. The proposed framework adopts
forest heights underestimated by DEM differencing and over-
estimated by coherence amplitude inversion as labels for model
training. It can be trained and used to predict forest heights for
any selected forest scene. The main contributions of this article
are summarized as follows.

1) A novel deep learning-based framework for forest height
inversion, which combines the DEM differencing and
coherence amplitude inversion, has been developed. The
proposed framework does not require LiDAR data as
labels or prior data. This framework is general and can
be used for any deep learning-based model.

2) To effectively obtain the spatial context information, we
construct a three-CNN-layer-based model for the pro-
posed framework. This model is designed to map the
relationship between forest height and three (HH, HV, VV)
complex coherences.

3) To fully exploit the actual height information provided by
two labels, a suitable two-component loss is employed. In
addition, we introduce an innovative gradient optimiza-
tion method derived from multitask learning to automati-
cally balance the losses of each component. Experimental
results demonstrate the significant potential of gradient
optimization within the proposed framework.

4) Experiments are conducted on both simulated data and
real data. First, the effectiveness of the proposed frame-
work is verified on simulated data by comparing it with
the DEM differencing and coherence amplitude inver-
sion method. Second, the designed framework is inte-
grated into the Kapok software, and its performance is
compared with four classic methods, including RVoG,
by using real data. The experimental results demonstrate
that our proposed framework achieves higher prediction
accuracy.

The rest of this article is organized as follows. In Section II,
the proposed framework is introduced according to five aspects:
1) overall architecture, 2) DEM differencing, 3) coherence am-
plitude inversion, 4) CNN model, and 5) PCGrad optimization
strategy. Section III describes the experimental data used in this
article and introduces the implementation details of the proposed
framework. Section IV compares the performance of our frame-
work with four classic forest height inversion algorithms based
on the simulated data and real data. Finally, Section V concludes
this article.
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Fig. 2. Concept map of our proposed framework.

II. PROPOSED FRAMEWORK

A. Overall Framework

The flowchart of the proposed framework is shown in Fig. 2.
It should be noted that the master and slave in Fig. 2 refer to
finely calibrated single look complex (SLC) data files, including
HH, HV, and VV channels, with calibration done for both
radiometry and polarimetry. The “Flat Earth removal” step is
necessary because it can remove the negative influence of the
background phase variations on the forest height estimation to
ensure the performance of the inversion algorithm. Then, the
vertical effective wavenumber kz and complex coherence need
to be calculated for the height estimation of the forest by different
appendices.

Compared with other methods, the DEM difference and
coherent amplitude inversion method are simple and easy to
implement. Their inversion results is obviously distributed at two
sides of the real forest height (one side is underestimation, the
other side is overestimation). This is conducive to the proposed
framework to achieve the compromise goal and obtain inversion
results closer to the real forest height. Therefore, from the
CNN model training stage, the forest height estimated by DEM
differencing and coherence amplitude inversion was taken as the
labels. In the test stage, the CNN model only needs to predict
the corresponding forest height according to the input complex
coherences. Therefore, the designed CNN model avoids the
influence of variables, such as kz and the extinction coefficient
on forest height prediction by directly establishing a mapping
relationship between complex coherences and forest height.

B. DEM Differencing

In the proposed framework, the DEM differencing method
selects the corresponding two-phase center: one with a phase
center close to the surface (HH-VV) and the other with a phase
center close to the top of vegetation canopy (HV), and can be
formulated as follows:

hDEM_diff =
φHV − φHH−V V

kz

=
arg(γwHV

)− arg(γwHH−V V
)

kz
(1)

where φHV represents the vegetation canopy phase, and the
φHH−V V denotes the surface phase. γwHV

is the corresponding
volume coherence, and γwHH−V V

is the surface coherence. kz is
the vertical effective wavenumber and can be expressed as

kz =
4πΔθ

λ sin θ
≈ 4πB⊥

λR sin θ
(2)

Δθ = tan−1

(
tan θ +

B

H

)
− θ (3)

where the θ is the incidence angle of an SAR satellite, and the
Δθ is the angular separation of the baseline endpoints from the
surface pixel. B denotes the spatial baseline which represents
the spatial distance between the master and slave acquisition
sites. H is the platform altitude. λ denotes the wavelength. B⊥
represents the vertical baseline, and theR is the distance between
the radar antenna and the target.

C. Coherence Amplitude Inversion

The coherence amplitude inversion is the simplified version of
RVoG. The formulation from RVoG to the coherence amplitude
inversion is given as follows.

The complex interferometric coherence γ(ω) in RVoG can be
represented as a normalized sum of the volume coherence γv
with the ratio of the ground-to-volume amplitude in a polariza-
tion channel (ω)

γ(ω) = ejϕ0
γv +m(ω)

1 +m(ω)
(4)

γv =
p(ep1hv − 1)

p1(ephv − 1)
(5)

p =
2σ

cos θ0
, p1 =

2σ

cos θ0
+ ikz (6)

where ϕ0 denotes the surface phase.
And according to (5) and (6), we can know that the volume

coherence γv is only related to the vegetation height hv and
extinction σ. If we set σ = 0, then

γv = e
jkzhv

2 sin c

(
kzhv

2

)
. (7)

Consequently, the relationship between the forest canopy height
and the “pure” volume coherence can be expressed by the sinc
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Fig. 3. Architecture of the proposed CNN model.

function (known as the coherence amplitude inversion)

γ(ω) = ejϕ0e
jkzhv

2 sin c

(
kzhv

2

)
(8)

|γ(ω)| = sin c

(
kzhv

2

)
(9)

hSinc =
2arcsin c(|γ(ω)|).

kz
(10)

D. CNN Model

CNN is designed based on the principles of biological visual
perception allowing it to perform both supervised and unsuper-
vised learning. The utilization of parameter sharing in the hidden
layer’s convolutional kernels and the sparsity of interlayer con-
nections enable the CNN to efficiently process grid-like topology
features with minimal computational resources. This approach
achieves stable performance in different learning tasks without
the need for additional feature engineering on the given data [37].
Therefore, it has received significant attention in pixel-level
regression tasks, such as spatiotemporal image fusion [38],
which has inspired the design of our CNN model.

Unlike the typical CNN structure, we removed the pooling
layer to maintain the image size unchanged during the feature
extraction process. In addition, the fully connected layer was also
ignored. As a result, the proposed CNN model primarily consists
of the CNN layer and activation layer. Suppose we have the input
X with the size of H ×W × C, where H , W , and C represent
the height, width, and number of channels, respectively. The
output of a CNN layer can be formulated as follows [39]:

Zj =
C∑
i=1

Xi ∗ Wj + Bj , j = 1, 2, 3, . . ., k (11)

where i represents the ith channel, j denotes the jth filter, and
the k is the total number of filters. The W and B are the
parameters that need to be learned in the model training process.
Z represents the output of a CNN layer. The discrete convolution
operation is denoted by ∗.

For enhancing the nonlinear fitting ability of the CNN model
and avoiding gradient disappearance, the rectified linear unit
(ReLU) [40] is adopted after each CNN layer except the last
layer. The activation layer (ReLU ξ(·)) can be denoted as

ξ(x) = max(0, x) =

{
0 if x < 0
x if x ≥ 0

(12)

where x is an element from Z.
The overall structure of the designed CNN model is shown

in Fig. 3. It consists of three convolutional layers and two
activation layers. In the definition of the convolutional layer,
an appropriate padding value is chosen to maintain the size of
the extracted feature map consistent with the size of the input.
Theoretically, appropriate convolution kernel sizes should be
used for different scenes to ensure the extraction of optimal
features. For instance, small size (3 × 3) convolution kernels
can be used for planted areas [41]. Compared with crops, the
spatial variation of forest canopy is much more severe between
tree stands. Therefore, larger convolution kernels are used in
forest areas to ensure a large receptive field and capture sufficient
spatial information [36]. Consequently, in the CNN model,
the first convolutional layer has a convolution kernel size of
9 × 9 with a padding of length 4, while the other two have a
convolution kernel size of 5 × 5 with a padding of length 2. The
model first concatenates the input complex coherences (HH, HV,
VV) in the channel dimension. Then, the last convolutional layer
is responsible for predicting the corresponding forest height.
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Fig. 4. Experimental technology roadmap on simulated data and real data, respectively.

E. PCGrad Optimization Strategy

The constructed CNN model utilizes the forest height under-
estimated by DEM differencing (hDEM_diff) and overestimated
by coherence amplitude inversion (hSinc) as guidance. To fully
explore the forest height information present in the two labels,
a two-component loss function was developed. To evaluate the
contribution of the two components to the loss function, we
adopted the PyTorch version [42] of the projecting conflicting
gradients (PCGrad) [43] optimization strategy. This strategy,
derived from multitask learning, automatically balances the
losses of each component.

The mean square error (mse)-based loss function was adopted
for the two components

L1 = MSE(hDEM_diff,Y) (13)

L2 = MSE(hSinc,Y) (14)

where Y presents the forest height predicted by the CNN model.
Then, for model parameterθ, the gradient ofL1 can be denoted as
g1 = ∇L1(θ), and the gradient of L2 can be denoted as
g2 = ∇L2(θ). The total gradient is g = g1 + g2. The corre-
sponding dual-task optimization objective can be defined as

L = L1(θ) + L2(θ) (15)

g1 = g1 − g1 · g2
‖g2‖2 g2. (16)

The optimization of PCGrad for the objective above are as fol-
lows. First, the cosine similarity is used to calculate the similarity
between g1 and g2. If the result is negative, the two gradients
are considered to be in conflict. Second, when the gradients are
conflicted, the g1 will be replaced by its projection onto the nor-
mal plane of g2 through (16). If the cosine similarity is positive,
which indicates that there is no conflict between gradients, then
the gradient of g1 remains unchanged. Finally, by optimizing the

gradient of PCGrad, we can make the CNN model’s prediction
increasingly accurate in estimating forest height.

III. EXPERIMENTAL SETUP

In the experiments, we first validate the effectiveness of
the proposed framework using simulated data. Then, we verify
the advancements of the proposed framework using real data.
The technical route of the experiment is shown in Fig. 4.

A. Dataset

Simulated Data: With the development of the 3-D coher-
ent SAR simulator [44], scholars only need to focus on algo-
rithm design. Therefore, simulated PolInSAR data has been
widely adopted in forest height estimation [20], [17], [45].
PolSARpro [46] is an open-source PolInSAR data processing
software developed by the European Space Agency (ESA). It
also integrates the SAR simulator tool, providing an ideal data
basis. Therefore, the PolSARpro-SIM tool of PolSARpr_V.6.0.3
is adopted to simulate the Pineland data, which is the fully
polarized single-baseline L-band data. The main parameters for
simulating can be found in Table I.

Real Data: The real data used in this article were collected by
uninhabited aerial vehicle synthetic aperture radar (UAVSAR),
which is an airborne equipped with a platform precision au-
topilot (PPA) and a fully polarimetric L-band SAR system
(1.26 GHz, 80-MHz bandwidth). The data were collected on 25
February 2016 in Gabon, West Africa, specifically at the Lope
forest site, as part of the NASA AfriSAR campaign [47]. The
data are publicly available on the UAVSAR website.1 This site
is suitable for evaluating forest height inversion as it comprises
extensive areas of tropical forests with comprehensive data

1[Online]. Available: uavsar.jpl.nasa.gov

uavsar.jpl.nasa.gov


LI et al.: FOREST HEIGHT INVERSION BY CNNS BASED ON L-BAND POLINSAR DATA WITHOUT PRIOR KNOWLEDGE DEPENDENCY 10399

Fig. 5. Visualization of the Lope forest site in Pauli RGB and coherences (HH, HV, VV).

TABLE I
PARAMETERS ADOPTED FOR THE PINELAND SIMULATION OF 18 M

description documentation. An illustration of the Lope forest
site is presented in Fig. 5. In addition, NASA’s airborne land,
vegetation, and ice sensor (LVIS) provides an accurate forest
vertical structure by digitally recording the signals reflected by
the laser. It is commonly used for performance verification of
forest height inversion algorithms based on SAR data. There-
fore, the gridded forest height products (RH100) with a 25-m
resolution [48], derived from full-waveform lidar data acquired
by LVIS instrument, were selected to be the ground truth.

B. Experimental Settings

We choose four classic algorithms of forest height retrieval to
evaluate the performance of the proposed framework as follows.

1) DEM Differencing (DEM_diff): This algorithm selects two
interferograms, one of which represents the surface phase
center, and the other one represents the phase center of the
canopy top. Then the forest height map can be obtained
by the phase differencing of two interferograms.

2) Coherence Amplitude Inversion (Sinc): Ihis algorithm is a
simplified version of RVoG. It establishes the relationship
between the forest height and the “pure” volume coherence
into a sinc function.

3) Hybrid (Sincphase): This approach combines the DEM
differencing and coherence amplitude inversion methods.
The forest height can be obtained by using the coherence
amplitude term to compensate for the DEM differencing.

4) RVoG [20]: The process of 6-D optimization of the full
RVoG model is broken down into three separate steps,
also known as three-stage inversion.

Due to the absence of labels in the simulated data for quan-
titative evaluation, comparison of more methods would create
difficulties in demonstrating the effectiveness of the proposed
framework. Therefore, we only conduct a comparative analysis
of the proposed framework with two related traditional methods
(DEM_diff, Sinc) to clearly demonstrate the compromise effect
of the proposed framework. With real data, we integrate the
proposed framework into Kapok [49] software package, which
is an open-source Python library developed for forest height
inversion using the UAVSAR data format. The four methods
mentioned above were compared with the proposed framework
to show the advancement. In addition, for both simulated and
real forest scenes, we cropped the complex coherences into
blocks with 30 × 30 × 6 pixels in which 30 × 30 represents
the height and width, and 6 is the number of channels which
was obtained by concatenating all input complex coherences.
The proposed framework aims to reduce the computation cost
of the CNN model by limiting the input data. Therefore,
three complex coherences (HH, HV, VV) based on the linear
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polarization basis were selected to be the CNN model inputs
in experiments. PyTorch 1.13.1 was used to construct the CNN
model of the proposed framework. The SGD optimizer with the
initial learning rate of 0.0001 is adopted, and the weight decay
is set to 0.000001. Eventually, the trained model was obtained
after 10 000 epochs.

C. Quantitative Evaluation

Quantitative evaluation is to use mathematical statistics meth-
ods to calculate the physical characteristic values between the
inversion results and the real forest height. By reflecting the
quality of the inversion results through quantitative evaluation,
the performance of the inversion methods can be achieved.
Five indicators were selected for accuracy evaluation in the
experiment. The formulas for each indicator are as follows:

RMSE =

√∑n
i=1(Yi − Ŷi)2

n
(17)

MAE =

∑n
i=1 |Yi − Ŷi|

n
(18)

R2 = 1−
∑n

i=1(Yi − Ŷi)
2∑n

i=1(Yi − Y i)2
(19)

RMSE% =
RMSE

Y
· 100% (20)

BIAS =

∑n
i=1(Ŷi − Yi)

n
(21)

where Ŷi and Yi are inversion results and reference forest height
map, respectively. Y is the average height. And n represents the
number of pixels.

IV. RESULTS AND DISCUSSION

The proposed framework adopts the forest height maps de-
rived from DEM differencing and coherence amplitude inversion
as labels for training. The real forest height information hidden in
these forest height maps can be fully explored by the CNN model
to improve the inversion accuracy. The validity and advancement
of the proposed framework are verified based on simulated data
and real data, respectively.

A. Experiment on Simulating Data

The different heights of Pineland were simulated by Pol-
SARpro_V.6.0.3, including 6, 10, 12, 14, 16, 18, 19, 20, and
23 m. Among them, 6, 12, 16, 18, 20, and 23 m were used for
model training, and 10, 14, and 19 m were used for evaluation.

As shown in Table I, the tree species used for the simulation
data in the experiment is pine (Tree Species=1). The forest
stand density is 300 stems/hectare, and the simulated forest
stand circular area is 0.282745 hectares, which corresponds to
approximately 84 simulated pines. Each pine occupies approxi-
mately 33.33 m2, which contains several pixels. Therefore, due
to the canopy characteristics of pine and large tree spacing, it
can be determined that the average forest height corresponding

TABLE II
COMPARISON OF MEAN, MAXIMUM AND MINIMUM OF FOREST HEIGHT

INVERSION BY DEM DIFFERENCING (DEM_DIFF), COHERENCE AMPLITUDE

INVERSION (SINC) AND THE PROPOSED FRAMEWORK (PIDLF)

to all pixels in the forest range should be less than the simulated
tree height. In addition, it is not difficult to determine that the
maximum height in the forest area should be the simulated
height, and a lot of pixels in the forest region have a lower height
than the simulated height.

Based on the analysis, we calculated the mean, maximum, and
minimum pixel values for the forest region in Table II, which
shows the estimated forest height using all methods. The DEM
differencing (DEM_diff) shows the lowest mean on all test data,
and the coherence amplitude inversion (Sinc) shows an obvious
overestimation on 10 and 14-m test data. This observation is
consistent with the conclusion obtained in [17]. Furthermore, the
mean height obtained by the proposed framework, named polari-
metric interferometric deep learning-based framework (PIDLF),
is more reasonable.

It is difficult to distinguish whether Sinc overestimates the
mean height, as it shows the same height as the simulation. How-
ever, the mean height of the forest area can be significantly lower
than the simulated height due to the presence of ground among
the trees. Meanwhile, DEM_diff still shows underestimation,
while PIDLF shows overestimation, but the overestimation is
significantly improved compared to Sinc. The minimum height
represents the ground height, which tends to be 0 m in prin-
ciple. However, due to the backscatter from different objects,
such as the volume scatter of nearby trees, the corresponding
surface pixels will also have a higher backscatter. Therefore,
a certain height value will also be presented in the inversion
results. In all test data, the PIDLF can achieve a good compro-
mise, while the DEM_diff prediction is the closest to the real
ground.

To further reflect the performance of the proposed frame-
work, the position of 40 on the azimuth dimension is selected
to show transects of all test data along the range dimension.
As shown in Fig. 6, the horizontal axis represents the range
dimension of simulated images and the vertical axis represents
the canopy height. For the DEM_diff, all pixels on the transects
are underestimated, and a large number of pixels in the Sinc are
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Fig. 6. Range transects through the height profiles for the position of azimuth = 40.

Fig. 7. Statistics of all forest height values in forest region.

overestimated. However, the PIDLF in this article can achieve a
good compromise. By referring to the forest height estimation
through DEM_diff and Sinc, the true forest height information
is fully mined. Furthermore, the PIDLF can obtain the estimated
results closer to the real forest height. In addition, Fig. 7 shows
the distribution of the estimated height from all methods in
terms of the number of pixels. The horizontal axis represents the
estimated forest height, and the vertical axis represents the total
number of pixels at a certain height. From the previous analysis,
we can know that the maximum height of the inversion should
not exceed the simulated height. Therefore, for the Sinc method,
there are a large number of pixels to the right of the simulated
forest height, which is overestimated. All pixel distributions in
the DEM_diff method are far away from the simulated height to
the left, which shows an obvious underestimation. The PIDLF
also shows underestimation, but the overall estimation is more
reasonable.

B. Experiment on Real Data

In this section, the four previously mentioned algorithms and
the proposed framework were applied to estimate forest height
over the Lope forest site. The Lope forest site is located in
the center area of Gabon and mainly consists of well-preserved
tropical rainforest and grassland habitat. Mature forest heights
range from 30 to 50 m [50]. The original SLC product of the Lope
forest site has a 1-m resolution in azimuth and 2.5-m resolution
within ground range [51]. The temporal baseline is 23 min, and
the vertical baseline is 20 m. For the evaluation, the RH100 forest

height product (Fig. 8) is used, which is derived from LVIS and
gridded by Armston et al. [48].

During our experiments, the Kapok software first imported
the SLC product and processed it into an HDF5 format file
by using the multilook window (20, 5), where the first index
represents the azimuth size and the second index is the range
size. Then, the forest height map can be estimated by different
algorithms. Fig. 8 illustrates the estimation of the forest
height map over the Lope forest site by five algorithms. The
forest height was uniformly set within the range of 0–100 m. The
RH100 forest height map does not cover the whole Lope forest
site, and some pixels were set as NoData due to the absence
of the LVIS LiDAR acquisitions. Meanwhile, referring to the
maximum height of 63.91 m in RH100, there is a large number
of pixels tending to be yellow in Sinc and Sincphase, indicating a
serious overestimation, while the DEM_diff shows a significant
underestimation. From the viewing of estimated forest height
maps, the proposed framework (PIDLF) exhibits similar color
and texture to RVoG. It is necessary to further evaluate it by
using quantitative evaluation metrics to certify its advancement.

Comparisons of the four algorithms with the proposed frame-
work (PIDLF) were presented in Table III. Based on the area
covered by RH100, the height maps retrieved by each method are
aligned to the resolution of RH100, which is at 25 × 25 m/pixel,
using the nearest neighbor interpolation. From the overall results
in Table III, the DEM differencing (DEM_diff) exhibits the worst
performance, obtaining 17.19 m at RMSE, 14.64 m at MAE, 1.69
at R2, 1.92 at RMSE%, and −12.72 m at BIAS. The coherence
amplitude inversion (Sinc) performs better than DEM_diff and
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Fig. 8. Ground truth and the map of forest height by different algorithms: RH100 is the ground truth; The RVoG model was implemented by using the three-stage
inversion; DEM_diff is the DEM differencing algorithm; Sinc presents the coherence amplitude inversion; Sincphase is the fusion of DEM_diff and Sinc; PIDLF
(ours) is the proposed Polarimetric Interferometric Deep Learning-based Framework.

TABLE III
QUANTITATIVE EVALUATION IN RMSE, MAE, R2, RMSE%, AND BIAS FOR ALL INVERSION METHODS

has achieved 15.65 m at RMSE, 12.31 m at MAE, 0.71 at R2,
1.75 at RMSE%, and 10.08 m at BIAS. For the hybrid Sincphase,
which is a fusion of DEM_diff and Sinc, the performance has
been greatly improved but is still inferior to RVoG which has
10.35 m at RMSE, 8.07 m at MAE, 0.86 at R2, 1.15 at RMSE%,
and 3.14 m at BIAS. However, the PIDLF can obtain better
estimation accuracy and has achieved 10.15 m at RMSE, 8.13 m
at MAE, 0.87 at R2, 1.13 at RMSE%, and -3.13 m at BIAS.
Only at MAE, the RVoG performed slightly better than PIDLE.

C. Validity of PCGrad

To further demonstrate the performance of the PCGrad
optimization in the proposed framework, we perform extra
comparisons among four loss strategies (Table IV) as follows.

1) Using height map from DEM_diff as label.
2) Using height map from Sinc as label.
3) Using height map from Sincphase (DEM_diff + 0.4 ∗

Sinc) as label.
4) Using height maps from DEM_diff and Sinc as label and

the PCGrad optimization.
To achieve a fair comparison, all the experimental parameters

remain the same.
Table IV shows the comparisons among four loss strategies.

Using DEM as a label, the RMSE is larger and the BIAS is
−11.74 m, showing a larger underestimation. When the label is
changed to Sinc, the RMSE is reduced, but obtained 9 m at BIAS,
which shows an obvious overestimation. The Sincphase which
is a hybrid of DEM_diff and Sinc, can obtain better inversion
results. But training as labels in our proposed framework shows
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TABLE IV
PERFORMANCE UNDER DIFFERENT LOSS STRATEGIES AND DIFFERENT LABELS

the worst results. The main reason for this is that our proposed
framework further amplifies this overestimation trend during the
learning process. By using both DEM_diff and Sinc as labels,
the proposed framework with PCGrad optimization outperforms
others and generates more accurate results.

D. Discussion

This article has presented a theoretical and experimental study
on the forest height inversion process. A deep learning-based
framework is proposed to effectively extract the true forest
height information from the height maps estimated by DEM
differencing and coherence amplitude inversion. In general, the
proposed framework provides an alternative direction for current
forest height retrieval based on PolInSAR data.

Both simulated data and real data are adopted in the ex-
periments. First, the effectiveness of the proposed framework
is verified with simulated data compared with DEM differ-
encing and coherence amplitude inversion. Based on the esti-
mated forest height maps, statistics and analysis are carried out,
demonstrating that the proposed framework can achieve a clear
tradeoff between DEM differencing and coherence amplitude
inversion. When comparing the proposed framework to the
previous algorithms, including RVoG, on real data, the proposed
framework achieves an RMSE of 10.15 m, outperforming RVoG
by approximately 0.2 m. In addition, the R2 of the proposed
framework is increased to 0.87, compared to 0.86 for RVoG.
Although RVoG is lower than the proposed framework on MAE.
But on the other two indicators (RMSE%, BIAS), the proposed
framework also showed better results. Therefore, the proposed
framework can better estimate the forest height without the
need for a complex modeling procedure.

However, the inversion accuracy of the proposed framework
is still inadequate, and additional computational cost is required
for model training. Despite its limitation, this article does pro-
vide a new idea for forest height retrieval. Furthermore, we
have only implemented the simplest version of the proposed
framework. We believe that there is still a lot of room for
expansion and further improvement. Future research directions
include applying more efficient deep learning models or using
more complex coherence extracted from PolInSAR data as
input.

V. CONCLUSION

In this article, a deep learning-based framework was proposed
for forest height retrieval using single-baseline L-band PolIn-
SAR data. To address the shortcoming of current deep learning

methods that require the collection of LiDAR data as labels or
priors, the proposed framework adopts a CNN structure, uses
the inversion results of two traditional methods as labels, and
innovatively introduces the PCGrad optimization strategy. Con-
sequently, the proposed framework does not require additional
LiDAR data and can be easily applied to any forest scene. The
experiments have been conducted on simulated data and real
data, both qualitative and quantitative verifications demonstrated
that the proposed framework can achieve more accuracy per-
formances compared with several classical algorithms. How-
ever, there are some abnormal pixel values in the labels which
are produced by two traditional methods. This directly affects
the inversion accuracy of our framework. Future works include
improving the quality of labels or adopting a more efficient
network structure to improve the performance of forest height
retrieval.
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