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Abstract—Sentinel-2 satellite remote sensing images have been
widely used in various fields, such as change detection and resource
monitoring. However, Sentinel-2 provides multispectral bands with
inconsistent spatial resolutions (i.e., 60 m for three bands, 20 m for
six bands, and 10 m for four bands), which has greatly limited
the application values, especially for cooperative analysis or ap-
plication on different bands at a unified resolution. In this article,
we proposed a multistage progressive interactive fusion network
to generate all 10-m high-resolution bands. Specifically, a refined
multistage spatial resolution enhancement model in a multistage
way is developed to progressively improve the low-resolution bands
to preserve the spectral information of the enhanced bands. More-
over, an information interaction module is proposed for the three
branches of high- (10 m), medium- (20 m), and low-resolution (60
m) bands to achieve effective information interaction. The experi-
mental results show that our method is superior to other existing
state-of-the-art methods, and it can be applied to the reconstruction
of the high-resolution vegetation index.

Index Terms—Convolutional neural network, deep learning,
image super-resolution, Sentinel-2.

I. INTRODUCTION

S ENTINEL-2 optical remote sensing image, with a width
of 290 km and 10-day revisiting interval (Sentinel 2A and

2B combined for 5 days) [1], has been widely used in many
fields, such as land use change detection and vegetation health
monitoring [2], [3], [4], [5], [6], [7]. However, the inconsis-
tent spatial resolution of different spectral bands, as shown in
Table I, has greatly limited the application value. On one hand,
the spatial resolution of near-infrared bands and short-wave
infrared (SWIR) bands are relatively low, which restricts the
development of vegetation health information, coastal water, and
aerosol monitoring. On the other hand, the inconsistent spatial
resolution makes it difficult to cooperatively analyze at a unified
resolution. Therefore, it is significant to improve the 20- and
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60-m resolution bands to 10 m, to obtain Sentinel-2 multispectral
images with all high spatial resolution bands of 10 m.

How to improve the 20- and 60-m bands of Sentinel-2 image
to 10 m has attracted attention in recent years. On the whole,
there are two main strategies: single image super-resolution
[8], [9] and multisource image fusion. The single image super-
resolution is to improve the spatial resolution of the image by
taking full advantage of the image itself. The typical meth-
ods include the learning of a deep convolutional network for
image super-resolution [10] proposed in 2015, the very deep
convolutional networks [11] inspired by VGG-Net [12], the deep
recursive convolutional network [13] using jump connections,
and the enhanced deep super-resolution network [14]. However,
single-image super-resolution cannot take full advantage of the
complementary high spatial resolution information from other
bands of Sentinel-2 images; correspondingly, the spatial detail
enhancement is limited. Multisource image fusion aims to take
advantage of the complementary information of multisource
images to achieve better performance. Therefore, how to take
full advantage of the 10-m bands of Sentinel-2 to improve the
spatial resolution of 20- and 60-m bands has attracted more
attention. The most typical multisource image fusion method
is pansharpening [15], [16], [17], [18], [19], i.e., improving
the spatial resolution of a multispectral image via a high spa-
tial resolution panchromatic image. However, different from
pansharpening, the spectral range between the low-resolution
bands (i.e., 20 m and 60 m) and the high-resolution bands
(i.e., 10 m) of Sentinel-2 images is totally different, which
brings a significant challenge. For the Sentinel-2 image fusion,
Wang et al. [1] proposed the regional point-to-point regression
Kriging method to effectively improve the spatial resolution
of 20-m bands to 10 m. Park et al. [20] proposed a series of
modifications to optimize frequency band selection and syn-
thesis, which were used for pansharpening with component
substitution and multiresolution analysis. Du et al. [21] tested
four popular pansharpening methods, including principle com-
ponent analysis [22], intensity hue saturation, high-pass filter
(HPF) [23], and à trous wavelet transform to sharpen the B11
SWIR band of Sentinel-2 for calculating the high-resolution
normalized differential water index. Gasparovic and Jogun [24]
evaluated five common super-resolution methods to evaluate the
impact of super-resolution results on land cover classification.
The experiment found that the overall classification accuracy
was improved after the spatial resolution improvement of the
low-resolution bands of the Sentinel-2 satellite, especially for
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TABLE I
DETAIL INFORMATION OF DIFFERENT SENTINEL-2 SATELLITE BANDS

the detection of forest categories, low vegetation, bare soil, and
coastline.

To date, deep-learning-based methods have been the
mainstream. Lanaras et al. [25] proposed Dens2 network, which
is one of the earliest known articles using deep-learning residual
networks to complete Sentinel-2 band super-resolution. The 20-
and 60-m super-resolution network was divided into two models
for separate training. Each model used six residual blocks as
the main body, and the jump addition after the original image
interpolation was added at the end of the network to carry
out the spectral fidelity of the super-resolution image. This
spectral fidelity approach inspired the later works, and many
methods have been used since. Gargiulo et al. [26] believed
that the super-resolution task with 20-m resolution bands of
Sentinel-2 was very valuable, but the network structure of the
original methods was relatively deep and the parameters were
very large. So they further proposed a lightweight network [26]
with four convolutional layers to complete the feature extraction
and reconstruction of the Sentinel-2 images, and the network
structure is similar to the classic network PanNet [27] in the
super-resolution task. Wu et al. [28] proposed a parallel input
network, which divided the image into three modules: parallel
spatial residual learning, spatial feature fusion, and spectral
feature mapping. Multiple resblocks were used for feature learn-
ing on each input stream, then the learned feature maps were
added in channel dimensions, and the fully connected layer was
finally used for image reconstruction. Zhang et al. [29] used the
self-attention mechanism in image feature extraction. Salgueiro
et al. [30] proposed a holistic Sentinel-2 band super-resolution
network. Although the training was carried out in two steps,
both 20- and 60-m super-resolution results could be output
during the test at the same time. In addition, this method for
the first time used 20-m super-resolution result output as the
input of 60-m bands super-resolution network to assist 60-m
bands super-resolution. The main body of the network uses a
large number of residual connections and dense connections.
Although the network is very deep, it also proves that the residual
connections and dense connections are very helpful for image
super-resolution.

Generally, several problems still exist in the existing meth-
ods. On the one hand, most existing methods generally
interpolate low-resolution images to high-resolution images, and

then connect them for feature extraction and reconstruction. In
this way, the unique information of different resolution bands is
ill-considered and relatively rough. On the other hand, since the
super-resolution task contains different resolution bands of 20
and 60 m, most existing methods often fail to take into account
the relationship between the two different resolution bands, the
information between the bands cannot be effectively interacted,
leading to the insufficient feature information utilization.

1) We propose a multistage progressive interactive fusion
network to generate all high-resolution 10-m bands for
Sentinel-2. In the proposed method, a refined multistage
spatial resolution enhancement model is designed to pro-
gressively improve the spatial resolution of low-resolution
bands while achieving the high spectral fidelity.

2) We propose a multiscale residual space spectral attention
module by considering the unique features of different res-
olution bands to effectively extract the spatial and spectral
information of images at different scales. Furthermore,
an interesting information interaction module is designed
to carry out effective dynamic information interaction
according to the contribution degree of different branches.

The rest of this article is organized is as follows. In Section II,
the proposed method is described. Section III shows the exper-
iments and analysis. Finally, Section IV concludes this article.

II. METHODOLOGY

In this article, we propose a multistage parallel network to
solve the problem of Sentinel-2 image super-resolution.

Fig. 1 shows the network structure of the proposed method.
The network consists of parallel inputs of Sentinel-210-, 20-, and
60-m bands with different resolutions. According to the input
images with different resolutions, three branches for the 10-,
20-, and 60-m bands are, respectively, named as high-resolution
branch, medium-resolution branch, and low-resolution branch
from top to bottom. The architecture of the proposed multistage
progressive interactive fusion network (MPIFNet) includes three
parts: the multistage super-resolution module, the information
interaction module, and the fused image reconstruction part. The
main purpose of the multistage super-resolution module is to
improve the resolution of the low-resolution image step by step.
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Fig. 1. Flowchart of the proposed MPIFNet.

In addition, this part also uses the multiscale residual space spec-
trum attention module to extract the image’s fine features, and the
detailed features of the higher resolution branches are injected
into the lower resolution branches continuously. It is aimed to
improve accuracy and delicacy in image super-resolution and
feature extraction. The second part is the information interaction
module based on the gate recurrent unit (GRU) [31], [32] to inte-
grate the feature information of different branches dynamically.
Finally, the super-resolution image is reconstructed through the
fused image reconstruction part.

A. Multistage Super-Resolution Module

For the multistage super-resolution module, in order to
achieve effective resolution enhancement, it is necessary to go
through a fine feature extraction module containing attention
modules [33], [34], [35], [36]. After obtaining the correspond-
ing image features, the feature of the high-resolution branch
will be injected into the low-resolution branch, so that we can
ensure that the injected features are high-resolution image’s
effective information. In this experiment, the convolution layer
and the pixel shuffle were selected for image upsampling.

Inspired by the convolution block attention module (CBAM)
[37], a modified multiscale residual space-spectrum attention
module is proposed. The module first passes the input feature
image parallel through three feature extraction branches with
different receptive fields (3∗3, 5∗5, and 7∗7), and then the ReLU
activation function is followed for nonlinear transformation. The
purpose of using convolution kernels of different sizes is to com-
prehensively extract multiscale features considering the charac-
teristic of the remote sensing images. For example, a large con-
volution kernel can extract more global features, while a small
convolution kernel can extract more detailed features. Then, the

features extracted by convolution kernels of different sizes enter
into the spectral attention module, respectively. Different from
the channel attention module of the CBAM, a 1∗1∗C feature
map is obtained after maximum pooling and average pooling.
Before passing through multilayer perceptron, the feature map
of the original C channels should be reduced to the number
of channels of the original input image to match the features of
input images with different resolutions. For example, the number
of characteristic channels in the spectral attention module of
the multiscale residual space-spectrum attention module of the
high-resolution branch should be reduced to four channels,
which is the same as the input of the high-resolution branch, and
then increased to the corresponding channel number. Similarly,
the number of channels in the spectral attention module of the
medium-resolution branch and the low-resolution branch should
be changed to 6 and 2. The subsequent spatial attention mecha-
nism is to make a channel-based maximum pooling and average
pooling to obtain two H∗W∗1 feature graphs. The sequence of
maximum pooling and average pooling has been fully verified
in CBAM experiments. Then, the two feature maps are based
on the channel connection operation. After a 7∗7 convolution
operation, the number of channels is reduced to H∗W∗1. Finally,
the result of the attention module passing through the channel
is obtained through a Sigmoid activation function.

After the channel connection of the feature graphs output
by three different branches, the residual input of the input
features should be carried out, which can better retain the original
spectral features. Finally, through a simple convolution layer
output, this is a complete introduction to the multiscale residual
space-spectrum attention module, whose structure is shown in
Fig. 2.

For the information injection module from high-resolution
branch to low-resolution branch, dynamic weight addition [38]
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Fig. 2. Multiscale residual space spectrum attention module.

is designed shown as follows, whose structure is similar to the
Softmax function, that is the proportion of each input to the total
input is calculated, and then weighted addition is performed:

Output =
∑
i

Wi∑
j Wj + ε

× Inputi (1)

where wi > 0 are the dynamic learned weight. The value of ε is
setting to 0.0001.

B. Information Interaction Module

The information interaction module is carried out for the
information interaction among different branches. We aim to in-
ject high spatial resolution features from high-resolution branch
into the medium- and low-resolution branches to improve the
spatial resolution of relatively low-resolution images. The GRU
module is chosen as the main body of the information interaction
module. Convolution layers are added before and after the
GRU module to better extract features and integrate features. The
jump connection is combined to slow down the disappearance
of gradient and enhance the usability of features.

The GRU is the most widely used variant of recurrent neural
network (RNN), which aims to solve the problem of gradient
disappearance appearing. GRU can also be regarded as a vari-
ant of long short-term memory (LSTM) [39], [40]. Although
inspired by LSTM, it is easier to calculate and can achieve
the corresponding effect with LSTM. Besides, GRU has fewer
parameters, so the training speed is faster and the overfitting risk
can be reduced to a greater extent. Correspondingly, the GRU
module is used to solve the long dependency problem in the
RNN network [41], [42]. The current moment and the previous
moment can be converted into feature information of different
resolutions. The GRU module is used to judge the importance
of different information. Adjusting the dependency relationship,
to control the flow and interaction of information. The structure
of GRU is shown in the Fig. 3 below:

Here,Xt is the input of the current moment,ht−1 is the hidden
state of the previous moment, and ht is the calculated hidden
state of the current moment. According to Fig. 1, the input state
Xt in the current moment is the feature information obtained for

Fig. 3. Structure diagram of GRU.

each branch. Every image that passes through the GRU module
has the same spatial resolution. In addition, ht−1 denotes the
feature information obtained from higher resolution branches.
The last hidden state of the GRU module of the medium and
low variable branches are the current output state ht of the
GRU module of the high-resolution branch. Since the GRU
module of the high-resolution branch has only one input, its
status at the previous time is set to 0. As can be seen from the
figure above, GRU is composed of reset gate and update gate.
Before hiding the state of the current moment, GRU will first
calculate a candidate state h̃t, and the calculation of this candi-
date state needs the calculation of the reset gate, the calculation
formula of reset door rt is formula 2. Where,Wr is the parameter
of the reset gate, and σ is the Sigmoid activation function, which
can limit the value of the update gate between [0, 1]

rt = σ(Wr[ht−1, xt]). (2)

If the reset gate is close to 0, candidate state h̃t will ignore
the hidden state of ht−1 at the previous time, and use the
current input state xt to do the calculation. In other words,
the feature information from the higher resolution branches will
be ignored. In this way, it could allow hidden state ht at the
current moment to avoid any irrelevant information, using only
relevant information to focus the calculation. The candidate state
h̃t is calculated as

h̃t = tanh(Wh[rt × ht−1, xt]). (3)

After the candidate state is calculated, the update gate is
used to control how much information in the previous state
can be transferred to the current state. For our experiment, the
update gate can control the degree of information interaction.
The calculation formula of the update gate is as follows. The
calculation formula of the reset door is the same, but the weight
matrix is changed

zt = σ(Wr[ht−1, xt]). (4)

Finally, the current state of the moment can be calculates as

ht = (1− zt)× ht−1 + zt × h̃t. (5)

According to the above formula, there is a competitive rela-
tionship between the corresponding branch and higher branches.
As zt gets bigger, output from GRU module ht will be taken
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Fig. 4. Data used in the experiment. The first is in Tianjin and the second is in Wuhan. (a) RGB true color display for 10-m resolution image. (b) {B12, B5, B6}
false color display for 20-m resolution image. (c) {B9, B9, B1} false color display for 60-m resolution image. (a) 10 m. (b) 20 m. (c) 60 m.

more from this branch; when zt is 0, the current moment state
ht is completely taken from the higher resolution branches.

C. Fused Image Reconstruction

The experiment uses convolution layers and activation layer
for image reconstruction. The main purpose is to convert the
features in the hidden layer into real images, and the second is
to control the number of channels to output images. After the
network reconstruction, it enters the spectral fidelity stage.

The main part of the network is to improve the spatial res-
olution of low-resolution images. For remote sensing image
enhancement, it is not only necessary to improve the spatial
resolution but also to ensure that the enhanced image can retain
the spectral information of the original image. For the preser-
vation of spectral information, we choose to use a long skip
connection, which will add the original interpolated image and
the reconstructed result graph, so as to obtain the final output
image, which is the enhanced result graph

Xf = Xup +Xh (6)

where Xup represents the upsampled multispectral image, Xh

represents reconstruction images, and Xf denotes the super-
resolution image.

To continuously optimize the network parameters, L1-loss
is used as a loss function in this experiment. L1-loss is called
the mean absolute error (MAE), which refers to the average
distance between the predicted valueXi of the model and the real

value Yi. The formula is as follows:

L1_loss(X,Y ) =
1

n

n∑
i=1

|Yi −Xi| (7)

where X is super-resolution image, Y is reference image, and n
is sample size. The lower the value, the better the model effect.

III. EXPERIMENTS

A. Data

In the experiment, two Sentinel-2 L1C images were selected.
These images are shown in the Fig. 4. These images were
acquired in September 2021, and the spatial dimension was 10
980∗10 980. One of the scene data is located in Tianjin, China.
There are very rich types of ground objects, including urban
buildings, farmland, and sea area. The rich types of ground
objects can better verify the universality of the method. Another
scene is located in Wuhan, China, which contains the city, plain
farmland, numerous barrier lakes, and part of the Yangtze River.
These two scenes of data were used, respectively, in the reduced-
resolution experiments and the full-resolution experiments.

B. Experimental Details

The reduced-resolution and full-resolution experiments were
conducted. For the reduced resolution experiment of 20-m band
super-resolution task, the Wald at al.’s protocol [43] was used
to reduce the original 10- and 20-m images to 20 and 40 m,
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respectively. Similarly, for the 60-m band super-resolution task,
the Wald’s protocol was also used to reduce the original 10-,
20-, and 60-m images to 60, 120, and 360 m, respectively.
Then, the original image was separated with 20% data as the
testing set and 80% data as the training set. Finally, the dataset
is partitioned. For the reduced resolution experiment of 20-m
super-resolution task, the training set was cut into 5642 blocks,
every training block’s size is 60∗60. The testing set was cut
into 1725 blocks, every testing block’s size is 144∗144. For the
60-m super-resolution task, the training set was cut into 600
blocks, every training block’s size is 60∗60. The testing set
was cut into 168, every testing block’s size is 144∗144. Each
network undergoes 500 times of preliminary training, and in the
respective training process, these training blocks were input to
the network with 32 inputs per batch. The number of network
parameters is 6.25 m and flops is 448.23 M. The experiment
used the Adam optimizer [45] and L1-norm as the loss function,
and the initial learning rate was 1∗10-4. After every 100 training
cycles, the learning rate was half of the original.

For the full-resolution experiment, the parameters of the
training network are the same as those of the full-resolution
experiment, but the block processing on the testing set is differ-
ent. Since the full-resolution experiment does not need to use
Wald’s protocol to downsample the original image, in order to
make the original image more realistic, the test block is trimmed
to a slightly larger size. In the 20- and 60-m super-resolution
networks, every block’s size is 288∗288.

C. Quantitative Evaluation Metrics

In order to quantitatively evaluate the output results, seven
reference-based evaluation indexes of structural similarity
(SSIM), peak signal-to-noise ratio (PSNR), universal image
quality index (UIQI), Erreur Relative Globale Adimension-
nelle De Systhese (ERGAS), CC, spatial correlation coefficient
(SCC), and spectral angle mapper (SAM) were used in the
reduced-resolution experiments, and three nonreference evalua-
tion indexes of quality w/no reference index (QNR),Dλ, andDS

were applied in the full-resolution experiments. Here, X denotes
super-resolution image and Y denotes reference image.

SSIM [44]: SSIM is an index to measure the similarity of two
images. The value range of SSIM is [−1,1], and the larger the
value is, the more similar the two images is

SSIM =
(2uXuY + c1) (2σXY + c2)

(u2
X + u2

Y + c1) (σ2
X + σ2

Y + c2)
(8)

where ux is the mean value of X, uY is the mean value of Y,
σ2
X is the variance of X, σ2

Y is the variance of Y, and σXY

is the covariance of X and Y. c21=(K1L)and c22=(K2L) are two
coefficients that are used to keep things stable. L is a dynamic
indicator of the pixel value. K1 = 0.01 and K2 = 0.03.

PSNR: PSNR is an important index to measure the quality of
reconstructed images, where MSE represents the mean square
error of the super-resolution image and the reference image

MSE =
1

H ×W

H∑
i=1

W∑
j=1

(X(i, j)−Y(i, j))2 (9)

PSNR = 10log10

(
MAX2

Y

MSE

)
= 20log10

(
MAXY√
MSE

)
(10)

whereMAXY indicates the largest pixel in the reference image.
The larger the value of PSNR, the better the quality of the super-
resolution image.

UIQI: Its calculation formula is as follows:

UIQI =
4σXYuXuY

(σ2
X + σ2

Y)
[
(uX)

2 + (uY)
2
] . (11)

ERGAS:

ERGAS =
100

S

√√√√ 1

B

B∑
i=1

[√
MSE(Xi,Yi)

E(Yi)

]2

(12)

where B represents the number of channels of the image, S is
the scale factor of the two images, and E is the calculated mean.
The smaller the value, the better the quality.

SAM [45]: It is an evaluation index used to measure the
spectral fidelity between two images. Its calculation formula
is as follows:

SAM = cos−1

(
XY

‖X‖2‖Y‖2

)
(13)

where cos−1 is arccosine. The smaller the value, the better the
spectral quality of the image.

SCC: The similarity of two images in spatial details can be
better determined, which is the same as CC. The larger the value,
the higher the spatial similarity between the two images

SCC =
σHPXHPY√
σ2
HPX

σ2
HPY

(14)

where HP denotes HPF.
QNR [46]: The QNR is a popular nonreference quality eval-

uation index. It is composed of two parts: the spectral index Dλ

and spatial DS index. The ideal values of the Dλ and DS are 0,
and the corresponding ideal index for QNR is 1

QNR = (1−Dλ)
α(1−Ds)

β . (15)

For spectral information evaluation

Dλ
Δ
= p

√
1

N(N−1)

∑N

i=1

∑N

j=1

∣∣∣Q(
Ĝi, Ĝj

)
−Q

(
G̃i, G̃j

)∣∣∣p
(16)

where {Ĝi}Ni denotes super-resolution image bands, {G̃i}Ni
denotes low-resolution image bands, and N denotes number of
multispectral image bands. Q is used to calculate the correlation
between two bands and p is generally set to 1.

For spatial information evaluation

Ds =
q

√√√√ 1

N

N∑
i=1

∣∣∣Q(Ĝi,P)−Q(G̃i, P̃)
∣∣∣q. (17)

Among them, P is the PAN image and P̂ is PAN image with
the same resolution of multispectral image. q is also usually set
to 1. The smaller the value of Dλ and DS , the better the quality
of the reconstructed image.
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TABLE II
QUANTITATIVE EVALUATION RESULTS FOR 20-M BAND SUPER-RESOLUTION

TABLE III
QUANTITATIVE EVALUATION RESULTS FOR 60-M BAND SUPER-RESOLUTION

D. Experimental Results

1) Reduced-Resolution Experiment: Some state-of-the-art
deep-learning-based methods were carried out for comparison,
so as to demonstrate the feasibility of the proposed method. The
experimental results for 20- and 60-m band super-resolution are
shown in Tables II and III, respectively.

According to Tables II and III, it can be seen that the pro-
posed method achieves the best results in four indexes for the
20-m bands super-resolution experiment, and has a significant
improvement compared with other methods. Another index
SSIM also achieved the second-best result. Similarly, for the
60-m bands super-resolution experiment, the proposed method
achieves the best results for all the indexes, indicating that the
proposed method can achieve good performance in the improve-
ment of spatial details and the fidelity of spectral information.

In order to better understand the differences between the
proposed and other comparison methods, MAE residuals
were provided, as shown in Figs. 5 and 6. Among them,
the more yellow the color, the greater the difference from the
reference image, and the bluer the color, the smaller the differ-
ence from the reference image, and the higher the quality of the
reconstructed image. The experimental results are as follows.

According to the figures above, it can be clearly seen that the
method proposed in this article has the best performance in the
20- and 60-m band super-resolution experiments. The blue area
occupies a larger area and the color is darker, indicating that the
method proposed in this article is effective for the Sentinel-2
super-resolution task.

2) Experimental Evaluation on Red-Edge Vegetation Index:
To comprehensively verify the performance of the proposed
method, the evaluation of super-resolution results cannot only
stay in the two aspects of spatial details and spectral resolution,
and the practical application of enhanced images should also
be added to the image evaluation. Accordingly, we conducted

TABLE V
FULL-RESOLUTION RESULTS FOR 20-M BAND SUPER-RESOLUTION

TABLE IV
EVALUATION RESULTS OF RED-EDGED VEGETATION INDEX

the evaluation of the different fusion results from application
viewpoint on red-edge vegetation index [30], which is calculated
is as follows:

NDVI − RE =
B7− B5

B7 + B5
(18)

where B5 and B7 are both bands within the red-edge range,
which is effective for monitoring vegetation health.

Finally, evaluation indexes, such as CC, ERGAS, and RMSE,
were calculated by using the red-edge vegetation index map of
each method and reference image. According to the quality of
the evaluation index, the validity of the super-resolution image
for vegetation identification and detection can be judged.

Some details of NDVI-RE results were shown in Fig. 7. The
blue part is the high vegetation coverage area, and the red part is
the low vegetation coverage area. As can be seen from the results
in Fig. 7, this method is more accurate in the division of vegeta-
tion area and nonvegetation area, which proves that the spatial
details and spectral information of the proposed fusion image
are more consistent with the reference image. The quantitative
evaluation results on the NDIV-RE are shown in Table IV. It
shows that the proposed super-resolution image has competitive
performance in the reconstruction of the red-edge vegetation
index.

3) Full-Resolution Experiment: The full-resolution ex-
periments were conducted on original Sentinel-2 data.
The high-resolution branch input a band combination map with
a resolution of 10 m, the medium-resolution branch input a
band combination map with a resolution of 20 m, and the
low-resolution branch input a band combination map with a
resolution of 60 m. The experimental results are shown in Fig. 8.
In addition, quantitative evaluation results with the widely used
nonreference indexes of QNR, Dλ, and DS were shown in
Tables V and VI.
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Fig. 5. Residual map of super-resolution results at 20-m bands.

TABLE VI
FULL-RESOLUTION RESULTS FOR 60-M BAND SUPER-RESOLUTION

As can be seen from the above table, the proposed method
achieves the best results in all three full-resolution indexes
in the 20-m band super-resolution task, especially in QNR
and DS . For the full-resolution experiment of 60-m bands,
this experiment also achieved the best results in two indexes,
and Dλ ranked the second place. To sum up, our method has
achieved competitive results in the experiments of 20-m bands

and 60-m bands, which proves that the proposed network can
balance the construction of spatial details and the preservation
of spectral information and obtain high-quality full-resolution
images.

E. Discussion

1) Ablation Experiment and Analysis: In order to verify the
validity of some modules in this method, ablation experiments
for the multistage progressive super-resolution stage, the infor-
mation interaction module and the dynamic weight addition
module were performed. For convince, we simply named the
multistage progressive super-resolution stage, information in-
teraction module, and the dynamic weight addition module as
MP, IIM, and DWM, respectively. The experimental results were
shown in Tables VII and VIII. We remove a pixelshuffle from
60-m super-resolution network and increased the resolution of
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Fig. 6. Residual map of super-resolution results at 60-m bands.

Fig. 7. NDVI-RE experimental result. (a) GT. (b) Bicubic. (c) Dens2. (d) SPR-Net. (e) Sen2-RDSR. (f) Our propose.

TABLE VII
ABLATION EXPERIMENTAL RESULTS OF 20-M BAND SUPER-RESOLUTION
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Fig. 8. Full-resolution experimental results of 20-m bands. {B7, B6, B5} false color display. (a) Dens2. (b) SPR-Net. (c) Sen2-RDSR. (d) our.

TABLE VIII
ABLATION EXPERIMENTAL RESULTS OF 60-M BAND SUPER-RESOLUTION

60-m images to 10 m in one go. We display the result of
removing all three parts in the first column. Compared with the
second row, the results without MP were relatively poor, which
notes the multistage progressive super-resolution stage improves
the effect of super-resolution. In addition, compared with the
second row, the information interaction module is added in the
third row. According to the following table, after the addition
of the information interaction module, various indicators have
been improved correspondingly, indicating that the information
interaction module is effective for information communication
and detail injection of branches. And in the fourth row of
the table, the multistage progressive super-resolution stage, the
information interaction module and dynamic weight addition

module were added at the same time. Compared with the network
without the three modules, the performance of the network has
been improved, especially in the SAM index of the evaluation
of spectral information.

2) Advantages and Disadvantages:
1) The advantage of the proposed method is the full

consideration of the relationship between different
resolution bands, and the MPIFNet is designed to grad-
ually enhance the low-resolution bands, to preserve the
spectral information of the enhanced bands as much as
possible. In addition, the feature extraction module com-
posed of the attention mechanism and the information in-
teraction module is proposed to improve the performance.



LIU et al.: MULTISTAGE PROGRESSIVE INTERACTIVE FUSION NETWORK FOR SENTINEL-2 10201

2) However, the super-resolution of 20/60 m images with two
different resolutions is still divided into two independent
works. The advantage of this is that the super-resolution
effect can be greatly improved, but the network train-
ing stage needs more time. In fact, if Wald’s protocol
is used for degradation, two independent tasks will in-
evitably be separated. This is also the disadvantage of
current Sentinel-2 satellite super-resolution. Therefore, an
effective unsupervised super-resolution work should pay
attention in the future.

IV. CONCLUSION

In this article, we proposed a multistage super-resolution
network for Sentinel-2 images, which inputs observations with
three different resolutions in parallel. In each stage of reso-
lution improvement, feature extraction was carried out based
on spectral and spatial attention modules and detailed feature
injection of high-resolution images was received. When low-
resolution images were upgraded to the same resolution as
high-resolution images, information interaction based on the
GRU module was carried out in the three-flow branches, for
better low-resolution image detail reconstruction. The proposed
method was comprehensively tested and verified from different
aspects, including reduced- and full-resolution experiments on
quantitative and qualitative evaluation and also the application
viewpoint on vegetation index. The experimental results showed
that the proposed method achieved superior performance to other
existing deep-learning methods.
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