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Multiscale Template Matching for Multimodal
Remote Sensing Image

Tian Gao , Chaozhen Lan , Wenjun Huang , Longhao Wang, Zijun Wei, and Fushan Yao

Abstract—Multimodal matching remains a difficult and press-
ing problem in the imaging processing community. Accurate and
robust multimodal matching is important for the performance of
applications, such as registration and fusion. Traditional image
matching algorithms cannot effectively handle multimodal images
with severe nonlinear radiometric distortion (NRD). In this article,
a novel multiscale template matching algorithm for multimodal
image matching is proposed to address this problem. We propose
a novel frequency-domain convolutional map based on the wavelet
transform and phase congruency to construct a feature descrip-
tion map that significantly reduces the NRD between multimodal
images. The development of omnidirectional aggregated feature
vectors with rotational invariance also helped to achieve robustness
on rotated images. Finally, a multiscale template matching strategy
improved the matching performance on multimodal images with
displacement and scale variations. To improve the time efficiency
of the algorithm, most of the complex computations in this article
are performed in the frequency domain. According to the exper-
imental findings on six multimodal image datasets, the method
can obtain accurate and robust matching results between multi-
modal images. Through qualitative and quantitative evaluations,
the method outperforms several mainstream multimodal image
matching algorithms in terms of matching accuracy, success rate,
and time consumption.

Index Terms—Multimodal remote sensing images, multiscale
strategy, template matching, wavelet transform.

I. INTRODUCTION

W ITH the rapid development of space and sensor tech-
nologies, remote sensing observation methods are grad-

ually becoming more diverse. Diverse remote sensing obser-
vation data [e.g., optical, depth, light detection and ranging,
infrared, and synthetic aperture radar (SAR)] and terrain data
can be obtained. Combining multiple data to form multisource
remote sensing data is beneficial for better change detection [1],
[2], land classification [3], [4], [5], environmental simulation [6],
target localization [7], and environmental and disaster detection
[8], [9], [10]. Among these, multimodal image matching is
essential for achieving the benefits of mutual complementarity
and using data from multiple sources.
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Fig. 1. Example of showing the differences between multimodal images.

Remote sensing images typically have higher resolution than
natural images, and processing and analyzing these images
may require more computing resources and time. The acqui-
sition of remote sensing images is limited by lighting and
weather conditions, which may lead to a decrease in image
quality, affecting the visibility and recognition accuracy of
features. Remote sensing images are usually acquired from
platforms, such as satellites, airplanes, or drones, and their
viewing angles and scales differ from natural scene images.
This can lead to changes in the shape, size, and scale of figures
in the image, adding complexity to image interpretation and
analysis.

The purpose of image matching is to find the corresponding
image points with the same name in two or more images contain-
ing the same scene and then find the transformation relationship
between the images to achieve the registration of the reference
frame of the two images. As shown in Fig. 1, there may be
differences in displacement, rotation, scale, radiation, and noise
between remote sensing observations from different sources
[11]. The same feature may correspond to different locations and
exhibit significant nonlinear radiometric distortion (NRD) due
to different sensors causing the same feature to exhibit vast dif-
ferences in appearance. These huge differences pose significant
difficulties for the existing image-matching algorithms, which
cause significant degradation in most algorithms’ matching per-
formance to meet the requirements of multisource data fusion.
Therefore, it is important to develop a reliable multimodal
image-matching algorithm to provide accurate multimodal ob-
servations of the same scene. To design a reliable multimodal
image-matching algorithm, the following three issues must be
addressed: the algorithm should: 1) be highly adaptive to NRD;
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2) have a more accurate and stable outlier removal model; and
3) have strong adaptability to geometric differences.

Template matching [12] is a common image processing
method in the field of computer vision that determines the match-
ing region in the target image that most closely resembles the
template image. In particular, it consists of the following three
steps: 1) it designs a search strategy to determine the candidate
matching window regions corresponding to all the template
images; 2) it selects the feature vectors of the corresponding
window regions on the designed feature description map; and
3) it calculates the similarity between the feature vectors of the
template windows and those of the candidate matching windows
using the designed similarity metric. The highest score candidate
matching region is considered the final candidate matching
window. Template matching is important for facial recognition
[13], visual localization [7], and other processes.

Therefore, this study aims to investigate a template matching
algorithm that can be used for multimodal image registration.
Although slow and poorly adaptive to geometric differences,
template matching has high accuracy. In addition, it is difficult
to determine the mapping relationship between the template
windows and candidate matching windows. Therefore, devel-
oping a multimodal image template matching algorithm that is
faster and more adaptable to geometric differences is crucial.
Based on the above analysis, this study developed an effec-
tive template matching search strategy for multimodal image
registration, overcame difficulties in multisource remote sens-
ing image matching and proposed a novel template matching
framework for multisource remote sensing image registration.
It maintains the advantages of the high matching accuracy of the
template matching method while essentially solving the disad-
vantages of slow matching speed and poor geometric differences
adaptability and can automatically complete multimodal remote
sensing image registration under most conditions. The main
contributions of this study are as follows.

1) A multiscale template matching (MSTM) algorithm is de-
signed to solve the multimodal image registration problem
with severe NRD. MSTM has strong robustness and relia-
bility and can handle general multisource remote sensing
image registration problems, including images from dif-
ferent sensors, time phases, views, and resolutions.

2) A frequency-domain convolutional map (FDCM) based
on the wavelet transform and phase congruency (PC) is
proposed, which can more accurately describe the feature
information of multimodal images and significantly re-
duce the NRD of multimodal images. An omnidirectional
aggregated feature vector with rotational invariance was
designed to accomplish the automatic registration for poor
quality multimodal images with significant geometric dif-
ferences and NRD.

3) To address the problem of geometric differences of mul-
timodal image data and of determining the mapping rela-
tionship between the template window and the candidate
matching window, a multiscale template matching strategy
based on the scale space was applied to MSTM. Good
results were obtained by solving geometric differences
and optimizing the template matching speed.

The rest of this article is organized as follows. Section II
reviews the related work on multimodal remote sensing image
registration. Section III describes the typical framework and the
key processes of the proposed MSTM. The experimental results
and performance analysis of MSTM for various multimodal
image datasets are discussed in Section IV. Finally, Section V
concludes this article.

II. RELATED WORK

This section divides the matching methods into three cate-
gories, learning, feature, and template based, to briefly review
them for multisource remote sensing images.

Although learning-based methods [14] are currently signifi-
cantly advanced techniques, with many related studies having
achieved good results on the corresponding datasets [15], they
are difficult to use. The lack of a general multimodal image
dataset for model training makes it impossible to train reliable
and stable parameters; however, the trained models are poorly
adapted to different real data and have insufficient generalization
ability.

Feature-based methods [16] start with an image feature ex-
traction and then perform matching using the similarity between
the feature descriptors of the image feature points. The extracted
features should be robust, stable, and repeatable, and they can
be points [17], lines [18], and faces [19]. Ma et al. [20] proposed
the PSO-SIFT algorithm, which is an improved method for
calculating image gradients to improve the robustness to NRD.
Li et al. [11] proposed the RIFT algorithm, which uses a PC
and innovatively introduces a maximum index map descriptor
(MIM). Yao et al. [21] proposed the MOTIF algorithm, which,
with better performance, establishes a diffusion tensor model
using the image gradient direction information and obtains
multidirectional index map descriptors using this algorithm.
Yao et al. [22] proposed the HAPCG algorithm, which uses
anisotropic filtering for image nonlinear diffusion and constructs
an anisotropic weighted moment scale space. The absolute PC
direction gradient was established using the PC model and
combined with the log-polar coordinate description template,
which greatly enhanced the robustness. However, the matching
accuracy of feature-based methods is typically lower than that
of template-based methods because of the unstable localization
accuracy of the extracted feature points.

The template-based [23] approach compares the similarity
metrics of the two selected regions to accomplish matching.
The sum of squares (SSD), normalized correlation coefficient
(NCC), and mutual information (MI) are the typically used
similarity metrics. The SSD is quick but less robust and sensitive
to noise [24]. The NCC is less suitable as a similarity metric
for multimodal image matching because it is highly adaptable
to linear distortion but less adaptable to NRD [25], [26]. Al-
though MI has good adaptability to NRD, it is more sensitive
to matching windows and is computationally inefficient [27].
Recent studies have found that the geometric structure remains
stable between multimodal data. Ye et al. [28] achieved good
results in generating HOPC descriptors based on HOG [29]
using PC maps. To describe the geometric structure features in
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Fig. 2. Proposed MSTM multimodal remote sensing image registration framework mainly includes the Shi-Tomasi feature point detection, FDCM, omnidirectional
aggregated feature vector, and multiscale template matching strategy using the scale space and the outlier removal method. The acceleration strategy converts the
primary function into frequency-domain processing.

more detail, Ye et al. [30] further proposed the CFOG algorithm,
which addressed the issue of not providing a detailed description
of HOPC geometric structure features using pixel-by-pixel de-
scription and substantially improved the matching speed using
frequency-domain template matching. However, regardless of
how good the template-based method is, it has extremely high
requirements for the initial position; for example, the CFOG uses
the point position calculated using the satellite rational poly-
nomial coefficient parameters as the initial matching reference
control point. However, data from different sources lack spatial
mapping relationships, and if the initial reference control point
position deviates too much or there is no initial reference control
point, the matching performance drops significantly. This is
because it is sensitive to geometric differences, and the size of
the selected template limits its speed.

Therefore, this study aimed to investigate a practical mul-
timodal image registration method using template matching,
which is quick, suitable for NRD, and adapts to geometric
differences. We also generate the FDCM using the wavelet
transform and PC in the feature description, which enhances
the robustness of NRD. An omnidirectional aggregated feature
vector with rotational invariance was designed that was robust to
rotating multimodal images. By designing a multiscale matching
strategy using the scale space, the template-based method is
also robust to geometric differences, and a better performance
is obtained in comparison experiments with CFOG, HAPCG,
RIFT, SuperGlue, and Ms-HLMO on multiple multimodal im-
age datasets.

III. METHODOLOGY

The framework of the proposed MSTM algorithm is shown in
Fig. 2. The input image pair to be aligned is first preprocessed,
primarily for basic image denoising. The Shi-Tomasi corner
point detection algorithm is used to extract feature points from
the multimodal image pair to provide initial control points for
subsequent template window determination. The key to the
proposed MSTM is the feature description map construction and
template matching from a multiscale strategy. The multiscale
space of the feature description map from the multiscale strategy

is created by building a Gaussian pyramid, first constructing
the FDCM at the lowest level and then downsampling the
FDCM several times. The scale space is top down, and the
feature templates of the feature points corresponding to windows
are extracted at each level of the FDCM, the feature templates
are rotated several times, and all the rotated feature templates
are aggregated to generate an omnidirectional aggregated feature
vector. Subsequently, the window with the highest similarity at
the same position in the target image is selected as the correct
match, and outlier removal is performed to remove incorrect
matches. The correct corresponding scale level is determined
using a multiscale strategy, and the parameters of the exact
transformation matrix are transformed stepwise. Finally, the ex-
act spatial transformation relationship between the image pairs
is determined using the final computed exact transformation
model.

A. Shi-Tomasi Feature Point Detection

The Harris corner point detector [31] is one of the most stable
corner point extraction algorithms, and the Shi-Tomasi corner
point extraction algorithm [32] is an improved version of the
Harris corner point detector. This algorithm has a simpler cal-
culation of corner point response values and typically produces
better results than the Harris operator. The Shi-Tomasi corner
point response values were calculated for each image, as follows:

Corner = min (λ1, λ2) (1)

M =

[∑
Wσ

G2
x

∑
Wσ

GxGy∑
Wσ

GxGy

∑
Wσ

G2
y

]
(2)

where λ1 and λ2 are two eigenvalues of the matrix M . Gx

and Gy are the gradient values of the image along the x- and
y-directions, respectively, andWσ is a Gaussian sliding window
with a variance σ. The pixel points with corner response values
greater than the threshold are considered as reliable feature
points for multimodal images.

According to previous studies, feature points with a uniform
distribution reduce the local error of the interimage transforma-
tion model and improve image matching accuracy. Conversely,
the Shi-Tomasi corner point detector uses image intensity to
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Fig. 3. (a) Effect before homogenization when the feature point is 800.
(b) Effect after homogenization when the feature point is 800.

extract feature points; therefore, most feature points extracted
using this algorithm are clustered in structural information rich
regions. To address the problem of the uneven distribution of
feature points, an efficient adaptive nonmaximal suppression
algorithm [33] was used, which can quickly divide the extracted
feature points evenly and avoid using the chunking method
for feature point extraction. This significantly improves the
algorithm performance. The suppression region edge length
threshold ah was calculated as follows:

ah = − HI +WI + 2m−√
Δ

2(m− 1)
(3)

Δ = 4(WI +m+HIm) + (HI −WI)
2 + 4WIHIm (4)

where HI and WI denote the height and width of the image,
respectively, and m denotes the number of feature points to be
extracted.

Therefore, when the input image size changes, the feature
points can be redivided according to the image size and the
number of feature points to be extracted, making the feature
points more evenly distributed, as shown in Fig. 3.

B. Frequency-Domain Convolutional Map

Because of the severe NRD between multimodal images, it
is difficult to achieve good results by directly using image in-
formation for matching. Therefore, the most multimodal image
matching algorithms, such as HOPC, CFOG, and RIFT, feature
images using specific methods to produce a feature description
map, which increases the similarity between multimodal images
and significantly improves the matching performance of the
algorithms. As mentioned, compared with other description
methods, such as gradient information, PC is more resistant
to NRD between multimodal images, and most of the above
algorithms are based on the PC model for constructing the
feature description graph. However, when there is considerable
NRD, the PC model may be inadequate, and the generated
feature description map may not be sufficiently clear for feature
description or may lack some of the geometric structure. We
constructed a new FDCM based on the PC model using a
wavelet transform, which can decompose an image into low-
and high-frequency parts [34]. The low-frequency part contains

the overall geometric structure information of the image, while
the high-frequency part contains the local detailed information
of the image, and most of the nonlinear radiative aberrations
in the image are contained in the local details of the image.
After the wavelet transform, the NRD of the image’s local
details is used to significantly reduce the low-frequency image,
which significantly enhances its robustness to NRD. The FDCM
generation process is shown in Fig. 4.

The wavelet decomposition is first performed on the input
image and is calculated as follows:

[CN ,Hs,Vs,Ds] = WTN (I) (5)

where I denotes the input image, N denotes the scale size in
the wavelet decomposition process, s is the number of layers,
CN denotes the decomposed low-frequency components, and
Hs, Vs, and Ds denote the horizontal, vertical, and diagonal
high-frequency wavelet components, respectively.

Good noise suppression and edge extraction drive the supe-
rior performance of the feature description maps. A log-Gabor
wavelet was used to construct the FDCM. It describes the geo-
metric structure of an image in a multiscale and multidirectional
manner. The log-Gabor wavelet is expressed as follows [35]:

L(ρ, θ, s, o) = exp

(
− (ρ− ρs)

2

2σ2
ρ

)
exp

(
− (θ − θso)

2

2σ2
θ

)
(6)

where (ρ, θ) denotes log-polar coordinates, s and o represent
the scale and the direction of the log-Gabor wavelet, (ρs, θso)
represents the central frequency of the log-Gabor wavelet, and
σρ and σθ represent the bandwidth of ρ and θ, respectively.

Log-Gabor wavelets can be decomposed into even- and odd-
symmetric filters in the spatial domain and are defined as follows
[28]:

L(x, y, s, o) = Leven (x, y, s, o) + iLodd (x, y, s, o) (7)

where the real partLeven (x, y, s, o) represents the even wavelets,
and the imaginary part Lodd (x, y, s, o) represents the odd
wavelets.

For the low-frequency part CN generated by wavelet de-
composition, convolving CN with an even-symmetric wavelet
Leven (x, y, s, o) and an odd-symmetric wavelet Lodd (x, y, s, o),
respectively, produces Eso(x, y) and Oso(x, y) as follows [11]:

Eso(x, y) = CN (x, y) ∗ Leven(x, y, s, o) (8)

Oso(x, y) = CN (x, y) ∗ Lodd(x, y, s, o). (9)

Then, the magnitude of the amplitude of the image in the
frequency domain is expressed as follows:

Aso(x, y) =
√
Eso(x, y)2 +Oso(x, y)2. (10)

The multiscale log-Gabor features in the specified directions
are

Ao(x, y) =
S∑

s=1

Aso(x, y). (11)

The feature maps normalized and downscaled to the multidi-
rectional log-Gabor features are then used as the reconstructed
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Fig. 4. Proposed framework for generating FDCMs. First, the image is wavelet decomposed, and the decomposed low-frequency image is processed using a
multidirectional and multiscale log-Gabor wavelet to generate a multidimensional feature vector. Then, the multidimensional features are dimensionally reduced to
decrease the number of dimensions. Finally, wavelet reconstruction is performed using the high-frequency information generated from the decomposition, which
generates an FDCM.

low-frequency wavelet components of the following:

Ao(x, y) =
Ao(x, y)√

|Ao(x, y)|2 + ε
(12)

where ε is a small constant value

F (x, y) =

o∑
i=1

Ao(x, y). (13)

Wavelet reconstruction is then performed on the four subim-
ages to generate the final FDCM

f(x, y) = (IWTN (F,Hs,Vs,Ds)) (14)

where f(x, y) is the FDCM, and IWTN (•) denotes the recon-
struction function.

Fig. 5 presents a comparison of the FDCM with other typical
feature description maps. The original data comprised an optical
map image pair with a significant NRD. For comparison, the
two images were manually aligned to eliminate geometric dif-
ferences. The image gradient feature description map generated
using the following equation is shown in Fig. 5. Most algorithms
use this approach [36], [37], which results in discontinuous and
unstable feature descriptions due to the effect of NRD, making
them less robust {

Gx(x, y) =
∂I(x,y)

∂x

Gy(x, y) =
∂I(x,y)

∂y

(15)

⎧⎨⎩Gρ =
√

Gx
2 +Gy

2

Gϕ = arctan
Gy

Gy

. (16)

The PC map shown in Fig. 5 describes the geometric infor-
mation of the image but is susceptible to noise, with blurring
and ghosting at the edges. The MIM shown in Fig. 5 is the
feature description map of the RIFT algorithm, and it selects the
main direction of the local features for a description based on
the PC map. Although it is more robust to NRD, the geometric
structural information of the image is lost, and the robustness is
poor for some poor quality images. The FDCM shown in Fig. 5
is robust to NRD, clearly describes the geometric structure of the
image, and performs well on complex and poor quality images.
It is used in the MSTM to describe the multiscale local feature

information of the feature point matching window for template
matching.

C. Omnidirectional Aggregated Feature Vectors

The template-based matching approach has the disadvantage
of being poorly rotatable. The strategy used in this study to
solve the rotation invariance of template matching is to extract
multidirectional feature description maps for one image of the
image pair and aggregate these directional feature description
maps to construct matching window omnidirectional feature
description vectors that adapt to different directions. Multiple
directions are matched using the template-matching algorithm,
and the direction with the best matching effect is the main
direction of rotation.

To extract the matching window feature description vectors
in different directions, the original image-generated feature de-
scription map FDCM must be rotated n times to achieve full di-
rectional coverage, which constitutes the directional feature de-
scription map ̂FDCM = {FDCM0,FDCM1, . . . ,FDCMn−1}.
For the r-direction, the rotation transformation equation is ex-
pressed as follows:{

FDCMr = Rotm(FDCM0)

m = 2π
n r, r ∈ {0, 1, . . . , n− 1} (17)

where Rot denotes the rotation operation on the image, FDCM0

is the original nonrotated feature description map, and m is the
rotation angle of the r feature description map.

The Shi-Tomasi algorithm can be used to obtain the keypoints
for the rotated directional feature description map FDCMr.
The keypoint at position (i, j) in the feature description map
FDCMr can be represented as prij , and the directional feature
description vector of the corresponding matching window can
be represented as fr

ij . The set of directional feature description
vectors of all the feature points in image FDCMr can be de-
scribed as (p̂r, f̂r), which is defined as the r-directional feature
description vector of the image. In the aggregation model, the
feature description map FDCM aggregates feature keypoints and
matches the window omnidirectional feature description vector
(p̂, f̂) for the feature description map FDCM.

After obtaining the matching point pairs in each direction, the
number of matching points scorer obtained in the r-direction
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Fig. 5. Comparison of multiple feature description maps of the selected
optical-map image pairs, including image gradient, PC, MIM, and FDCM.

was recorded as the matching score. The direction with the
highest matching score scorer was determined as the main
feature direction rmain, and the formula is as follows:

rmain = argmax scorer

r∈{0,1,...,n−1}
. (18)

Because the rotational differences of the matched images are
typically not strictly in the main direction rmain, correct matches
may occur in the main, front, and back directions. Therefore,
the proposed algorithm merges the matching results of adjacent

direction features with the main direction to obtain the best
matching result.

Instead of the position on the original feature description map,
the keypoint position in the matching result is the coordinate on
the rotated feature description map, FDCMr. Therefore, it must
still be inversely rotated and transformed to map back to the
coordinate on the original feature description map{

p̂r0 = Rot−1
m (p̂r)

m = 2π
n r, r ∈ {0, 1, . . . , n− 1} (19)

where p̂r is the directional feature keypoint after rotation,Rot−1

is the rotational transformation inverse to the feature description
map FDCMr, and the output result p̂r0 is the coordinate on the
original feature description map.

D. Fast Frequency-Domain Template Matching

After extracting the feature points and generating the feature
description map, the template-based matching strategy requires
selecting a suitable similarity metric and performing template
matching using the feature point positions in the search region
of the target image to determine the corresponding points with a
similarity greater than a threshold value as the correct matching
points. To increase the matching speed of the algorithm, we
adopted a concept similar to that in [30], i.e., that of converting
the SSD-based similarity metric to the frequency domain and
using a fast Fourier transform (FFT) for template matching.

The matching image pairs consisted of two images, and their
corresponding 2-D feature description maps [frequency-domain
convolutional maps (FDCMs)] are denoted by M1 and M2. The
SSD between the corresponding template windows in the feature
description map is defined as follows:

Ti(s) =
∑
p

[M1(p)−M2(p− s)]2 (20)

where p denotes the position representation of the pixel in the
2-D feature description map, and Ti(s) denotes the SSD simi-
larity metric function between two template windows after the
template window on M1 is displaced by s at the corresponding
position on M2. The best match between the template windows
on M1 and M2 is achieved when T reaches its minimum value.
The matching function is defined as follows:

si = argmin
s

{∑
p

[M1(p)−M2(p− s)]2
}

(21)

where si denotes the displacement vector between M1 and M2

when the SSD similarity metric function of the corresponding
template window reaches its minimum value.

Expanding and simplifying the above equation, the displace-
ment vector s is only related to the parameters of the following
equation:

si = argmax
s

[∑
p

M1(p) ·M2(p− s)

]
. (22)

The convolution operation in the spatial domain is equal to
multiplication in the frequency domain. We used the 2-D FFT
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Fig. 6. Feature similarity maps. The similarity maps of NCC, HOPC (Reproduction version), CFOG, and the proposed FDCM were obtained for the
(a) optical-SAR and (b) optical-infrared images with a template window of 70 × 70 pixels and a search window of 30 × 30 pixels. In each plot, the center
of the plot corresponds to the correct matching position.

to accelerate the spatial-domain convolution calculation. The
above equation can be defined as follows:

si = argmax
s

{
F−1

2D [F2D (M1(p)) · F ∗
2D (M2(p− s))]

}
(23)

where F2D and F−1
2D denote the forward and reverse 2-D FFT,

respectively, and F ∗
2D represents the complex conjugate of the

2-D FFT.
Fig. 6 shows the similarity plots of various similarity metrics.

The test images were optical-SAR (a) and optical-infrared (b),
and the similarity metrics used were NCC, HOPC, CFOG, and
FDCM. Of all the metrics, the NCC method failed to determine
a correct match. Both CFOG and FDCM could accurately detect
the corresponding region, but CFOG had interference from other
peaks and suffered from mismatching, and the peaks of FDCM
were smoother and more robust.

E. Outlier Removal

Template matching was performed on the extracted feature
points in the feature description map following the above prin-
ciple, and numerous matching results were obtained. However,
many outliers in the matching results must still be eliminated;
otherwise, parameter estimation of the transform model will
be negatively affected. Therefore, we adopted a more accurate
MAGSAC++ [38] method to eliminate outliers.

F. Multiscale Matching Strategy

It is well known that the most challenging aspect of the
template-based matching method is determining the correct tem-
plate matching search area corresponding to the feature points.
For a feature point in the reference image, we looped through

the entire image search to be matched. Although it is possible
to determine the correct corresponding search area this way,
the process is time consuming. In particular, when faced with
many feature points, the search time increases exponentially,
significantly reducing the matching performance. Moreover,
when processing two images with inconsistent scales, the local
feature content described within the template window is incon-
sistent even when the template matching windows correspond
correctly, leading to unreliable matching results or matching
failure. A multiscale template matching strategy was designed
to solve these two key problems, which eliminates the depen-
dence on the initial control points and achieves robustness to
scale.

A Gaussian pyramid of image feature description maps was
adopted using a scale-space theory [39]. As shown in Fig. 7,
since generating FDCM feature description maps for different
scale images separately would consume a lot of time, and the
original images are not high-dimensional features to generate
FDCM feature description maps first, they are directly down-
sampled layer by layer to obtain a series of feature description
maps with different resolutions.

After establishing the feature description scale space, tem-
plate matching on the low-level feature map using a template
with a larger window is time consuming, and it is difficult to
search for the correct corresponding region using a template with
a smaller window. However, template matching with a larger
window on a high-level feature map can reduce the matching
time and improve the matching success rate (SR). Although
the location of the correctly matched search points may not
be very accurate, a more reliable transformation model can
still be estimated using the remaining points after MAGSAC++
eliminated the outliers. The model is passed to the next level to
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Fig. 7. Scale space pyramid designed in MSTM.

Fig. 8. Multiscale template matching strategy in MSTM.

continue template matching, and with the initial transformation
model, the template matching search window can be appropri-
ately narrowed, further reducing the search time and improving
the matching accuracy. This continues until it reaches the lowest
level, where the entire multiscale matching is complete. When
there is scaling, the layers of the reference image and the image
to be matched may not be the same. First, the highest level
of the reference image is matched with all the levels of the
image to be matched by templates separately to determine the
correct corresponding level. Then, the entire multiscale match-
ing is completed by passing them in order according to the
conventional matching process. The complete matching process
is shown in Fig. 8.

The resultant feature description scale space is similar to the
classical and widely used Gaussian scale space in SIFT. The
main difference is that SIFT provides scale attribute information
for feature points based on the scale space and uses it for feature
extraction and multiscale feature description. Finally, all the
scale features participate in matching simultaneously. The scale
space in this study does not involve scale information in feature
matching but is used to search for the corresponding layers,
which more effectively solves the problem of scale differences.

IV. EXPERIMENTS

A. Datasets and Evaluation Indicators

In order to verify the matching performance of this frame-
work, several sets of typical multisource remote sensing image
data are selected, and various effective matching algorithms,
such as CFOG, SuperGlue [40], RIFT, HAPCG, and Ms-HLMO
[41], are compared. The experimental computer is a Lenovo
Y9000K notebook with i7-10875H CPU, GeForce RTX 2080
graphics card (8-GB video memory), 64-GB RAM, and Win-
dows 10 64-bit.

To ensure that the comparison experiments were fair, we
used the default optimal parameters for the parameter settings
of various algorithms. The SuperGlue, RIFT, HAPCG, and
Ms-HLMO parameters were consistent with the original pub-
lished versions. CFOG cannot be applied to multimodal data,
which lacked known information because the published version
requires known initial control point information; therefore, we
removed this part and kept the rest unchanged.

We collected six real multimodal image datasets for our ex-
periments: optical-depth, optical-infrared, optical-map, optical–
optical, optical-SAR, and day–night datasets. The dataset image
sizes ranged from 400× 400 to 1000× 1000 pixels. The optical–
optical dataset included different seasons, views, and other ele-
ments. These multimodal remote sensing images covered almost
all the multimodal image matching scenarios, and each dataset
contained ten image pairs, for a total of 60 pairs of multimodal
image data. Most images contained a significant NRD, which
was highly representative and experimentally valuable for fully
validating the performance of multimodal matching algorithms.
Fig. 9 shows several sample pairs for each dataset.

The images of the six datasets were first separately matched
with features, and a correspondence with an error of less than
three pixels was considered the correct matching relationship
[11]. In this study, the number of correct matches (NCM), SR,
and root-mean-square error (RMSE) were used as evaluation
metrics. These metrics were calculated as follows:

NCM =
∣∣∣{∥∥p1i −Hp2i

∥∥ < 3
}N
i=1

∣∣∣ (24)

where p1i and p2i are the coordinates of a matched pair of points,
H is the ground truth spatial transformation between image pairs
(calculated from manually selected points), and N is the total
number of all the matches

RMSE =
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)2
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SR =
Mcorrect

Mcorrect +Merror
× 100% (27)
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Fig. 9. Sample data of our four multimodal image datasets. (a) Dataset
1: optical-depth. (b) Dataset 2: optical-infrared. (c) Dataset 3: optical-map.
(d) Dataset 4: optical–optical. (e) Dataset 5: optical-SAR. (f) Dataset 6: day–
night.

where SR represents the matching SR, M represents the total
number of image pairs of a multimodal image sets, Mcorrect

represents the number of successfully matched pairs of images,
and Merror represents the number of failed pairs of images.

B. Parameter Setting

The main parameters of the proposed MSTM algorithm in-
cluded the template sizes of the highest and lowest levels and the

Fig. 10. (a) Matching SR statistics for different template sizes at each level.
(b) Matching time consumption statistics for different template sizes at each
level.

Fig. 11. Statistics on the NCM on multiple types of rotated image pairs
between −90◦ and 90◦ for the MSTM algorithm without rotation invariance.

number of rotation directions in the omnidirectional aggregated
feature vector. To determine the template size for each level
and select the best parameters, a comparison experiment was
conducted, and the results are shown in Fig. 10. According to
Fig. 10(a), the matching SR was higher at the highest-level
template size of 200 pixels and at the lowest-level template size
larger than 100 pixels. As shown in Fig. 10(b), the matching time
increased exponentially as the template size increased. Using
this analysis, we determined the highest-level template size J1
as 200 pixels and the lowest-level template size J2 as 100 pixels.
When a difficult-to-match image was encountered, the lowest
template size can be increased to 200 pixels.

To determine the number of directions in the all-directional
aggregated feature vector of the MSTM algorithm, we selected
a random set of image pairs in each of the six sets of data for
the test experiment. The results are shown in Fig. 11. One of the
images remained unchanged as we rotated the other image from
−90◦ to 90◦ to calculate the number of correct matching points
after the rotation. According to Fig. 11, the MSTM algorithm
without rotation invariance can adapt to the rotated image pairs
above and below ±15◦. The number of directions n was set
to 24. Theoretically, this parameter can be rotated in all the
directions.

C. Invariance Tests

Determining whether the template matching based on the
constructed feature description map is robust to NRD is im-
portant for template-based multimodal image matching. Ac-
cording to the analysis, rotation and scale differences are
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Fig. 12. NCMs of MSTM on different types of multisource remote sensing
scenes as the rotation angles from 0◦ to 359◦.

the most common differences; therefore, we designed ex-
periments to test whether the algorithm developed in this
study has better invariance from these two aspects and
whether the algorithm can handle various multimodal image
data.

1) Rotation Invariance: For image pairs without rotation
differences in the above dataset, one image was fixed, while
the other was rotated to test the algorithm’s ability to adapt
well to the rotation. The rotation angle ranged from 0◦ to 359◦

at 1◦ intervals, and 360 image pairs were generated for each
pair. The matching algorithm was then executed for each image
pair, and the NCMs of the corresponding datasets are plotted in
Fig. 12. The matching results for different rotation angles are
shown in Fig. 13. According to Fig. 12, the NCMs of all six
scenes vary with the rotation angle; however, they are stable
within a certain interval. No matching failure occurred at any
angle, which demonstrates that the algorithm proposed in this
study has exceptional rotational adaptability. As shown in Fig.
13, the matching results of this algorithm are sufficient to ac-
complish other functions such as image alignment for image
pairs with different rotation angles.

2) Scale Invariance: To test whether the algorithm adapts
well to images with certain scale differences, the same strategy
was used to fix one image in the image pair and scale the other
image. The scaling ratio was 1:2, and the interval was 0.2. Five
pairs of image pairs were generated for each pair of images. The
matching results are shown in Fig. 14. The algorithm could still
obtain accurate matching results even if the images had scale
differences. This is because of the multiscale matching strategy
used in the algorithm, which enhances the matching performance
for images with scale differences and can adapt to multimodal
image data with certain scale differences.

D. Matching Performance Test

1) Qualitative Evaluations: We selected one image pair from
each of the six multimodal datasets for testing, as illustrated in
Fig. 15. Among them, Fig. 15(a) and (e) contains translational
and small rotation variations, Fig. 15(b) and (d) contains only

Fig. 13. Some typical visualization results of Fig. 12. The angle below an
image represents the rotation angle between the image pairs.

translational variations, and Fig. 15(c) and (f) shows transla-
tional, small rotation, and scale variations. Because these image
pairs are multimodal image data from different imaging devices,
there is a significant NRD. Therefore, performing tests on these
image pairs is difficult. The matching results for CFOG, Ms-
HLMO, HAPCG, RIFT, SuperGlue, and the proposed MSTM
are plotted in Fig. 15.

The results showed that the CFOG algorithm could not suc-
cessfully match all the images, and its SR accuracy was 0.
Although the CFOG algorithm provides a pixel-by-pixel fea-
ture description with powerful feature description capability, its
requirement for initial reference control points leads to drastic
performance degradation in images with displacement, rota-
tion, and scale differences. The Ms-HLMO algorithm could not
match the second and third image pairs, and its SR accuracy
was 50%. The HAPCG algorithm could not match the first,
fifth, and sixth image pairs, and its SR accuracy was 50%.
Although the two image pairs failed to match, the performance
of the successfully matched image pairs was satisfactory. This is
because the HAPCG algorithm constructs an anisotropic scale
space and uses log-polar coordinates for the feature description,
which is more robust. The SuperGlue algorithm could not match
the third and fourth image pairs, achieving an SR accuracy of
66.6%. Although the SuperGlue algorithm uses a deep learning
approach that combines an attention mechanism and a graph
neural network, it has strong robustness for multimodal data.
However, because the training optical-depth dataset does not
contain multimodal data, the matching performance degrades
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Fig. 14. (a)–(d) Examples of feature matching results of scene with scale
differences. Matching results by MSTM with scale ratio of 1:2.

for some multimodal datasets. The RIFT algorithm could not
match the third image pair, achieving an SR accuracy of 83.3%.
Because the RIFT algorithm designs the MIM map based on the
PC map, it is more robust to NRD. In addition, it analyzes the
effect of rotation on the MIM and achieves the rotation invari-
ance of the feature description, which improves the algorithm
performance. Conversely, the MSTM algorithm proposed in this
study successfully matched all six image pairs with 100% SR
accuracy.

The MSTM outperformed the popular algorithms in terms
of matching on multimodal data because: 1) MSTM designs
the FDCM feature description map, which has better feature ro-
bustness than other algorithms and lays an important foundation
for subsequent matching, and 2) a multiscale matching strategy
was adopted, which makes the algorithm robust to multimodal
images and guarantees matching accuracy.

2) Quantitative Evaluations: Fig. 16 presents the quantita-
tive results for the NCMs and the results of the six methods on the
six multimodal datasets. The results demonstrate that the CFOG
algorithm outperforms the other methods on the optical-depth

TABLE I
COMPARISONS ON SR METRIC

dataset. This may be caused by the small difference in displace-
ment and scale between the depth and optical images, making
it possible to successfully match without the initial reference
control point. The Ms-HLMO algorithm performs relatively well
on all the datasets, and its stability is significantly enhanced
because of its construction of PMOM, the use of GGLOH de-
scriptors, and the adoption of a multiscale matching strategy. The
SuperGlue algorithm outperformed the other three algorithms on
the optical-depth dataset, probably because of its use of a combi-
nation of RGB images and depth data during training. However,
its performance on the optical-SAR dataset is not much different
from the other three algorithms because there is a significant
NRD between the SAR and optical images, which makes the
matching considerably more difficult. Because the gap between
this dataset and the training dataset of SuperGlue is the largest,
the training parameters of SuperGlue cannot be adapted to this
dataset. The HAPCG algorithm outperformed all the algorithms
on some datasets mainly because it uses anisotropic filtering
to nonlinearly diffuse the images and constructs an anisotropic
weighted moment scale space based on this. Then, the PC model
is extended to establish an absolute PC directional gradient and
is combined with a log-polar coordinate description template to
establish a kind of absolute phase directional gradient histogram,
which significantly enhances the robustness of the descriptor.
The relatively balanced performance of the RIFT algorithm
on all the datasets is because the RIFT algorithm designs the
MIM map based on the PC map, which makes it more robust
to NRD. In addition, it achieved rotational invariance of the
feature description, which improved the algorithm performance.
Conversely, the proposed MSTM successfully matched all the
images in the six datasets, and the NCMs for almost all the image
pairs were significantly larger than 250. The matching perfor-
mance of this algorithm is more stable and robust, with better
adaptability to NRD, and it outperformed the other algorithms.

As shown in Table I, the CFOG algorithm performs the
best on the optical-depth dataset with 90% SR, the Ms-HLMO
algorithm performs the worst on the optical-SAR dataset with
only 50% SR, the HAPCG algorithm achieves 100% SR on
several datasets, the SuperGlue algorithm performs the worst
on the optical-SAR dataset with only 70% SR, which is not
as good as the traditional algorithm, and the RIFT algorithm
performs well on all the datasets and can match successfully.
The SuperGlue algorithm had the worst performance on the
optical-SAR dataset, with only 70% SR, which is inferior to the
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Fig. 15. Qualitative comparison results on the sample data. The red and green circles in the figure indicate the feature points on the reference and target
images, respectively. (a) Matching results of optical-depth datasets. (b) Matching results of optical-infrared datasets. (c) Matching results of optical-SAR datasets.
(d) Matching results of optical–optical datasets. (e) Matching results of optical-map datasets. (f) Matching results of day–night datasets.

traditional algorithm; RIFT had a balanced performance on all
the datasets and could match successfully; the MSTM algorithm
had 100% SR on all the datasets. The average SRs of CFOG,
Ms-HLMO, HAPCG, SuperGlue, and RIFT for the six datasets
were 60%, 80%, 86.6%, 88.3%, and 98.3%, respectively. Com-
pared with the CFOG algorithm, the performance of the MSTM
algorithm was improved by 40%. Fig. 17 and Table II show
the RMSEs of the six methods for all the datasets. Only the
RMSEs of successfully matched images were counted because
of the low SR of some algorithms on some datasets. In terms
of RMSE, the accuracy of feature-based matching methods was
slightly lower, whereas the accuracy of both the HAPCG and
RIFT algorithms was lower than that of the CFOG and MSTM
algorithms. The CFOG algorithm, which is the multimodal
matching algorithm with the highest accuracy, maintained the
same RMSE accuracy as CFOG compared with the MSTM
algorithm and is slightly higher than the CFOG algorithm on
some datasets. This demonstrates that the MSTM algorithm
had the same RMSE accuracy as that of CFOG and slightly
higher than that of CFOG in some datasets, showing better
performance.

Combining the above qualitative and quantitative test results,
we can conclude that each part of the MSTM algorithm is de-
signed for NRD, including feature point extraction, a feature de-
scription map, template matching, omnidirectional aggregated
feature vectors, and a multiscale matching strategy. Therefore,
the algorithm has good adaptability to NRD. Exceptional NCM

and RMSE accuracies were obtained for all six datasets, exceed-
ing those of the other algorithms. This implies that the proposed
algorithm is a superior multimodal matching algorithm.

E. Registration Performance

In this section, we apply MSTM to image registration and
fusion. After image matching using MSTM and calculating
the transformation matrix, the two images were mapped to the
same reference frame to generate corrected images. The tests
were performed on six datasets, and the visualization results are
shown in Fig. 18. All the images were well aligned and fused
without displacement. The ghosting and blurring cases further
demonstrate that the MSTM algorithm achieves matching with
high accuracy and good distribution.

F. Running Time Analysis

Table III lists the average running time of each algorithm on
all the datasets. CFOG, Ms-HLMO, HAPCG, and RIFT were
computed using MATLAB 2021a, while SuperGlue and MSTM
were computed using Python. The graph shows that MSTM runs
slightly slower than CFOG and SuperGlue and is one-fifth of the
running time of HAPCG and RIFT. According to the analysis
of the algorithm principle, the HAPCG algorithm consumes
considerable time when constructing the nonlinear diffusion
scale space and generates high-dimensional feature vectors,
which requires a significant amount of time for subsequent
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Fig. 16. (a)–(f) Comparisons on the NCM metrics.

TABLE II
COMPARISON RESULTS OF THE MATCHING METHODS

Fig. 17. (a)–(f) Comparisons of the RMSE metrics. Note that the matching
failure cases are drawn onto the failed line.

TABLE III
COMPARISONS OF THE TIME METRIC

matching. The RIFT algorithm mainly consumes running time
when constructing the MIM graph and achieves the rotation
invariance of the MIM graph. Ms-HLMO consumes the most
time because the MSTM algorithm uses a multiscale matching
strategy, which makes its running time much longer than that of
the other algorithms. However, because the MSTM algorithm
reduces the dimensionality of the multidimensional feature de-
scription vector when constructing the feature description map,
it significantly reduces the search time of the template matching
window. Then, the matching result information searched in the
upper pyramid can be shared with the lower pyramid, and the
mapping relationship can be approximately obtained, which also
saves considerable time. The MSTM with rotation invariance
requires more time to generate the omnidirectional aggregated
feature vector than CFOG and SuperGlue.
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Fig. 18. Image registration and fusion results of MSTM on the multimodal image pairs. (a) Registration results of optical-depth datasets. (b) Registration results of
optical-infrared datasets. (c) Registration results of optical-map datasets. (d) Registration results of optical–optical datasets. (e) Registration results of optical-SAR
datasets. (f) Registration results of day–night datasets.

V. CONCLUSION

In this study, a stencil matching method we call MSTM with
better robustness to NRD was proposed. The method adapted to
multimodal image data with displacement and scale transforma-
tion better. The initial motivation of MSTM originated from the
advantages of stencil matching in multimodal matching. After
analyzing and summarizing the advantages and disadvantages
of the existing mainstream methods, the MSTM algorithm was
described in detail. We developed a novel FDCM with better
robustness to NRD feature description and rotation-invariant
and multiscale matching strategies for stencil matching, which

significantly improved the adaptability of stencil matching to
multimodal image data. Qualitative and quantitative experi-
ments were conducted to verify the reliability and superiority
of the MSTM algorithm.

At the same time, the MSTM algorithm is not particularly
effective on images with both the rotation and zoom states, and
in the future, we will look at how to make MSTM work better
in this regard. We intend to develop a direction index map based
on the FDCM to achieve rotation invariance, which can reduce
the time required for matching. In addition, template matching
will lead to the situation that some areas at the edges cannot
participate in matching, and we will try other ways to solve this
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problem and make the edge areas match better. The algorithm
will play an important role in multimodal image fusion and land
classification.

REFERENCES

[1] Y. Wu, J. Li, Y. Yuan, A. Qin, Q.-G. Miao, and M.-G. Gong, “Common-
ality autoencoder: Learning common features for change detection from
heterogeneous images,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33,
no. 9, pp. 4257–4270, Sep. 2022.

[2] S. Song, K. Jin, B. Zuo, and J. Yang, “A novel change detection method
combined with registration for SAR images,” Remote Sens. Lett., vol. 10,
no. 7, pp. 669–678, 2019.

[3] D. Hong et al., “More diverse means better: Multimodal deep learning
meets remote-sensing imagery classification,” IEEE Trans. Geosci. Re-
mote Sens., vol. 59, no. 5, pp. 4340–4354, May 2021.

[4] X. Wu, D. Hong, and J. Chanussot, “Convolutional neural networks
for multimodal remote sensing data classification,” IEEE Trans. Geosci.
Remote Sens., vol. 60, 2022, Art. no. 5517010.

[5] J. Yao, B. Zhang, C. Li, D. Hong, and J. Chanussot, “Extended vision trans-
former (ExViT) for land use and land cover classification: A multimodal
deep learning framework,” IEEE Trans. Geosci. Remote Sens., vol. 61,
2023, Art. no. 5514415.

[6] A. Brown, M. Walter, and T. Cudahy, “Hyperspectral imaging spec-
troscopy of a Mars analogue environment at the North Pole Dome, Pilbara
Craton, Western Australia,” Aust. J. Earth Sci., vol. 52, no. 3, pp. 353–364,
2005, doi: 10.1080/08120090500134530.

[7] B. Zhang, H. Yang, and Z. Yin, “A region-based normalized cross corre-
lation algorithm for the vision-based positioning of elongated IC chips,”
IEEE Trans. Semicond. Manuf., vol. 28, no. 3, pp. 345–352, Aug. 2015.

[8] H. Zhang and R. Xu, “Exploring the optimal integration levels between
SAR and optical data for better urban land cover mapping in the Pearl
River Delta,” Int. J. Appl. Earth Observ. Geoinf., vol. 64, pp. 87–95, 2018.

[9] D. Hong, J. Hu, J. Yao, J. Chanussot, and X. X. Zhu, “Multimodal remote
sensing benchmark datasets for land cover classification with a shared and
specific feature learning model,” ISPRS J. Photogrammetry Remote Sens.,
vol. 178, pp. 68–80, 2021.

[10] X. Jiang, J. Ma, G. Xiao, Z. Shao, and X. Guo, “A review of multimodal im-
age matching: Methods and applications,” Inf. Fusion, vol. 73, pp. 22–71,
2021.

[11] J. Li, Q. Hu, and M. Ai, “RIFT: Multi-modal image matching based
on radiation-variation insensitive feature transform,” IEEE Trans. Image
Process., vol. 29, pp. 3296–3310, 2019.

[12] M. A. Treiber, An Introduction to Object Recognition: Selected Algorithms
for a Wide Variety of Applications. New York, NY, USA: Springer, 2010.

[13] Y. Wang, Y. Y. Tang, and L. Li, “Correntropy matching pursuit with
application to robust digit and face recognition,” IEEE Trans. Cybern.,
vol. 47, no. 6, pp. 1354–1366, Jun. 2017.

[14] L. Zhou, Y. Ye, T. Tang, K. Nan, and Y. Qin, “Robust matching for SAR
and optical images using multiscale convolutional gradient features,” IEEE
Geosci. Remote Sens. Lett., vol. 19, 2022, Art. no. 4017605.

[15] Z. Yang, T. Dan, and Y. Yang, “Multi-temporal remote sensing image
registration using deep convolutional features,” IEEE Access, vol. 6,
pp. 38544–38555, 2018.

[16] B. Zhu, C. Yang, J. Dai, J. Fan, Y. Qin, and Y. Ye, “R 2 FD2: Fast and robust
matching of multimodal remote sensing images via repeatable feature
detector and rotation-invariant feature descriptor,” IEEE Trans. Geosci.
Remote Sens., vol. 61, 2023, Art. no. 5606115.

[17] L. Yu, D. Zhang, and E.-J. Holden, “A fast and fully automatic registration
approach based on point features for multi-source remote-sensing images,”
Comput. Geosci., vol. 34, no. 7, pp. 838–848, 2008.

[18] H. Li, B. Manjunath, and S. K. Mitra, “A contour-based approach to
multisensor image registration,” IEEE Trans. image Process., vol. 4, no. 3,
pp. 320–334, Mar. 1995.

[19] H. Goncalves, L. Corte-Real, and J. A. Goncalves, “Automatic image
registration through image segmentation and sift,” IEEE Trans. Geosci.
Remote Sens., vol. 49, no. 7, pp. 2589–2600, Jul. 2011.

[20] W. Ma et al., “Remote sensing image registration with modified sift and
enhanced feature matching,” IEEE Geosci. Remote Sens. Lett., vol. 14,
no. 1, pp. 3–7, Jan. 2017.

[21] Y. Yao, B. Zhang, Y. Wan, and Y. Zhang, “MOTIF: Multi-orientation tensor
index feature descriptor for SAR-optical image registration,” Int. Arch.
Photogrammetry, Remote Sens. Spatial Inf. Sci., vol. 43, pp. 99–105, 2022.

[22] Y. Yao, Y. Zhang, Y. Wan, X. Liu, and H. Guo, “Heterologous im-
ages matching considering anisotropic weighted moment and absolute
phase orientation,” Geomatics Inf. Sci. Wunan Univ., vol. 46, no. 11,
pp. 1727–1736, 2021.

[23] Y. Ye, B. Zhu, T. Tang, C. Yang, Q. Xu, and G. Zhang, “A robust multimodal
remote sensing image registration method and system using steerable
filters with first- and second-order gradients,” ISPRS J. Photogrammetry
Remote Sens., vol. 188, pp. 331–350, 2022.

[24] B. Zitova and J. Flusser, “Image registration methods: A survey,” Image
Vis. Comput., vol. 21, no. 11, pp. 977–1000, 2003.

[25] M. L. Uss, B. Vozel, V. V. Lukin, and K. Chehdi, “Multimodal remote
sensing image registration with accuracy estimation at local and global
scales,” IEEE Trans. Geosci. Remote Sens., vol. 54, no. 11, pp. 6587–6605,
Nov. 2016.

[26] J. Ma, J. C.-W. Chan, and F. Canters, “Fully automatic subpixel image reg-
istration of multiangle CHRIS/Proba data,” IEEE Trans. Geosci. Remote
Sens., vol. 48, no. 7, pp. 2829–2839, Jul. 2010.

[27] Y. Hel-Or, H. Hel-Or, and E. David, “Matching by tone mapping: Pho-
tometric invariant template matching,” IEEE Trans. Pattern Anal. Mach.
Intell., vol. 36, no. 2, pp. 317–330, Feb. 2014.

[28] Y. Ye, J. Shan, L. Bruzzone, and L. Shen, “Robust registration of multi-
modal remote sensing images based on structural similarity,” IEEE Trans.
Geosci. Remote Sens., vol. 55, no. 5, pp. 2941–2958, May 2017.

[29] N. Dalal and B. Triggs, “Histograms of oriented gradients for human de-
tection,” in Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit.,
2005, vol. 1, pp. 886–893.

[30] Y. Ye, L. Bruzzone, J. Shan, F. Bovolo, and Q. Zhu, “Fast and robust
matching for multimodal remote sensing image registration,” IEEE Trans.
Geosci. Remote Sens., vol. 57, no. 11, pp. 9059–9070, Nov. 2019.

[31] C. Harris and M. Stephens, “A combined corner and edge detector,” in
Proc. Alvey Vis. Conf., 1988, pp. 147–152.

[32] J. Shi and Tomasi, “Good features to track,” in Proc. Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., 1994, pp. 593–600.

[33] O. Bailo, F. Rameau, K. Joo, J. Park, O. Bogdan, and I. S. Kweon, “Efficient
adaptive non-maximal suppression algorithms for homogeneous spatial
keypoint distribution,” Pattern Recognit. Lett., vol. 106, pp. 53–60, 2018.

[34] Y. W. F. M. Wei Jianlong and T. Zheng, “Image multiscale registration
in wavelet domain using SURF,” Comput. Eng. Appl., vol. 50, no. 2,
pp. 200–204, 2014.

[35] S. Fischer, F. Šroubek, L. Perrinet, R. Redondo, and G. Cristóbal, “Self-
invertible 2D log-Gabor wavelets,” Int. J. Comput. Vis., vol. 75, no. 2,
pp. 231–246, 2007.

[36] D. G. Lowe, “Distinctive image features from scale-invariant keypoints,”
Int. J. Comput. Vis., vol. 60, pp. 91–110, 2004.

[37] Y. Ke and R. Sukthankar, “PCA-SIFT: A more distinctive representation
for local image descriptors,” in Proc. IEEE Comput. Soc. Conf. Comput.
Vis. Pattern Recognit., 2004.

[38] D. Barath, J. Noskova, M. Ivashechkin, and J. Matas, “MAGSAC++, A
fast, reliable and accurate robust estimator,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2020, pp. 1304–1312.

[39] T. Lindeberg, “Scale-space theory: A basic tool for analyzing structures at
different scales,” J. Appl. Statist., vol. 21, nos. 1/2, pp. 225–270, 1994.

[40] P.-E. Sarlin, D. DeTone, T. Malisiewicz, and A. Rabinovich, “Super-
glue: Learning feature matching with graph neural networks,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2020, pp. 4938–4947.

[41] C. Gao, W. Li, R. Tao, and Q. Du, “MS-HLMO: Multiscale histogram of
local main orientation for remote sensing image registration,” IEEE Trans.
Geosci. Remote Sens., vol. 60, 2022, Art. no. 5626714.

Tian Gao is working toward the master’s degree
in photogrammetry and remote sensing with the
PLA Strategic Support Force Information Engineer-
ing University, Zhengzhou, China.

His research interests include remote sensing im-
age processing and unmanned aerial vehicle naviga-
tion.

https://dx.doi.org/10.1080/08120090500134530


GAO et al.: MULTISCALE TEMPLATE MATCHING FOR MULTIMODAL REMOTE SENSING IMAGE 10147

Chaozhen Lan received the B.S. and M.S. degrees
in photogrammetry and remote sensing and the Ph.D.
degree in surveying and mapping from the Zhengzhou
Institute of Surveying and Mapping, Zhengzhou,
China, in 2002, 2005, and 2009, respectively. He
is currently an Associate Professor and a Master’s
Supervisor with the Informati on Engineering Uni-
versity, Zhengzhou, China.

His research interests include photogrammetry and
unmanned aerial vehicle remote sensing.

Wenjun Huang is working toward the master’s de-
gree in photogrammetry and remote sensing with the
PLA Strategic Support Force Information Engineer-
ing University, Zhengzhou, China.

Her research interests include remote sensing im-
age processing and geographic information systems.

Longhao Wang is working toward the Ph.D. de-
gree in photogrammetry and remote sensing with the
PLA Strategic Support Force Information Engineer-
ing University, Zhengzhou, China.

His research interests include remote sensing im-
age digital intelligent processing.

Zijun Wei is working toward the master’s degree
in photogrammetry and remote sensing with the
PLA Strategic Support Force Information Engineer-
ing University, Zhengzhou, China.

Her research interests include remote sensing im-
age matching and registration.

Fushan Yao is working toward the Ph.D. degree
in photogrammetry and remote sensing with the
PLA Strategic Support Force Information Engineer-
ing University, Zhengzhou, China.

His research interests include digital image pro-
cessing and autonomous navigation of unmanned
aerial vehicles.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


