
9916 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

A Novel Fast and Robust Multimodal Images
Matching Method Based on Primary

Structure-Weighted Orientation Consistency
Shuo Li , Xiaolei Lv , Hao Wang , and Jian Li

Abstract—The matching of multimodal remote sensing images,
especially high-resolution images, is a challenging task due to the
nonlinear radiation distortions (NRD), the noise distribution, and
the differences in structural texture differences between them. In
this article, we proposed a novel fast, robust, and extensible match-
ing method based on the primary structure-weighted orientation
consistency (PSOC), which aims to extract relatively consistent
primary structures and suppress texture details effectively. To
construct the PSOC, we first presented a fast multiscale sigmoid
Gabor filter that employs angle interpolation instead of using angle
space construction. Then, we enhanced feature representation by
using the local primary structure strategy and constructed the
PSOC descriptor using an orientation lookup table. Finally, we used
the nonmaximum suppressed 3-D normalized cross-correlation fast
template matching method for the feature descriptor matching,
which improved the matching success rate and reduced the match-
ing complexity under large search radius. In experiments con-
ducted with eight pairs of high-resolution multimodal images, the
PSOC descriptor outperformed other state-of-the-art descriptors
with an average improvement of 36.6% in correct match rate and
an improvement of 22.7% in root mean square error (eliminating
the results that these algorithms failed to match). In addition,
PSOC achieves efficient matching under large search radius, and
the average time complexity is about 1/3 of the other descriptors,
which is important for the matching with large offsets in practical
applications.

Index Terms—Image matching, multimodal remote sensing
images, pixel-wise dense descriptor, primary structure (PS).

I. INTRODUCTION

MULTIMODAL remote sensing images obtained by dif-
ferent sensors can provide a variety of information and

are widely used in image fusion [1], GCP extraction [2], change
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detection [3], feature information extraction [4], etc. As a pre-
requisite for fusion applications, the study of image matching
is particularly significant. However, the differences in imaging
mechanisms, nonlinear radiation distortions (NRD), noise dis-
tributions, and texture feature distributions among multimodal
remote sensing images greatly increase the difficulty of match-
ing.

The previous image matching methods can be divided into
three categories: area-based matching methods, feature-based
matching methods, and area-feature-based methods that com-
bine the former. The area-based methods work by pixel val-
ues and similarity measures, such as normalized correlation
methods (NCC) [5], mutual information methods [6], and fre-
quency domain-based methods [7]. This kind of method is
difficult to handle the NRD present in multimodal images. The
feature-based methods attempt to mine the common features
between the two images, such as the point feature [8] and
line feature [9]. Scale-invariant feature transform (SIFT) and
subsequent improved versions are widely used in the field of
remote sensing image matching. Dellinger et al. [10] proposed
the SAR-SIFT by redefining the gradient extraction part of SIFT
with the ratio of exponentially weighted averages (ROEWA). To
overcome the NRD and the noise differences between hetero-
geneous images, researchers used targeted feature descriptions
to deeply optimize edge extraction in SIFT. Xiang et al. [11]
proposed the OS-SIFT, which uses multiscale ROEWA for SAR
and multiscale Sobel for optical in the step of gradient extrac-
tion. Zhu et al. [12] extracted highly repetitive interest points
using multichannel autocorrelation of the log-Gabor detector
and constructed DAISY-like feature descriptors R2 FD2 using
rotation invariant maximum index map of the log-Gabor. Yao
et al. in [13], [14], and [15] designed the histogram of absolute
phase consistency gradients (HAPCG), multi-orientation tensor
index feature (MoTIF), and co-occurrence filter space matching
(CoFSM) based on different feature descriptions to overcome the
problem of over-dependence on gradients in SIFT. However, in
practical applications, SIFT-like algorithms are limited by high
computational complexity and uneven distribution of matching
points.

In recent years, the area-feature-based methods that combine
the two methods have gradually become mainstream. They
use multiple feature descriptions and template matching to
mine deeper feature information to better adapt to the NRD
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and improve performance. Ye et al. [16] and [17] succes-
sively proposed the histogram of orientation phase consistency
(HOPC) and channel features of oriented gradients (CFOG).
Zhou et al. [18] established a three-layer convolutional neural
network to refine CFOG features and proposed the multiscale
convolutional gradient features. Ye et al. [19] combined the
first-order and second-order log-Gabor filters with multiscale
strategies to construct SFOC features and used Fast-NCCSFOC

to improve matching efficiency. Zhongli et al. [20] constructed
a fast matching method named angular weighted oriented gra-
dients (AWOG) and achieved improved matching performance.
These descriptors counteract the NRD by extracting structural
features. However, when the resolution increases, differences
in fine structures and texture details between images become
more apparent. Instead, the two images share primary structure
(PS) information, such as large contours and edges. For this,
we proposed the histogram of oriented primary edge structure
(HOPES) [21] to match one-look SAR and optical images by
a multiscale sigmoid Gabor (MSG) detector. Ye et al. [22]
used relative total variation to remove texture details from the
image and then extracted the main structure information by
the multiscale CFOG. Descriptors based on the PS are proven
advantageous.

Even though HOPES has high robustness, noise suppression
ability, and matching accuracy, we have found that its time
complexity is too high, and the matching performance for high-
resolution urban images degrades. Therefore, this article focuses
on efficiency and applicability to high-resolution multimodal
images. We proposed the PS detector based on fast multiscale
sigmoid Gabor filter (Fast-MSG) using angular interpolation
instead of angular space construction of the original Gabor filter.
Inspired by AWOG, we constructed a concise and efficient PS
feature descriptor named primary structure-weighted orientation
consistency (PSOC), aiming to match the multimodal high-
resolution remote sensing images efficiently while maintaining
robustness to noise and the NRD. By replacing the sum of
squared differences (SSD) template matching commonly used
for traditional descriptors with 3-DNCC fast template matching,
we greatly improve the efficiency and matching performance in
larger search radii. Moreover, PSOC can be extended to arbitrary
gradient operators. PSOC is more like a general framework, and
we have optimized its construction process to only require the
edge strength maps (ESM) and Edge Direction Maps (EDM)
at different scales. Therefore, Fast-MSG can be replaced with
different gradient extraction operators to meet the needs of
different tasks, such as Sobel [23], ROA [24], ROEWA [25],
etc. The experimental results show that this method outperforms
the state-of-the-art methods in terms of efficiency, correct match
rate (CMR), and accuracy of multimodal image matching.

The rest of this article is organized as follows. Section II
describes the proposed method. Section III provides the results
and analysis of comparison and ablation experiments. Finally,
Section IV concludes this article.

II. METHODOLOGY

In this section, a novel fast and robust matching method
PSOC is proposed for multimodal remote sensing images. The

Fig. 1. PSOC matching process.

complete PSOC matching process is shown in Fig. 1. Like
the regular matching process, the PSOC matching process is
divided into three parts: the extraction of keypoints (points to
be matched), the construction of features, and the matching of
features.

The extraction of keypoints in PSOC matching relies on
the implementation of the SAR-Harris corner point extraction
algorithm with nonmaximum suppression (NMS). NMS is intro-
duced to prevent keypoint redundancy and to select only the most
responsive points for matching. In the following subsections,
we will present the feature construction step which involves the
implementation of the fast PS extraction operator, Fast-MSG,
along with the PSOC 3D density descriptor. In addition, we
will describe the feature matching step, namely, the nonmaxi-
mum suppression-based 3-D fast normalized cross-correlation
(NMS-3DNCC) fast template matching method.

A. PS Detector Based on Fast-MSG

Mehrotra et al. [26] demonstrated that the odd-symmetric
part of the Gabor filter is an efficient and robust edge detection
operator, and gave the definition of the multiscale Gabor filter
as follows:

Go(x, y) = exp

[
−x2 + y2

2σ2

]
sin[ω(x cos θ + y sin θ)] (1)

where ω is the frequency of the sine function and σ is the scale
of the Gaussian function. As a bilateral filter, its two adjacent
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windows are:

Goσθ1 (x, y) = Go(x, y), x sin θ − y cos θ ≥ 0
Goσθ2 (x, y) = −Go(x, y), x sin θ − y cos θ < 0

. (2)

This leads to the ESM and EDM at the n-th scale space:

ESMn = 1−min
θ

Rσnθ

EDMn = argmin
θ

Rσnθ + π/2 (3)

where Rσθ = min(μ1/μ2, μ2/μ1). μ1, μ1 are the convolutions
of I(x, y) and two windows Goσθ1 , Goσθ2 respectively.

To obtain the multiscale Gabor filter, we need to construct
n scale-spaces by σ and angle-spaces by θ. And the algorithm
complexity is O(n2 ·M2 ·K2), where M is the size of I(x, y)
and K is the size of the convolution kernel Go(x, y). We use
angular interpolation instead of angular space construction to
obtain the ESM and EDM quickly, and the horizontal and vertical
Gabor filters are obtained from (1) as follows:

Gox(x, y) = exp

[
−x2 + y2

2σ2

]
sin(ωx)

Goy(x, y) = exp

[
−x2 + y2

2σ2

]
sin(ωy). (4)

The adjacent windowsGoσx1 (x, y),Goσx2 (x, y) andGoσy1 (x, y),
Goσy2 (x, y) in the x-direction and y-direction can be obtained
from (2). The horizontal component Gσ

x and the vertical com-
ponent Gσ

y of the gradient at scale σ are:

Gσ
x = log

(
I(x, y)⊗Goσy1 (x, y)

I(x, y)⊗Goσy2 (x, y)

)

Gσ
y = log

(
I(x, y)⊗Goσx1 (x, y)

I(x, y)⊗Goσx2 (x, y)

)
. (5)

This leads to the ESM and EDM at the n-th scale space.

ESMn =

√
(Gσn

x )2 + (Gσn
y )2

EDMn = a tan(Gσ
x/G

σ
y ) (6)

Thus, we can obtain the Scale Edge Strength Maps (SESM) and
the Scale edge direction maps (SEDM). This can be considered
as a fast algorithm for (3). By angular interpolation, we reduce
the time complexity to O(n ·M2 ·K2).

As shown in Fig. 2, at a small scale, Fast-MSG performs better
at localizing edges, but it is more sensitive to noise. At a wide
scale, it has less edge localization capability but can suppress
noise more effectively. It is generally believed that the position
of low response value is noise or texture details, therefore, to
extract the PS, it is necessary to reduce the value of the lower
response, so we introduce a sigmoid function to extract the PS

PSn(x, y) =
1

1 + eγ(c−sn(x,y))

PS = min{PS1,PS2, . . .,PSn} (7)

where c is the corresponding cutoff value of the filter, γ is the
gain factor controlling the cutoff sharpness, and the larger the

Fig. 2. ESM and EDM of different scale. (a) Simulated SAR image. (b) n=1.
(c) n=3. (d) n=5.

Fig. 3. Comparison of global PS strategy and local PS strategy. (a) SAR image.
(b) Global PS. (c) LPS.

value of γ, the stronger the suppression ability for weak edges
and noise. sn(x, y) is a normalized term

sn(x, y) =
1

N

(
ESMn(x, y)

ε+ ESMmax(x, y)

)
. (8)

However, while image texture details and noise are sup-
pressed, there is also a suppression of the PS where contrast is not
apparent, which is particularly noticeable with high-resolution
SAR images. Fig. 3(a) illustrates an image containing an air-
port and buildings. Due to the obvious radiation difference,
the contrast of the runway is low, resulting in the PS map
being suppressed by the bright edges of the houses, as depicted
in Fig. 3(b). To mitigate this phenomenon, the local primary
structure (LPS) strategy is employed by calculating the PS of
local blocks to compose the final PS map, as demonstrated in
Fig. 3(c).

B. PSOC Density Descriptor

The construction flow of the PSOC descriptor is shown in
Fig. 4. In the previous section, we obtained PS and SEDM by
constructing Fast-MSG. The orientation map of PS is derived
from the smallest scale in SEDM and is quantized into N
directions by unifying it to the range of 0–π. The red box in
Fig. 4 shows how the directions are divided. Due to the potential
for gradient direction reversal between different modal images,
the EDM’s first and last orientation intervals must be unified
into a single orientation interval and then transformed into the



LI et al.: NOVEL FAST AND ROBUST MULTIMODAL IMAGES MATCHING METHOD BASED ON PSOC 9919

Fig. 4. Construction process of the PSOC density descriptor.

orientation lookup table (OLUT)

EDM = EDM + π,EDM < 0

EDM = EDM +
N − 2

N − 1
π,EDM <

π

N − 1

OLUT(x, y) = floor

(
(N − 1) · EDM(x, y)

π

)
. (9)

By combining the PS map and OLUT, we establish a 3× 3
neighborhood window at each point P (x, y) in the PS map
and determine and record the orientations of the pixels within
the window. The corresponding intensities in the PS are then
incorporated into the orientation histogram to derive the PSOC
feature vector of point P . By repeating this process for each
pixel, the full PSOC density descriptor can be obtained. As-
suming the template radius is r, then the template area size is
(2r + 1)× (2r + 1). Due to the use of 3× 3 neighborhood, the
final dimension of PSOC features is (2r + 1)× (2r + 1)×N .

As shown in Fig. 4, the construction of PSOC requires only
the computation of SESM and SEDM to obtain PS and OLUT.
As the research progresses, gradient operators with better per-
formance will definitely appear in the future. At the same time,
we hope that PSOC can be applied to image matching of more
models. Therefore, PSOC can be extended to any multiscale
edge extraction operator, meaning that it can be extended to
handle larger and more complex image datasets.

C. Nonmaximum Suppression-Based 3-D Fast Normalized
Cross-Correlation (NMS-3DNCC)

3-D dense descriptors, such as CFOG, AWOG, and HOPES,
often use the SSD as the criterion for feature matching. However,
SSD usually faces the issues as follows.

1) The SSD-based matching may fail if the image energy∑
f2(x, y) varies with position. For example, if there is

a bright spot in the region to be matched, it can interfere
with the matching result.

Fig. 5. Calculation of integral image. (a) Image. (b) Integral image.

2) The result of SSD matching varies with the image magni-
tude and is not light invariant.

As a common matching method in the field of image match-
ing, NCC is usually used for 2-D image block matching.
Lewis [27] proposed a fast NCC algorithm for matching the
target image and the template image

r(u, v) =∑
x

∑
y [f(x, y)− f̄u,v][t(x− u, y − v)− t̄]{∑

x

∑
y [f(x, y)−f̄u,v]

2∑
x

∑
y [t(x− u, y − v)− t̄]2

}0.5

(10)
where t̄ represents the mean value of the template image, and
f̄u,v represents the mean value of f(x, y) in the region under the
template. First, consider the numerator in the (10). Assuming
that there is an image t′(x, y) = t(x, y)− t̄, then

γnum(u, v) =
∑
x

∑
y

f(x, y)t′(x− u, y − v)

− f̄u,v
∑
x

∑
y

t′(x− u, y − v). (11)

Since t′(x, y) has zero mean, so zero sum the term f̄u,v
∑

t′(x−
u, y − v) is also zero. Thus, the numerator is

γnum(u, v) =
∑
x

∑
y

f(x, y)t′(x− u, y − v). (12)

The equation can be regarded as a convolution between f and
t′(−x,−y), so we can use the Fourier transform to convert it to a
frequency domain multiplication form to speed up the operation

F−1 {F(f)F∗ (t′)} (13)

where F is the Fourier transform. The complex conjugate ac-
complishes reversal of the feature via the Fourier transform
property Ff ∗(−x) = F ∗(ω).

The calculation of the denominator in (10) is accelerated by
integral images, as shown in Fig. 5. A 2-D integral image is
defined as follows:

II(x, y) =
∑
x

∑
y

I(i, j) (14)
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Then, we have
x∑

i=u

y∑
j=v

I(i, j) = II(x, y) + II(u, v)

− II(x, v)− II(u, v)

x∑
i=u

y∑
j=v

I2(i, j) = II2(x, y) + II2(u, v)

− II2(x, v)− II2(u, v). (15)

Examining the denominator∑
x

∑
y

(
f(x, y)− f̄u,v

)2
=
∑
x

∑
y

f2(x, y)

− 2f̄u,v
∑
x

∑
y

f(x, y); +
∑
x

∑
y

f̄2
u,v (16)

where

∑
x

∑
y

f̄2
u,v = NxNy

(
1

NxNy

∑
x

∑
y

f(x, y)

)2

. (17)

Therefore, (16) can be expressed as∑
x

∑
y

(
f(x, y)− f̄u,v

)2
=
∑
x

∑
y

f2(x, y)

− 1

NxNy

(∑
x

∑
y

f(x, y)

)2

. (18)

The integral images of (15) can be used to accelerate the cal-
culation and achieve constant time calculation independent of
window radius.

Based on this, we can extend the 2-D image to 3-D features,
to enable the matching of the PSOC 3-D dense descriptors. The
3-D promotion form of NCC is given by (19) shown at the bottom
of the this page. The numerator part of the formula calculates
the correlation between the two 3-D images at the center of
the window (u, v, w). The larger this value is, the higher the
similarity of the two 3-D images in this window. Similar to Fast-
NCC, we can use 3-D Fourier transform F−1{F(A)F∗(T )} to
reduce the computational complexity. The denominator part of
the formula is a normalization factor that is used to eliminate
the effect of the brightness and contrast of the image. The calcu-
lation of the denominator can be accelerated using 3-D integral
images

II(x, y, z) =
∑
x

∑
y

∑
z

I(i, j, k). (20)

Here, we have selected three images with high matching dif-
ficulty to test the similarity measure maps (SMM) of different

descriptors. The first two subfigures of Fig. 6(a)–(c) shows the
difference between 3DNCC and SSD matching methods. To
make the peak comparison of different matching strategies more
intuitive, we normalized the result of both matching methods. In
addition, since the best match point for SSD is at the minimum
peak, we subtract the normalized value from 1 to make the max-
imum peak the best match point. In Fig. 6(a), the bright points
in the matching region cause the SSD matching to fail, while
the SSD matching algorithms in Fig. 6(b) and (c) also exhibit
stronger multipeakedness, which in turn reduces the confidence
of the matching results. AWOG does not have noise rejection
ability because it uses dx = [−1, 0, 1] and dy = [−1, 0, 1]T as
the edge descriptor, so it cannot accurately describe features in
images with strong noise distribution, thus causing matching
failure. Due to the use of the primary edge structure, HOPES is
also able to match three sets of images, but the peak’s sharpness
is weaker than that of the PSOC descriptor, and multipeakedness
is observed in Fig. 6(b). However, the peak performance of
matching for CFOG and HOPC descriptors is poor, resulting
in a low matching success rate.

To reduce the effect of multipeakedness and improve the
matching confidence, the NMS strategy is used to select the
final matched points. Here, we call it NMS-3DNCC. As shown
in Fig. 7, we first select the N points (xi, yi)with maximum peak
values as the seed points, and use the point as the top-left point
(xtl

i , y
tl
i ) to make a square box. Calculate the area of the overlap

between the square S1 formed by the maximum point (xtl
1 , y

tl
1 )

and the square Si formed by another seed point (xtl
i , y

tl
i ). As

shown in Fig. 7(b), if the area ratio between the overlapping
region and the square is larger than discriminant threshold Nt,
the seed point is considered to belong to the maximum point
cluster and needs to be rejected. As shown in Fig. 7(c), if the
area ratio is smaller than Nt, the seed point is considered as a
subpeak point. The final matched point will be determined as
the primary peak point in cases where subpeak points exist and
the ratio of primary to secondary peak exceeds the threshold t,
or when only the primary peak is present.

III. EXPERIMENTS AND RESULTS

In this section, we evaluated the proposed matching
method by comparing it to three state-of-the-art methods:
HOPES [21], AWOG [20], CFOG [17], HOPC [16], Mo-
TIF [14], COFSM [15], and HAPCG [13]. At the same time,
we added the PSOC with SSD to compare the effect of dif-
ferent matching methods on PSOC. We conducted experiments
using eight pairs of multimodal images and perform ablation
experiments to verify the importance of multiscale and the
LPS strategy. We will provide details on the dataset, parameter
settings, evaluation metrics, and results of the experiments in
the following sections.

r(u, v, w) =

∑
x,y,z [f(x, y, z)− f̄u,v,w][t(x− u, y − v, z − w)− t̄]{∑

x,y,z [f(x, y, z)− f̄u,v,w]
2∑

x,y,z [t(x− u, y − v, z − w)− t̄]2
}0.5 . (19)
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Fig. 6. SMM of PSOC (3DNCC), PSOC (SSD), AWOG, HOPES, CFOG, and HOPC.

Fig. 7. Nonmaximum suppressed SSD fast template matching: (a) If there are
repetitive structural features in the region, the SMM may have multiple peaks.
(b) If the area ratio is larger than Nt, the seed point is rejected. (c) If the area
ratio is smaller than Nt, the seed point is considered as a subpeak point.

A. Datasets and Parameter Settings

We selected eight pairs of images, as given in Table I, which
include SAR, optical, Lidar intensity map, vector map, and NIR.
These images cover common regions, such as cities, suburbs,
and airports. All datasets have a resolution of 1 m, except for

Pair H, which is limited by the resolution of the NIR images.
We orthorectified the target images by rational polynomial co-
efficients model and digital elevation maps, and the reference
images were reprojected using the same projection parameters
as target images to achieve a coarse match. The coarse-matched
images were then cropped to obtain the test data. At the same
time, we added random rotations and nonproportional stretching
to Pairs (A)–(F) to simulate the deformation distortion that may
occur in the actual matching.

The experimental parameters are set as follows: the scale of
Fast-MSG is set to 3, σ1 = 2, σi/σi−1 = 1.6, the filter radius
is 11, and c = 0.5, γ = 6 in (7). The number of orientations
in OLUT is 8. Same as this, the other three algorithms are
set to 8 orientations, and the other parameter settings follow
the recommended settings in the original paper. The template
window radius is 55, and the search window radius is 15. Feature
points are extracted by Harris, and the outliers are eliminated
by the FSC algorithm [28]. We run our experiments on an
i9-13900 K @5.4 GHz processor using MATLAB 2021B.
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TABLE I
INFORMATION OF THE TEST IMAGES

B. Evaluation Criteria and Results

To assess the performance of the proposed matching al-
gorithm, both subjective and objective evaluation metrics are
utilized. Subjective evaluation metrics include the examination
of enlarged subimages of checkerboard mosaic images. Mean-
while, objective evaluation metrics are as follows.

1) Number of Correct Matches (NCM): The NCM after the
outlier removal step.

2) Correct matching rate (CMR):

CMR =
NCM
Ntotal

(21)

where Ntotal is the number of keypoints, that is, the total
number of points to be matched.

3) Root mean squared error (RMSE):

RMSE =

√
1

N

∑N

i=1
((x′

i − xgt
i )

2
+ (y′i − ygti )

2
).

(22)
We selected 10–20 pairs of corresponding points manually
as the ground truth, including the keypoints (xi, yi) of the
template image and the matched points (xgt

i , ygti ) of the
search image. (x′

i, y
′
i) = H× (xi, yi), H is the affine

transformation matrix.
4) Time: Algorithm execution time.
5) Time per point (TPP):

TPP =
Time
Ntotal

. (23)

It indicates the time taken to complete each match. It
is important to note that SIFT-like algorithms, including
MoTIF, CoFSM, and HAPCG, demonstrate a distinctive
approach from other algorithms. These algorithms extract
an extensive array of feature points and construct fea-
tures by minimizing the feature distance violent search,
resulting in matching outcomes. Consequently, we do not
include their TPP values in our analysis.

The statistics are given in Table II and Fig. 9. It can be
seen that in most test data, PSOC achieves the best RMSE and
CMR while having higher computational efficiency. Meanwhile,

Fig. 8. Image pairs used in the experiments.

Fig. 9. CMR, RMSE, and TPP of different algorithms.

PSOC with 3DNCC has better CMR and RMSE than PSOC
with SSD. When the search radius is small, SSD has lower
computational complexity and a faster matching time, and in the
image pairs with larger initial offsets, such as Pairs A–F. With
the larger search radius, 3DNCC shows better computational
complexity due to its fast algorithm achieving the computation
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TABLE II
NUMBERS OF KEYPOINTS, NCM, CMR, RMSE, TOTAL TIME, AND TPP OF DIFFERENT DESCRIPTORS

time independent of the window radius. Nevertheless, MoTIF,
CoFSM, and HAPCG exhibit erratic matching performance, are
unable to complete matching in the majority of the data and
consume a substantial amount of computing resources. In Pair
F, we had to downsample the image by a factor of 1

2 to enable the
CoFSM and HAPCG algorithms to run successfully. We faced
a similar challenge with the CoFSM algorithm in Pair H.

Due to space limitations, here we present only the visual
matching results of two datasets. The matching results of Pair A
are shown in Fig. 10. In addition, Fig. 11 presents the checkboard
mosaic images and enlarged subimages of the registered images
of Pair A. It can be seen that PSOC with 3DNCC has a higher
matching success rate and a more uniform point distribution.
Fig. 11(a) demonstrates that PSOC with 3DNCC produces con-
sistent edge articulation at 1© and 2©. Conversely, PSOC with

SSD and HOPES exhibit a small offset at 2©, whereas CFOG
produces an offset at both 1© and 2©. The HOPC and AWOG
algorithms fail to register due to a low number of matched points.
The AWOG’s gradient extraction operator has low resistance to
noise, making it challenging to cope with the higher noise levels
present in this data, which we believe is the primary reason for its
failure to match. CFOG and HOPC algorithms also face similar
issues. Pair A’s size means that extracting a large number of
feature points and performing a violent search put a significant
strain on the resources of algorithms, such as MoTIF, CoFSM,
and HAPCG, which prevent them from completing successfully.
As a result, we cannot provide their results.

The matching results of Pair H are shown in Fig. 12. In
addition, Fig. 13 presents the checkboard mosaic images and
enlarged subimages of the registered images of Pair H. Fig. 12(g)
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Fig. 10. Matching results of Pair A. (a) PSOC with 3DNCC. (b) PSOC with
SSD. (c) HOPES. (d) CFOG. (e) HOPC. (f) AWOG.

Fig. 11. Checkboard mosaic images and enlarged subimages of Pair A.
(a) PSOC with 3DNCC. (b) PSOC with SSD. (c) HOPES. (d) CFOG. (e) HOPC.
(f) AWOG.

and (i) reveals that the MoTIF and HAPCG matching algorithms
produce erroneous results, while the distribution of CoFSM
matching points is too concentrated, resulting in significant devi-
ations in the final matching results. Hence, we do not provide the
checkboard mosaic images of the three algorithms. Conversely,
PSOC and HOPES exhibit the same edge articulation in their
checkboard mosaic images, CFOG and AWOG produce an offset
at 1©, and HOPC produces an offset at 2©.

We tested the performance under different template radii with
Pair C, as shown in Fig. 14(a)–(c). In this experiment, to enhance
the matching results with a smaller search radius, we conducted
a comparison using coarse-matched data, without adding dis-
tortions, such as rotation and stretching. The performance of all

Fig. 12. Matching results of Pair H. (a) PSOC with 3DNCC. (b) PSOC with
SSD. (c) HOPES. (d) CFOG. (e) HOPC. (f) AWOG. (g) MoTIF. (h) CoFSM.
(i) HAPCG.

Fig. 13. Checkboard mosaic images and enlarged subimages of Pair H.
(a) PSOC with 3DNCC. (b) PSOC with SSD. (c) HOPES. (d) CFOG. (e) HOPC.
(f) AWOG.

descriptors improves with increasing template size, but PSOC
consistently outperforms others by a substantial margin and
achieves high CMR even with small template sizes. PSOC with
3DNCC has higher CMR and slightly better RMSE than PSOC
with SSD, but its computational complexity is higher. PSOC
with 3DNCC achieves about 66.7% CMR at a template window
radius of 45, and the equivalent template radius of HOPES is 65;
however, the equivalent template radius of CFOG and HOPC
is about 105 to 110. Compared with PSOC, CFOG takes 3.26
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Fig. 14. (a)–(c) CMR, RMSE, and TPP of the varying template windows.
(d)–(f) Search windows.

times longer, HOPC takes 3.77 times longer, and HOPES takes
4.73 times longer. The matching time of PSOC with 3DNCC
at a template window radius of 70 is equivalent to HOPES at a
template window radius of 35. These all demonstrate the great
efficiency benefits of PSOC.

PSOC with 3DNCC does not have a time advantage at a large
template radius, its advantage is reflected in the large search
radius. Fig. 14(d)–(f) illustrate the impact of different search
radii. As the search radius increases, HOPC, CFOG, and AWOG
exhibit significant reductions in their CMR values and gradual
increases in RMSE values, with CFOG even experiencing failure
at a search radius of 75. PSOC’s CMR performance has been
consistently high, with even better results achieved with 3DNCC
as compared with SSD, while maintaining an almost consis-
tent RMSE (or even better). More critically, the application
of 3DNCC allows PSOC to maintain a very high matching
efficiency under a large search radius, which is especially impor-
tant in the application. This highlights the robustness, stability,
and efficiency of the PSOC descriptor in comparison to other
descriptors when dealing with large image offsets.

The ablation experiments on scale operation and LPS show
the importance of these two works, as Fig. 15. The CMR is only

Fig. 15. Effect of scale on (a) CMR and (b) RMSE, and the effect of LPS on
(c) CMR and (d) RMSE, where Number = 1 means without multiscale or LPS.

Fig. 16. Effect of angular interpolation on matching performance, where
PSOC (Fast-MSG) uses angular interpolation and PSOC (MSG) does not use
angular interpolation. (a) RMSE. (b) TPP.

30% at scale 1 (without multiscale), and the highest matching
performance is achieved at scale 3. As the scale continues to
increase, the decline of feature location capability leads to a
decline in matching accuracy. While in Figs. 15(c) and (d), the
addition of the LPS strategy increases the CMR and decreases
the RMSE.

To ascertain the impact of angle interpolation used in con-
structing the Fast-MSG operator on the matching accuracy, we
constructed the PSOC descriptor with the MSG detector by (3).
It obtains ESM and EDM by constructing scale and angle space.
Next, we conducted matching tests on the data and recorded the
results, as depicted in Fig. 16. Based on the experimental re-
sults, the PSOC with MSG operators achieve superior matching
accuracy in four out of eight datasets. In addition, the RMSE for
PSOC with MSG is only 4.05% ahead of PSOC with Fast-MSG
in average. However, its matching time lags behind PSOC with
Fast-MSG by 58.33% in average. Therefore, we consider the
accuracy loss to be acceptable compared with the computing
time gain from Fast-MSG.
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IV. CONCLUSION

In this article, to solve the problem of fast matching be-
tween high-resolution multimodal remote sensing images, we
proposed a novel multimodal matching descriptor, PSOC. The
efficient implementation of PSOC is achieved through the in-
tegration of several key components, including the utilization
of multiscale information, the fast extraction of multiscale PS
features using the PS detector based on Fast-MSG, the im-
provement of feature representation through the LPS strategy,
the accelerated calculation of weighted direction vectors by
OLUT, and the fast descriptor matching method 3DNCC. The
experiments show that PSOC has the best matching efficiency;
furthermore, it effectively improves the matching success rate
and accuracy. It can obtain better matching results even when the
matching template is small, and it can still maintain the stability
of the matching results using a large search window.

However, PSOC still faces significant challenges, such as
matching high resolution SAR images, within complex urban
environments involving tall buildings and undulating terrain.
This poses a great challenge to existing matching algorithms
and it is the next challenge to be solved.
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