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Abstract—In recent years, dust storms have occurred frequently,
significantly affecting people’s daily lives. Therefore, the detection,
monitoring, and early warning of dust storms have a great social
significance. Previous methods have mainly been based on atmo-
spheric motion to build physical models for weather forecasting.
Although there are many meteorological applications based on
deep learning, to the best of authors’ knowledge, there is no dust
storm database with a high spatiotemporal resolution, which is
essential for deep learning methods. Since meteorological satellites
can observe the Earth’s atmosphere from a spatial perspective
at a large scale, in this article, a dust storm database is con-
structed using multichannel and dust label data from the Fengyun-
4 A geosynchronous orbiting satellite, namely the large-scale dust
storm database based on satellite images and meteorological re-
analysis data (LSDSSIMR), with a temporal resolution of 15 min
and a spatial resolution of 4 km from March to May of each year
during 2020–2022. Meteorological reanalysis data are added to
LSDSSIMR for spatiotemporal prediction methods. Each data file
is stored in an HDF5 format, and the final LSDSSIMR contains
nearly 5400 HDF5 files. Moreover, some traditional dust detection
methods based on spectral analysis are executed as a benchmark.

Index Terms—Database, dust storm, Fengyun-4 A (FY-4A),
meteorological reanalysis.

I. INTRODUCTION

THE impact of the Earth’s weather systems on human soci-
ety is becoming increasingly prominent as severe weather

disasters have recently become more frequent. These disastrous
weather events significantly affect people’s daily lives and even
have a tremendous negative impact on the social economy [1],
[2]. As a type of catastrophic weather phenomenon, dust storms
are a symbol of desertification. They are characterized by a high
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abruptness, short duration, low frequency, great harmfulness,
difficulty in monitoring and forecasting, and relatively fixed
area. There are three necessary conditions for dust storms to
occur: strong winds, drought, and sand sources [3], [4]. In winter
and spring, intense convective weather causes strong winds to
lift large amounts of sand and dust from dry land (often desert
or bare land) when rainfall decreases, reducing the horizontal
visibility to less than 4 km. China is one of the countries that
is seriously affected by dust storms in the world as the Gobi
Desert is located in Mongolia and Inner Mongolia and the Tak-
lamakan Desert is located in northwestern China [5], [6]. There-
fore, studying dust storms in China is necessary and of great
significance.

It is difficult for ground-based meteorological stations to
monitor large-scale disaster weather, such as dust storms
and typhoons. However, with the progress of technology,
meteorological satellites, such as the Himawari-8/9 [7],
Fengyun-4 A (FY-4 A) [8], and moderate resolution imaging
spectroradiometer (MODIS) [9] provide more options for me-
teorological observations [10]. Meteorological satellites obtain
the reflectance and brightness temperature in the visible (VIS),
near-infrared (NIR), and thermal infrared (TIR) bands, analyze
the atmospheric composition and movement, and play an
important role in monitoring and predicting large-scale disaster
weather [11].

The application of deep learning in the field of remote sens-
ing is increasing [12], [13], [14], [15], [16], [17], [18], which
provides a new research direction for meteorological monitoring
and weather forecasting. Research on deep learning in the field of
dust aerosols is also emerging in an endless stream. Jin et al. [19],
used a hybrid algorithm for dust aerosol detection based on
radiative transfer simulation and machine learning to achieve
better results than physical-based algorithm in detecting tenuous
dust aerosols. They analyzed the sensitivity of the TIR channels
in the Advanced Himawari Imager (AHI) of the Himawari-8
meteorological satellite to dust aerosols, thus establishing an ar-
tificial neural network for dust aerosol detection. In the network,
the authors used eight AHI TIR channels, the surface pressure
and skin temperature from ERA5 dataset of the European Centre
for Medium-Range Weather Forecasts (ECMWF) and the land
cover type from MODIS as inputs. The precise profiles of clouds
and aerosols derived from the active instrument Cloud-Aerosol
Lidar (light detection and ranging) with Orthogonal Polarization
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TABLE I
SUMMARY OF DUST-RELATED OR AEROSOL DATA RESOURCESa

(CALIOP) are used as labels. Also, Cui et al. [20], used the au-
tocorrelation model modified by Gaussian kernel function inte-
grated with deep belief network to estimate the concentration of
PM2.5. The datasets included hourly average observed surface
PM2.5 concentration data from the Environmental Protection
Agency, fused aerosol optical depth (AOD) data, and meteoro-
logical variables from the ECMWF. The fused AOD data were
obtained from Modern-Era Retrospective analysis for Research
and Applications, Version 2 (MERRA-2) reanalysis AOD data,
AOD products from the geostationary satellite GOES-16, and
AOD data from the polar-orbiting satellite Terra MODIS. Deep
learning is a data-driven technology that requires a large amount
of data as support. Although the field of meteorological research
is generating a large amount of meteorological data, how to
analyze and reuse these massive amounts of data and how to
use these data in deep learning are of great importance. At
present, dust data from ground-based meteorological stations
operated by the National Oceanic and Atmospheric Administra-
tion’s (NOAA) National Centers for Environmental Information
(NCEI) are available. However, the distribution of these stations
is scattered and uneven. Only the weather conditions near the
station can be obtained, and large-scale dust storms cannot be
monitored. Gkikas et al. [21] obtained global aerosol optical
depth MODIS [9] data for 2007–2016 and constructed a dataset.
However, the temporal resolution of MODIS data are relatively
low, only once or twice a day, and these data cannot be used
for continuous monitoring of dust storms in China. The same
is true for the Aerosol Robotic Network (AERONET) [22],
Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Obser-
vation (CALIPSO) [23], and other databases whose temporal
and spatial resolutions are given in Table I. Although the spatial
resolution is high enough and dust data for the entire Earth can
be obtained, they lack pertinence, and the specific observation
temporal resolution for China, i.e., hourly or daily, is too low to
be used for meteorological observations. To be specific, as for
AERONET, the spatial resolution is subjected to the distribution
of stations and the temporal resolution is 1 h. In addition, the
spatial resolution of CALIPSO is up to 5 km, but its temporal
resolution is just 1 d. Therefore, for a particular region, these
databases are only able to access data once a day. However, dust
storms usually occur over a large area in one day or two. So
these databases can only get data once or twice or from just a
small area around meteorological station, which is not enough
for dust storm forecasting in China.

As far as we know, there is no remote sensing dust storm
database with high spatial and temporal resolutions for China.

To solve this problem, this article proposes a dust storm database
based on the FY-4 A satellite and meteorological reanalysis
data obtained from the ECMWF reanalysis (ERA-5) [26] data
and the MERRA-2 [27] product from the National Aeronautics
and Space Administration (NASA), namely the large-scale dust
storm database based on satellite images and meteorological
reanalysis data (LSDSSIMR). The FY-4 A is a new generation
geostationary orbit meteorological satellite launched by China
in 2016. The FY-4 A scans China every five min and the Earth’s
hemisphere on one side facing the satellite every hour, so the
temporal resolution is at the 5-min level. Due to the enormous
impact area of a dust storm, a spatial resolution of 4 km is chosen,
and each pixel represents the channel value of a 4 km × 4 km
area. In order to unify the time interval, LSDSSIMR selects data
every 15 min from March to May every year as this is the period
of the high occurrence of dust storms. Then, we process data
from 13 channels, as well as dust detection Level 2 products,
of the FY-4 A and cut the full disk (DISK) or Chinese region
(REGC) data to obtain a region with an image size of 640×1280.

Meteorological reanalysis data plays an important role in
weather system forecast. For example, Huang et al. [28] used
the reanalysis data to forecast typhoon and made a good im-
provement in the experimental results. Similar as typhoon, the
motion of dust storm is affected by air pressure, wind speed,
and wind direction, which are all included in the reanalysis
data. Therefore, the meteorological reanalysis data from the
ERA-5 [26] and MERRA-2 [27] products are added as hourly
data. The goal is to facilitate the subsequent use of this database
in the spatiotemporal forecasting domain.

In general, to solve the problems of these dust-related
databases mentioned above, LSDSSIMR has the following char-
acteristics.

1) Spatial resolution in China: The spatial resolution of
LSDSSIMR is 4 km, and the image size is 640 × 1280.
Images of this size cover large parts of China and Mongo-
lia, where dust storms are most frequent, and can be used
to monitor large-scale dust storms.

2) Temporal resolution in China: The temporal resolution of
LSDSSIMR is 15 min. The time frame for data acquisition
is March to May of each year during 2020–2022. The data
are obtained every 15 min during the day, which means
that for a single dust storm, there are dozens of time frames
of data to study.

3) Research on dust storm forecasting: LSDSSIMR is based
on the data of different bands of meteorological satellites,
and at the same time the satellite’s level 2 product dust
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label is added. In addition, the meteorological reanalysis
data are added for the forecasting of dust storm.

II. RELATED WORK

In this section, we review several existing dust-related
or aerosol data resources: AERONET [22], CALIPSO [23],
MODIS AOD [24], and MERRA-2 [25]. These databases ag-
gregate the dust conditions or AOD data from different regions
of the world. Table I summarizes and compares the current major
dust-related databases with the data source of our proposed
database, i.e., the FY-4 A geostationary meteorological satellite.

A. AERONET

Initiated by NASA and expanded through international col-
laboration, AERONET [22] is a ground-based remote sensing
aerosol detection network. It performs an evaluation analysis us-
ing almucantar retrievals, providing information about the AOD
and other microphysical (such as the volume size distribution)
and optical (such as the single scattering albedo) properties [29],
[30]. AERONET was originally developed to support spectral ra-
diometer measurements from remote sensing satellites. Measur-
ing the optical properties and precipitable water of atmospheric
aerosols from remote sites can overcome the weather influence
of ground-based measurements. Each AERONET station is
equipped with a CE318 multiband solar photometer, which has
eight spectral channels in the VIS and NIR bands, namely 340,
380, 440, 500, 675, 870, 1020, and 1640 nm. The CE318 can
track the sun, measure the direct solar radiation, and retrieve the
aerosol optical depth and other properties. The hourly measure-
ment data from Beijing Station on Mar. 16, 2021, are shown in
Fig. 1(a). After 4:00 (UTC), the AOD measured in each band
increased significantly, and a dust storm occurred in northern
China on this day, which proves that AERONET can measure the
change in the aerosols and reflect the occurrence of a dust storm
according to the characteristics of each band. However, as men-
tioned above, AERONET data are derived from ground-based
meteorological stations, which are discretely distributed, so the
measurement range depends on the distribution of the meteoro-
logical stations. As shown in Fig. 1(b), there were only a dozen
weather stations located in China as of 2021: AOE_Baotou,
Beijing, BEIJING_2002, Beijing-CAMS, Beijing_PKU, Bei-
jing_RADI, Chen-Kung_Univ, Douliu, Dongsha_Island, EPA-
NCU, Erlin, Hong_Kong_PolyU, Hong_Kong_Sheung, Kaoh-
siung, Lulin, TASA_Taiwan, Taipei_CWB, XiangHe, Xitun,
NAM_CO, QOMS_CAS, Cape_Fuguei_Station, and Tai_Ping.
This number of stations is not sufficient to monitor large-scale
dust storms, and these stations often do not produce data for
several days at a time. In general, AERONET can measure the
aerosol optical depth of the air in multiple bands and then reflect
the dust in the aerosols according to the multiband data and
aerosol optical characteristics, but this is useless for some dust
storm detection, monitoring, and prediction tasks.

Fig. 1. (a) Hourly data from a meteorological station in Beijing, Mar. 16,
2021. AERONET diurnal AOD data measured in eight different wavelengths.
The AOD index began to rise substantially at around 4:00 (UTC) when a dust
storm occurred in Beijing on this day. (b) Distribution map of meteorological
stations in and around China in 2021. This map is from the AERONET official
website.

B. CALIPSO

The CALIPSO [23], [31] is an Earth-reconnaissance satellite
in Sun-synchronous orbit launched by NASA and the Centre Na-
tional D’Etudes Spatiales in conjunction with CloudSat in 2006.
The CALIOP instrument on CALIPSO enables high-resolution
aerosol and cloud vertical profiling. CALIPSO circles the Earth
in formation with Aqua, Aura, and CloudSat as part of the A
Train. CALIPSO monitors aerosols and clouds daily and offers
Level 1 products, Level 2 cloud/aerosol layer data, and profile
data products. The aerosol product has a spatial resolution of 5
km and passes through the same area every 24 h. As shown in
Fig. 2, the vertical feature mask (VFM) aerosol type product of
CALIPSO at 19:29 (UTC) on Mar. 15, 2021, shows that there
is a dense area of aerosols from (33.8°N, 106.6°E) to (41.2°N,
108.8°E), which is a very large dust storm in northern China
that occurred on Mar. 15, 2021. CALIPSO can provide 2-D
data for vertical sections of the atmosphere, including a large
amount of aerosol and cloud description information. However,
the source of the data depends on where the satellite is scanning,
and the time resolution is not sufficient. In addition, as shown
in the upper part of Fig. 2, from the horizontal perspective, the
scanning range of CALIPSO is a line, which cannot be used for
large-scale dust storm monitoring.

https://aeronet.gsfc.nasa.gov/
https://www-calipso.larc.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/missions-and-measurements/products/MOD04_L2
https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/
https://aeronet.gsfc.nasa.gov/cgi-bin/draw_map_display_aod_v3
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Fig. 2. CALIPSO Level 2 vertical feature mask aerosol type product at 19:29
(UTC) on Mar. 15, 2021. The figure shows the type of aerosol in the vertical
profile of the atmosphere along with its geographical location. The upper part of
the figure is the scanned trajectory of the satellite (the gray line) and the aerosol
type at 3 km. The lower part of the figure is a profile of the atmospheric aerosol
types on the scan trajectory.

C. MODIS AOD

The Terra and Aqua satellites carry MODISs. The Terra
satellite was successfully launched on Dec. 18, 1999, and the
Aqua satellite was successfully launched on May 4, 2002. Terra
is the Earth observation system (EOS) Ante Meridiem satellite
(AM-1), which passes over the equator from north to south at
about 10:30 local time. Aqua is the EOS post meridiem satellite
(PM-1), which passes over the equator from south to north at
about 13:30 local time. The Terra MODIS and Aqua MODIS
instruments observe the entire Earth surface every 1–2 days,
acquiring data in 36 spectral bands or groups of wavelengths.
MODIS has a wide spectral range, covering the full spectrum
from 0.4 μm (VIS light) to 14.4 μm (TIR). Multiband data
from MODIS can simultaneously provide information reflecting
features, such as the land surface conditions, cloud boundaries,
cloud properties, ocean water color, phytoplankton, biogeog-
raphy, chemistry, atmospheric water vapor, aerosols, surface
temperature, cloud top temperature, atmospheric temperature,
ozone, and cloud top height. It can be used for long-term global
observations of the surface, biosphere, solid Earth, atmosphere,
and ocean.

MOD04 [24] is a Level 2 aerosol product released by NASA
to obtain atmospheric aerosol optical properties, such as the
optical depth and size distribution, and the mass concentration in
global marine and terrestrial environments. The aerosol optical
thickness of a region can be obtained using the deep blue
approach [32], [33] for aerosol retrieval at the 10-km scale, and
thus, the extent of a dust storm can be obtained. The aerosol
optical depth data from MOD04 for the China region on Mar.
15, 2021, are shown in Fig. 3. The red area is the dense aerosol
area, that is, the area where a large-scale dust storm broke out

Fig. 3. MODIS aerosol optical depth data acquired on Mar. 15, 2021, China.
The deep blue aerosol optical depth increases from yellow to red.

in northern China. MODIS is a very common data source in the
field of meteorological research [9], [21], [33], [34], [35], [36].
However, like the previously discussed products, the temporal
resolution in China is only one day, which is too low to meet the
needs of dust storm monitoring.

D. MERRA-2

The MERRA-2 [37] has recorded data since 1980. MERRA-2
is the first long-term global meteorological reanalysis dataset,
which includes atmospheric reanalysis data, such as precipi-
tation, aerosol, wind speed, temperature, and radiation data.
MERRA-2 has a spatial resolution of 0.5◦ latitude ×0.625◦

longitude and a temporal resolution of up to 1 h. The aerosol
reanalysis data in MERRA-2 can be used as the basis for dust
storm detection, and the temporal and spatial resolutions also
meet our requirements. However, this reanalysis dataset can only
be used as training data, not for real-world applications. Due to
the low timeliness of the reanalysis data, its release is usually
delayed by one or two months, which is not useful for dust storm
monitoring and early warning.

III. DATABASE CONSTRUCTION

In this section, the process of constructing the LSDSSIMR is
described. This article proposes a database for dust storms from
March to May during 2020–2022, with a temporal resolution of
15 min and a spatial resolution of 4 km. The data are saved as
HDF5 format files. Each HDF5 file contains satellite multichan-
nel observation Level 1 data and dust detection scoring Level 2
data. The results of traditional spectral analysis dust detection
methods, such as brightness temperature adjusted dust index
(BADI), infrared difference dust index (IDDI), and normalized
difference dust index (NDDI) are added to the LSDSSIMR,
which can be used as a benchmark for dust detection in the
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Fig. 4. Architecture of each HDF5 file. There are four groups, with multiple
datasets under each group.

future. In addition, the LSDSSIMR includes hourly atmospheric
reanalysis data from MERRA-2 [27] and ERA-5 [26]. Based on
these data, the LSDSSIMR can be used as a database for detect-
ing, monitoring, and predicting dust storms. The architecture of
each HDF5 file is shown in Fig. 4.

A. Data Sources

Many meteorological satellite datasets were investigated as
potential data sources, including MODIS, FY-4 A, Himawari-8,
and Suomi National Polar-orbiting Partnership/VIS Infrared
Imaging Radiometer Suite. LSDSSIMR was designed to mon-
itor and predict dust storms in the Chinese region, so the
primary need for LSDSSIMR was to include China and the
surrounding area. In addition, a high temporal resolution was
also an essential requirement in order to make these data highly
usable for spatiotemporal series applications. The high temporal
resolution also provided the advantage of expanding the amount
of data for a single dust storm, which often lasts only a few
days or even a few hours. Dust labels were also a must. Manual
annotation is a difficult task if satellite cloud images only have
source data and do not have dust labels. In summary, for this
large-scale dust storm monitoring dataset within the scope of
China, the requirements included a high temporal resolution,
multichannel data, suitable spatial resolution, and dust labels.
Given the analysis of the database requirements, we focused on
the geosynchronous orbit satellite, FY-4 A, launched in 2016 by
China.

The primary missions of FY-4 A are to acquire multispectral,
high-precision quantitative observations of the Earth’s surface,
clouds, and atmosphere. FY-4 A is equipped with China’s lat-
est generation of Advanced Geostationary Radiation Imager
(AGRI), and the scanning area meets all of the requirements.
FY-4 A is capable of imaging China and the surrounding areas
every 5 min with a maximum spatial resolution of 500 m. The
AGRI has 14 channels with a central wavelength ranging from
0.47μm to 13.5μm. In the VIS and NIR bands, the spatial
resolution of the AGRI is up to 500 m and is generally 1 km. In
the short-wave infrared (SWIR) bands, the spatial resolution is
generally 2 km. The spatial resolution of the AGRI is 4 km in
the mid-wave infrared (MWIR) and long-wave infrared (LWIR)
bands. The detailed information and applications of each band

TABLE II
DETAILED INFORMATION ABOUT EACH CHANNEL FOR THE FY-4 A SATELLITE

DATA

of the AGRI are given in Table II. Since FY-4 A data do not
continuously contain an image every 5 min, in order to fix the
time resolution of the data, the time resolution was set to 15
min. Ultimately, we downloaded FY-4 A Level 1 data and Level
2 dust detection products every 15 min. In addition, to ensure
that each cloud image was not too large, and to consider the
multichannel imaging status of the AGRI, the spatial resolution
was set to 4 km.

The spring (March–May) is a period of frequent dust storms in
China. Therefore, the LSDSSIMR was constructed based on the
data from March to May for three years (2020–2022). The reason
for this is that every year before March, the Northern Hemisphere
has just passed the cold winter season. The continuous drought
caused by the Mongolian–Siberian High (Asian High) has left
much of the China–Mongolia region bare and dry, providing
sand sources for the outbreak of dust storms. In addition, the
sun starts shining directly on the Northern Hemisphere in March,
and the warm Pacific air begins to flow northward. As a result,
warm air pushes northward continuously and meets the northern
cold air in Mongolia, creating intense convection weather and
strong wind conditions that are favorable for dust storms.

B. Processing of Raw Data

The original data could not be used directly as database data,
so raw data processing was indispensable. The full disk imaging
interval of the FY-4 A is 1 h, and the imaging interval of the
Chinese region is 5 min, which leads to an inconsistency in the
resolution of the source data, so we needed to cut it. The detailed
clipping process of the source data is shown in Fig. 5. The
overlapping part of the China region was found from the DISK
with a resolution of 2748× 2748 and the REGC with a resolution
of 1092 × 2748, and these two resolutions were cropped to
640 × 1280. As can be seen from Fig. 5, the cropped area covers
most of the Chinese landmass, except Hainan, including the Gobi
Desert and Taklamakan Desert.

The FY-4 A source data were stored after format conversion
from Float to Integer format. The first step was to extract the
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Fig. 5. Same area with a resolution of 640 × 1280 was taken from the source
data with two different resolutions. The final geographical calibration shows
that this area contains the main dust areas in China and the sand source areas in
northern and northwestern China.

float value corresponding to each separately stored integer. In the
FY-4 A source files, the 2-D imaging data were stored in Integer
format in the datasets named NOMChannel. The multichannel
sensor radiation values corresponding to each integer value were
stored in the CALChannel datasets in Float format. We extracted
this correspondence from the source data and stored it in the
database in the Float32 format.

In addition, the geographic information from the FY-4 A was
stored separately in the GEO file as row and column numbers.
The row and column numbers here were the row and column
numbers in a 2748 × 2748 lookup table1 corresponding to the
latitude and longitude of the FY-4 A data. The latitude and
longitude information was obtained from the lookup table based
on the row and column numbers in the GEO file and was stored in
the latitude and longitude datasets in the database. The latitude
and longitude datasets were stored together in the geographic
information group. In addition, the satellite and solar altitude,
azimuth, and other related information for some possible re-
search needs were added to the database. This multichannel
information and orientation were stored in the satellite source
data group. Moreover, the dust test product (DSD), dust score
product (DST), IDDI product (IDDI_BK), and IDDI product
with DST (IDDI_DST) in the Level 2 dust detection products
were stored in the others group.

C. Meteorological Data

A dust storm is caused by severe convection weather with
strong winds, so meteorological information is also necessary
when studying the dust storms. According to our research, nu-
merous meteorological reanalysis datasets are available. Among
these vast amounts of data, three meteorological data sources
were chosen to add to the database. The hourly climate and
weather reanalysis data and sources were as follows. Hourly
global meteorological station data from the NCEI, ERA-5 [26]
hourly climate and weather reanalysis data from the ECMWF,
and MERRA-2 [27] atmospheric reanalysis data from NASA.

1Download from http://satellite.nsmc.org.cn/PortalSite/StaticContent/
DocumentDownload.aspx?TypeID=22

TABLE III
WEATHER OBSERVATION CODES FOR DUST CONDITIONS

a) Meteorological Station Data from NOAA’s NCEI: The
time interval of the meteorological station data from the NCEI
was 3 h, so the meteorological station data were added to
the file in the database every 3 h. Data from more than 400
meteorological stations of the global meteorological system
in China and Mongolia were selected. We matched the corre-
sponding values in the cloud map grid according to the weather
phenomena recorded by the meteorological stations. One of the
types of data recorded by the meteorological station was weather
phenomenon, denoted by a code. Each code corresponded to a
weather phenomenon. The weather phenomenon codes related
to sand and dust are given in Table III. These dust-related codes
were extracted to match the latitude and longitude of each me-
teorological station to the longitude and latitude in the database
file. The weather phenomenon code for that site’s location was
stored in an another 2-D array, 640 × 1280. Considering that the
longitude and latitude positions of the pixels of our cloud image
were discrete and the phenomenon observed by the meteorolog-
ical station occurred a range of locations, we performed nearest
matching according to the location of the meteorological station
and assigned the weather phenomenon code within a 5× 5 range
centered on the matched coordinate grid point. Finally, this 2-D
array of weather phenomena was stored in Float32 format in the
dust with station dataset in the others group.

b) ERA-5 Hourly Climate and Weather Reanalysis Data
from ECMWF: ERA-5 [26] is the 5th generation reanalysis
dataset from the ECMWF and contains global climate and
weather values over the past 40–70 years. Therefore, our data
were derived from the ERA-5 hourly data on single levels from
1979 to present dataset. Based on the study of how dust storms
move through the atmosphere, several relevant datasets (2 m dew
point temperature, mean sea level pressure, skin temperature,
surface pressure, 2 m temperature, 10 m U wind component,
10 m V wind component, and total precipitation) were selected
from the ERA-5. These datasets were 3-D (24 × 721× 1440),
with hour, latitude, and longitude dimensions. Since the database
files were 15 min apart, LSDSSIMR only matched these weather
data with the files on the hour. In addition, the resolution of
these datasets in China was not as high as the resolution of
the satellite source files. To solve this problem, nearest neighbor
matching was performed on the 721× 1440 meteorological data
based on the latitude and longitude coordinates of the satellite
multichannel radiation values for each pixel. That is, the nearest
pixel to the longitude and latitude represented by each pixel of
the satellite cloud image was found in the longitude and latitude

http://satellite.nsmc.org.cn/PortalSite/StaticContent/DocumentDownload.aspx{?}TypeID=22
http://satellite.nsmc.org.cn/PortalSite/StaticContent/DocumentDownload.aspx{?}TypeID=22
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coordinates of the meteorological data, and the value of the pixel
was taken as the value of the satellite cloud image pixel. In this
way, the matching of values between the two coordinate systems
was achieved. These datasets were stored in the meteorological
data group.

c) MERRA-2 Atmospheric Reanalysis Data from NASA:
MERRA-2 [27] is an atmospheric reanalysis dataset pro-
vided by NASA. As a complement to the ERA-5 [26], the
MERRA2_400.inst1_2d_asm_Nx dataset was selected. In addi-
tion, several other relevant 3-D datasets (10 m air temperature,
2 m eastward wind, 2m northward wind, eastward wind at 50 m,
and northward wind at 50 m) from MERRA-2 were chosen.
Nevertheless, unlike the ERA-5, the three dimensions of these
datasets were 24 × 361× 576, and the resolution of the latitude
and longitude was somewhat lower than that of the ERA-5.
These datasets were stored in the meteorological data group
after performing the same procedure performed on the ERA-5
data.

D. Dust Indexes

In addition, to ensure that the database had a benchmark
for dust storms, the results of several traditional dust detection
methods based on spectral analysis were also added to the others
group.

1) IDDI [38]: The IDDI uses the brightness temperature
depression at 11μm. The band with a center wavelength
of 10.8μm is used instead of 11μm in the FY-4 A data,
and the following bands are adjusted to the bands of the
FY-4 A data. The IDDI is calculated as follows:

IDDI = BTref − BT, (1)

where BT is the brightness temperature, and the subscript
ref indicates the maximum value of the brightness temper-
ature within 15 days at that time. The IDDI can be obtained
by subtracting the current BT value from the reference BT
value. According to this value, the result of whether there
is a dust storm or not can be obtained.

2) NDDI [35]: Another classical dust index is the NDDI,
which uses spectral features in the visible (close to
0.47μm) and NIR (close to 2.22μm) bands. The algorithm
is expressed as follows:

NDDI =
R2.22µm −R0.47µm

R2.22µm +R0.47µm
(2)

where R is the reflectance. In the NIR spectrum (i.e., 0.4–
2.5μm), the spectral characteristics of dust in the reflection
spectrum generally exhibit an upward trend and reach a
peak at about 2.22 μm. In contrast, the highest point of
a cloud is about 0.47 μm, and the lowest point is about
2.22 μm. Thus, the NDDI is generally positive for dust
pixels, negative for clouds, and close to zero for clear sky
cases. This indicates that the NDDI can distinguish dust
storms from clouds.

3) BADI [34]: The BADI is based on the principle that bright-
ness temperature difference (BTD) of 11 μm and 12 μm
(BTD11−12) can detect the dust range, and BTD3−11 can

indicate the dust density. The BADI is calculated using
(3). The BTD method is enhanced by synthesizing two
BTDs (BTD3.72µm−10.8µm and BTD10.8µm−12.0µm). The
higher the value of BTD3.72µm−10.8µm is, the higher the
dust density is.

BADI =
2

π
× arctan

(
BDI

BDI0.95

)
. (3)

The BDI is calculated using (4). The BDI0.95 is the 95th
percentile of the BDI. The closer BADI is to 1, the more
likely it will be dust.

BDI = (BTD3.72−10.8)
2 × BTD12.0−10.8. (4)

4) DRBTD [39]: An automatic dust detection algorithm with
dynamic thresholds is based on the dynamic reference
brightness temperature difference (DRBTD) [39]. The
algorithm integrates some channels related to dust char-
acteristics and adopts the dynamic threshold method as
follows:

Dust =

⎧⎨
⎩

BTD10.8−12.0 < RBTD10.8−12.0 + a
BTD8.5−10.8 > RBTD8.5−10.8 + b
BTD3.7−10.8 > RBTD3.7−10.8 + c

. (5)

In (5), RBTD is the reference brightness temperature
difference value under clear sky conditions. The reference
brightness temperature at a particular moment in a clear
sky is the brightness value of each channel when the
brightness value in the 10.8-μm band is the maximum
at the same time each day for the past 15 days. a , b, and
c are three thresholds, and they take different values in
different cases.

Taking the DST product as the ground truth, four indicator,
i.e., the accuracy, kappa coefficient, recall, and precision, were
used to evaluate the correctness of these different dust analysis
results. These metrics were computed directly while processing
the data, and were stored in the others group.

IV. EXPERIMENTS

To confirm that this remote sensing database can be used for
dust storm research, we perform several semantic segmentation
methods for dust storm detection. In this section, several com-
monly used semantic segmentation methods are briefly intro-
duced. Then, the details of the experimental design and network
parameters, as well as some evaluation metrics, are explained.
Finally, a brief analysis and discussion of the experimental
results are presented.

A. Semantic Segmentation Methods

By treating places with dust storms as dust and places with-
out dust storms as background, such a problem as dust storm
detection becomes a semantic segmentation problem. We chose
U-Net [40], UNet++ [41], Attention U-Net [42], and the newer
TransUNet [43] and Swin-Unet [44], which apply the trans-
former [45] as the experimental methods.

U-Net [40] was originally created to solve a problem in
medical image segmentation. Since then, it has been widely
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used in many applications of semantic segmentation due to its
well-behaved effect. U-Net has a simple but effective encoder–
decoder structure. The encoder is responsible for the feature
extraction, while the decoder recovers the original resolution
and outputs the segmentation result.

UNet++ [41] alleviates the unknown network depth by effi-
ciently integrating U-Nets with different depths. These variant
U-Nets can partially share the same encoder while performing
colearning through deep supervision. The authors redesigned
the skip-connection to aggregate the different features at the
semantic scale in the decoder sub-network, resulting in highly
flexible feature fusion and pruning schemes.

The Attention U-Net [42] was inspired by the attention ap-
proach proposed in [46]. The Attention U-Net is designed to
address the excessive focus on global features in previous work.
Thanks to the attention mechanism, irrelevant regions in the in-
put image can be suppressed while highlighting salient features
in specific local regions. Attention gates can be easily integrated
into standard convolution neural network (CNN) architectures,
such as the U-Net model [40] with minimal additional computa-
tional effort, resulting in significant improvements in the model
sensitivity and prediction accuracy. In dust storm detection, we
need to pay more attention on the dusty areas and less attention
on the background areas.

The TransUNet [43] has the advantages of both the trans-
former and U-Net. Due to the tremendous success of Vision
Transformer (ViT) [47], transformer’s adoption in the imaging
field has exploded. CNNs cannot make good use of global
information due to the presence of perceptual fields, but they
can extract local information very well. The self-attention (SA)
structure has advantages for global information extraction but
is not good for local detail information extraction. Therefore,
TransUNet combines the advantages of a CNN and SA by
combining ViT [47], ResNet50 [48], and skip-connection, which
adopts the encoder structure of Transformer in the encoder part
of U-Net in order to extract the features better.

Motivated by the success of the Swin Transformer [49],
Swin-Unet [44] was proposed to implement 2-D medical image
segmentation using transformer. Swin-Unet is the first pure
transformer-based U-architecture with a skip-connection sym-
metric encoder–decoder system. SA from local to global scales
is implemented in the encoder. In the decoder, the global features
are upsampled to the input resolution for the corresponding
pixel-level segmentation prediction.

B. Experimental Environment and Parameter Settings

All of the experiments were implemented using a station
equipped with four NVIDIA A6000 graphics processing units
(GPUs) with 48 GB of memory per GPU. The data for 2020 and
2021 were used as the training set. The data of March 2022 were
used as the validation set and the data for April and May 2022
were used as the testing set. Finally, the size of the training set
was 3923, the size of the validation set was 440, and the size
of the testing set was 1045. Based on the main application of
each band in Table II and some formulas in Dust Indexes III-D,
six bands of satellite L1 data (0.47, 0.65, 3.72, 8.5, 10.8, and

TABLE IV
TRAINING PARAMETERS FOR EACH MODEL

12.0μm) were selected as the input data and the Level 2 product
DST was used as the label. The DST was converted to a binary
image. The values in the DST that were greater than or equal to
12 were filled with 1, and those that were less than 12 were filled
with 0, where 1 indicates a dust area and 0 indicates a dust-free
area.

The input image size was set to 448 × 896 cropped from the
original image, both width and height are integer multiples of the
image size 224 commonly used in ViT [47]. We also performed
simple image enhancement via random horizontal-vertical flip-
ping and rotation at random angles. All models were randomly
initialized before the training. The other parameters were set
according to Table IV. We chose the loss function of adding
the dice loss and cross entropy loss, which is more common
in semantic segmentation. The loss function is expressed as
follows:

loss = α× DiceLoss + (1− α)× CELoss, (6)

where α is the loss weight.
The weight decay was set to 0.0001 for the AdamW method.

We chose cosine annealing as the update method for the learning
rate because the loss function is difficult to train if dice loss is
added.

C. Evaluation Metrics

The evaluation metrics commonly used in the field of seman-
tic segmentation include the dice coefficient, intersection over
union (IoU), recall, precision, and kappa coefficient. We treated
the dust storm detection as a pixel-level binary classification
problem and converted the detection results and the ground
truth into 0/1 matrices. Then, we computed the true positive
(TP, detection=1, truth=1), false positive (FP, detection=1,
truth=0), false negative (FN, detection=0, truth=1), and true
negative (TN, detection=0, truth=0). The five evaluation met-
rics, except the kappa coefficient were defined as follows:

DiceCoefficient =
2TP

TP+FP+TN + FN

IoU =
TP

TP+FP+FN

Recall =
TP

TP+FN

Precision =
TP

TP+FP
.

The kappa coefficient is biased to the problem of an un-
balanced sample number, and it is used as an indicator for
the consistency test and can also be used to measure the
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TABLE V
EXPERIMENTAL RESULTS OF FIVE SEMANTIC SEGMENTATION METHODS FOR

DUST STORM DETECTION IN LSDSSIMR

effect of the classification. OA = TP + TN
TP + TN + FP + FN , and AC =

(TP + FP)×(TP + FN)+(FN + TN)×(FP + TN)
N×N , where N is the total num-

ber of samples, and KappaCoefficient = OA−AC
1−AC . We used these

five metrics to evaluate the results of the binary classification
experiments for the dust storm detection.

D. Results and Analysis

Table V gives the mean experimental results of the five se-
mantic segmentation methods for dust storm detection based on
the testing set in LSDSSIMR. According to the main evaluation
metrics, such as the dice coefficient, kappa coefficient, and IoU,
the Attention U-Net yielded the best results among the five
methods. Because U-Net, UNet++, and Attention U-Net become
more complex, the model can better grasp the relationship
among the input channels and get better results. TransUNet and
Swin-Unet both have more complex models with transformer,
but their experimental performance is lower. We believe that this
is because binary classification is a simple task and transformer
is a complex model, and complex models often perform worse
on simple tasks than simpler models do. Thanks to the shifted
window mechanism [49], Swin-Unet can better obtain the in-
formation association in different patches of the image, thus
obtaining better results than TransUNet. According to Cohen’s
suggestion [50], the kappa coefficient results were interpreted as
follows: values of≤0 indicate no agreement, values of 0.01–0.20
indicate no to slight agreement, values of 0.21–0.40 indicate fair
agreement, values of 0.41–0.60 indicate moderate agreement,
values of 0.61–0.80 indicate substantial, and values of 0.81–
1.00 indicate almost perfect agreement. For the results of the
different methods, the kappa coefficients reached 0.7–0.84, i.e.,
substantial to almost perfect agreement. This demonstrates that
it is feasible to detect dust storms using semantic segmentation
methods.

In addition, we believe that the recall and precision metrics
are not very meaningful in this task. Take the result from 04:00
on Apr. 27, 2022, as an example. The original confusion matrix
for this result is as follows:

⎡
⎢⎣

truth(1) truth(0)

detection(1) 11125 1053

detection(0) 2343 386887

⎤
⎥⎦ .

Fig. 6. One result of the Attention U-Net on Apr. 27, 2022 at 04:00:00 (UTC).
The green area is the true dust storm, and the blue area is the detected dust storm.

The precision value is 0.9135 ( 11125
11125+1053 ≈ 0.9135) and the

recall value is 0.8260 ( 11125
11125+2343 ≈ 0.8260). If the whole image

is a dust region, the confusion matrix of the truth value and the
detection value of the result is shown as follows:⎡

⎢⎣
truth(1) truth(0)

detection(1) 13468 387940

detection(0) 0 0

⎤
⎥⎦ .

According to the definition of recall, the value will reach 1
( 13468
13468+0 = 1) because FP values are not considered. This is why

the recall value of DRBTD(max) reaches 1.0, which actually
means that the detected dust region includes all of the true region.
If the detected dust storm region is only a small part of the truth,
the confusion matrix is shown as follows:⎡

⎢⎣
truth(1) truth(0)

detection(1) 3004 201

detection(0) 10464 387739

⎤
⎥⎦ .

According to the definition of precision, the value will be 0.9373
( 3004
3004+201 ≈ 0.9373), which is higher than 0.9135 because FN

values are not considered. This is the reason why the precision
results are high for each model in Table V. The above two special
cases can make the results really fascinating, but the reality is
that all dust storm region and smaller dust storm region are
not the best case or even the worst case. What we are most
concerned about is whether the difference between the final
detection result and the truth is small. These two metrics have
very high values, but the results are very different from the truth.
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The four rows on the bottom of Table V list the experimental
results of the traditional methods. The average results of the
traditional methods are much worse than those of the deep
learning methods, which also demonstrates that the use of deep
learning methods for dust storm detection and early warning is
a promising research direction.

One segmentation result of the Attention U-Net is shown in
Fig. 6, in which the results for the detection and true phenomenon
mostly coincide. In the red rectangle, parts of the dust storm are
not detected but actually exist. This is because there was cloud
occlusion in the satellite image, and the dust storm was below
the clouds. The red arrow in Fig. 6 points to the part where there
were clouds. We denoised and filled the true (ground truth) dust
storm area, based on the fact that dust storms occur over large
areas, so the true area in green in Fig. 6 is shown as a dust storm
area in this location.

V. CONCLUSION

In this study, the requirements for dust storm detection, mon-
itoring, and early warning in the Chinese region were analyzed,
and the FY-4 A was chosen as the data source for constructing
a dust storm database named LSDSSIMR. The satellite data
with dust labels (DST) were processed, and the relevant mete-
orological data were added. LSDSSIMR spans from March to
May during 2020–2022. As a result, LSDSSIMR contains nearly
5400 HDF5 files, each with a resolution of 640 × 1280. In order
to make the database useful for dust monitoring and prediction
in the future, many meteorological reanalysis data were added.
In this way, the data types included in LSDSSIMR were remote
sensing images and reanalysis data at different times. These data
at different times can capture the motion characteristics of the
atmosphere and aerosol, and then some specific methods can use
these characteristics to forecast dust storm. Based on the dust
storm forecasting, we can make more preparations in advance to
protect life and economic security from dust storm. In addition,
we evaluated several semantic segmentation methods using five
evaluation metrics in the LSDSSIMR. The experiments yielded
some substantial results, which can be used as a baseline for
related further research. The LSDSSIMR can be downloaded
from GitHub: https://github.com/Zjut-MultimediaPlus.
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