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Efficient Match Pair Retrieval for Large-Scale UAV
Images via Graph Indexed Global Descriptor

San Jiang
and Lizhe Wang

Abstract—Structure from motion (SfM) has been extensively
used for unmanned aerial vehicle (UAV) image orientation. Its effi-
ciency is directly influenced by feature matching. Although image
retrieval has been extensively used for match pair selection, high
computational costs are consumed due to a large number of local
features and the large size of the used codebook. Thus, this article
proposes an efficient match pair retrieval method and implements
an integrated workflow for parallel SfM reconstruction. First, an
individual codebook is trained online by considering the redun-
dancy of UAV images and local features, which avoids the ambiguity
of training codebooks from other datasets. Second, local features
of each image are aggregated into a single high-dimensional global
descriptor through the vector of locally aggregated descriptors
aggregation by using the trained codebook, which remarkably
reduces the number of features and the burden of nearest neighbor
searching in image indexing. Third, the global descriptors are
indexed via the hierarchical-navigable-small-world-based graph
structure for the nearest neighbor searching. Match pairs are then
retrieved by using an adaptive threshold selection strategy and
utilized to create a view graph for divide-and-conquer-based par-
allel SfM reconstruction. Finally, the performance of the proposed
solution has been verified using three large-scale UAV datasets.
The test results demonstrate that the proposed solution accelerates
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match pair retrieval with a speedup ratio ranging from 36 to 108
and improves the efficiency of SfM reconstruction with competitive
accuracy in both relative and absolute orientation.

Index Terms—3-D reconstruction, feature matching, match pair
selection, structure from motion (SfM), unmanned aerial vehicle
(UAV).

I. INTRODUCTION

NMANNED aerial vehicle (UAV) images have become
U one of the primary data sources for surveying and map-
ping in photogrammetry and remote sensing (RS). Compared
with satellite and aerial-based RS platforms, UAVs have the
characteristics of high flexibility, high timeliness, and high res-
olution [1]. UAV images have been widely exploited in various
applications, e.g., urban 3-D modeling [2], transmission line
inspection [3], [4], and precision agriculture management [5].
With the increasing endurance of UAV platforms and the explo-
sive usage of multicamera instruments, efficient image orienta-
tion for large-scale UAV images has become one of the most
critical modules for photogrammetric systems [6].

Structure from motion (SfM) has become a well-known tech-
nology for recovering camera poses and 3-D points without
the requirement of their good initial values [7]. SfM has been
extensively adopted in 3-D reconstruction [8], [9] for both
ordered and unordered UAV images. In the workflow of SftM,
a view graph is a basic structure to guide feature matching and
parameter solving, which is defined as an undirected weighted
graph with the vertices and edges indicating images and their
overlap relationships [10], [11]. Retrieving match pairs is pre-
required in view graph construction. The purpose of match pair
retrieval is to find overlapped image pairs to guide subsequent
feature matching, which increases the reliability and efficiency
of SfM reconstruction. Thus, retrieving appropriate match pairs
efficiently and accurately becomes one of the core issues in SfM
for large-scale UAV images.

In the literature, existing methods for retrieving match pairs
can be divided into two categories, i.e., prior knowledge-based
and visual similarity-based methods. The former depends on
prior information, such as the sequential constraint in data
acquisitions [12], [13] or depends on prior data from onboard
positioning and orientation system (POS) sensors [14], [15] to
calculate image ground footprints. Although these methods are
very efficient, their usage is limited to the special configurations
of data acquisition or depends on the precision of the prior data
from used RS platforms. Without relying on other auxiliary data,
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visual similarity-based methods merely use images to calculate
similarity scores between two images and determine overlapped
match pairs by selecting images with the highest similarity
scores. The most commonly used solution is content-based
image retrieval (CBIR). The core idea of CBIR is to encode
detected local features, e.g., scale invariant feature transform
(SIFT) [16], into high-dimensional vectors, and the problem of
retrieving match pairs is then cast as calculating the similarity
score between two of these high-dimensional vectors [17]. In
the fields of photogrammetry and computer vision, vocabulary
tree [18] based image retrieval has become the most classic
method that converts local features into high-dimensional Bag-
of-Words (BoW) vectors [19].

In vocabulary-tree-based image retrieval, the similarity cal-
culation uses an inverted index that establishes the relationship
between visual words and corresponding local features [20].
However, building the inverted index is time consuming for
high-resolution and large-size UAV images. On the one hand,
high-resolution UAV images lead to tens of thousands of local
features from an individual image, which causes high compu-
tational costs in searching the nearest visual word via approx-
imate nearest neighbor (ANN) searching; on the other hand,
large-size UAV images requires an extremely large codebook to
increase the discriminative ability of aggregated BoW vectors,
which causes the millions of vector dimensions and further
increases computational costs in ANN searching. In addition,
the codebook is usually created offline from public datasets due
to the high time costs of generating a large codebook. Thus, this
study proposes an efficient and accurate solution for match pair
retrieval. The core idea is to adopt a global descriptor for image
representation and explore graph indexing for efficient ANN
searching of high-dimensional vectors. Our main contributions
are summarized as follows.

1) By using the online trained codebook considering both im-
age and feature redundancy, local features of each image
are aggregated into a high-dimensional global descriptor
through a vector of locally aggregated descriptors (VLAD)
aggregation that extremely reduces the number of features
and the burden of nearest neighbor searching in image
indexing.

2) VLAD descriptors are indexed into a hierarchical naviga-
ble small world (HNSW)-based graph structure for the ap-
proximate nearest neighbor (ANN) searching, and match
pairs are retrieved using an adaptive threshold selection
strategy.

3) The performance of the proposed solution is verified in
a divide-and-conquer-based parallel SfM reconstruction
and compared with other open-source and commercial
software packages by using large-scale UAV images.

The structure of this study is organized as follows. Section II
gives a literature review of match pair retrieval and nearest
neighbor searching. Section III presents detailed procedures of
the proposed match pairs retrieval algorithm and the workflow
of the parallel SfM solution. Section IV conducts a compre-
hensive evaluation and comparison using UAV datasets, which
is followed by the discussion presented in Section V. Finally,
Section VI concludes this article.
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II. RELATED WORK

This study focuses on match pair retrieval to improve the
efficiency of SfM reconstruction. Thus, this section reviews
match pair selection and nearest neighbor searching.

A. Prior Knowledge-Based Methods

For photogrammetric data acquisition, there are usually two
categories of prior knowledge, i.e., the configuration for data
acquisition and the auxiliary data from onboard sensors. For the
former, image match pairs are usually obtained according to the
timestamp or data acquisition sequence [12], [13]. According to
this principle, Cheng et al. [21] proposed a strategy to connect
sequential images for image localization and stereo-pair dense
matching, which uses the optical images sequentially acquired
by UAV to achieve the real-time 3-D reconstruction of disaster
areas. For the latter, image match pairs are usually obtained ac-
cording to camera mounting angles or onboard POS data. Using
the projection center of images, Rupnik et al. [22] searched the
neighboring images close to the target image within the specified
distance threshold. After acquiring the orientation data provided
by the POS data of onboard navigation systems, image footprints
on a specified elevation plane can be calculated, and image
match pairs can be obtained through the pairwise intersection
test between the image footprints [15], [23]. In [23], ground
coverages of images are calculated by using POS data, and image
match pairs are determined by judging the intersection of ground
coverages. Although these methods have high efficiency, their
accuracy depends on the used prior knowledge.

B. Visual Similarity-Based Methods

Compared with prior knowledge-based methods, these meth-
ods achieves match pairs selection using the images’ content
instead of prior knowledge. These methods can be grouped into
two categories: the first is based on the number of matched
correspondences, while the second uses the similarity score
computed from image descriptors. For the former, two images
are labeled as a valid match pair when the number of matches
surpasses a threshold, such as the multiscale strategy [24] and
the preemptive matching strategy [25]. For the latter, images
are quantified as descriptors, and the similarity score between
two images is calculated as the distance between two descriptors.
One of the most classic methods is vocabulary-tree-based image
retrieval [26], [27]. Using a trained vocabulary tree, this method
quantizes extracted local features into word frequency vectors,
i.e., BoW vectors. The distance between the vectors represents
the similarity score between the images [3]. These methods can
quickly obtain correct match pairs on small datasets, which
is inefficient for large-scale datasets. In addition to the afore-
mentioned methods, neural network-based methods have been
proposed recently. Yan et al. [28] proposed a match pair selection
method based on the graph convolutional network (GCN) and
used it to judge whether overlapping areas exist between images.
This method performed remarkably well on challenging datasets
from ambiguous and duplicated scenes. However, the efficiency
is very low for high-resolution UAV images.
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C. Nearest Neighbor Searching

NN searching aims to find the vectors closest to the query
vector from a large set of database vectors. In the context of
match pair selection, the NN searching in vocabulary-tree-based
image retrieval is solved as an ANN searching problem, which
determines the efficiency of image retrieval. In the literature,
existing ANN searching methods can be divided into three
categories, i.e., tree-based methods, hashing-based methods, and
graph-based methods. Tree-based methods use a tree structure
to partition the searching space, and KD-Tree is one of the most
well-known data structures [29], which has been used exten-
sively for image retrieval algorithms [30], [31] and software
packages, e.g., the COLMAP [7] and AliceVision [32], because
of the relative low dimension of used feature descriptors, such as
the 128-D SIFT descriptor. However, the efficiency of tree-based
methods decreases dramatically for high-dimensional vectors,
which is not better than brute-force searching. To increase ANN
searching efficiency, hashing-based methods convert continuous
real-value vectors to discrete binary codes using hashing func-
tions. In this category, locality-sensitive hashing (LSH) attempts
to hash similar vectors into the same cell with high probabil-
ities [33]. Consequently, ANN searching can be executed in
the cell that the query vector also falls in. Compared with the
tree-based method, the hash operation reduces high-dimensional
input vectors to low-dimensional terms by using a set of hash
functions whose number is much smaller than the dimension of
input vectors. This is useful to avoid the curse of dimensionality
in tree-based methods. Due to their high efficiency, LSH-based
methods have been used for large-scale image retrievals, such
as web community and remote sensing images [34]. These
methods, however, have lower precision caused by the usage of
binary hashing encoding as well as high memory consumption
to store hashing functions. In contrast to splitting the searching
space, graph-based methods create a graph data structure to
organize database vectors and achieve efficient ANN searching
based on graph indexing. Navigable small world (NSW) [35]
and HNSW [36] are two typical graph-based methods. NSW
adopts an approximation of the Delaunay graph, which has the
same operation for vertex insertion and query. NSW can achieve
efficient and accurate searching based on long-distance edges
that are created at the beginning, which forms a small navigable
world and reduces the number of hops. HNSW is an improved
version of NSW, which builds a multilayer structure to speed
up ANN searching. In [37], HNSW has been used to replace
the KD-Tree in image retrieval, and good acceleration has been
achieved in match pair selection. However, unacceptable time
consumption is still required for processing large-scale UAV
images due to a large number of local features.

III. METHODOLOGY

This study proposes an efficient and accurate match pair
retrieval method for large-scale UAV images and implements
a parallel SfM solution guided by the view graph constructed
from retrieved match pairs. The core idea is to use global de-
scriptors for image representation and explores a graph indexing
structure for the ANN searching of high-dimensional vectors.
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Fig. 1.  Proposed match pair retrieval workflow and parallel SfM solution.

The workflow of the complete SfM reconstruction is shown in
Fig. 1, in which the inputs are UAV images without other
auxiliary data. First, a codebook is trained online by selecting a
subset of UAV images and scale-restricted features. Second, with
the aid of the codebook, each image’s local features are aggre-
gated into a single high-dimensional vector according to VLAD.
Third, VLAD vectors are then indexed into an HNSW-based
graph structure to achieve highly efficient ANN searching, and
match pairs are retrieved based on the HNSW index and refined
by using an adaptive selection strategy. Finally, after feature
matching guided by the retrieved match pairs, a weighted view
graph is constructed, which is used for the scene partition and
parallel SfM reconstruction of large-scale UAV images.

A. Vocabulary-Tree-Based Image Retrieval

Vocabulary-tree-based image retrieval mimics the text re-
trieval that encodes a document as a feature vector by using
trained words and casts document searching as the distance
calculation between feature vectors [38]. The most important
techniques are the inverted file for the word-image indexing and
the term frequency and inverse document frequency (TF-IDF)
for the weighting of similarity scores [18].

The workflow of vocabulary tree-based image retrieval con-
sists of four major steps. First, local features with descriptors,
e.g., SIFT, are extracted from training images; second, a vocab-
ulary tree is hierarchically built from the extracted descriptors
by using a clustering algorithm, e.g., the K-means, whose leaf
nodes indicate the generated visual words; third, all images are
indexed by searching the nearest visual word for all extracted
feature descriptors, and an inverted file is simultaneously built
for each visual word, which builds the indexing relationship
between visual words and image features; finally, the same
indexing operation is executed for an input query image, and the
similarity score between the query and database images can be
calculated by using their corresponding BoW vectors. Suppose
that there is a vocabulary with V' words, and each image can

be represented by a BoW vector vy = (¢1,...,t;,...,ty). The
component ¢; is calculated according to
Nid N
t; = log — 1
ng 8N 6]
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where n;, and n, indicate the occurrence number of the word
¢ in the image d and the total number of words in image d,
respectively; IV, is the number of images that contain word ¢; and
N is the total number of images in the database. The component
t; includes two parts, i.e., the term frequency (TF) n;4 /nq and the
inverse document frequency (IDF) log(N/N;), which indicate
the occurrence frequency of the word 7 in the image d and the
importance of word ¢+ among database images. After generating
the BoW vectors, the similarity score of any two images can be
quantified as the dot production of corresponding BoW vectors.

With the increasing of involved database images, vocabulary-
tree-based image retrieval efficiency decreases dramatically. The
main reason is building the inverted index. On the one hand,
the high resolution of UAV images leads to a large number of
extracted features that cause high computational costs in the
ANN searching to build the inverted file; on the other hand, with
the increasing of database images, a larger codebook with more
visual words must be used to increase the discriminative power
of BoW vectors, which further increases the burden in the ANN
searching and subsequent similarity calculation. Therefore, con-
sidering these issues, this study proposes an efficient image
retrieval solution that combines the VLAD descriptor and the
HNSW indexing. The former aggregates local feature descrip-
tors into a high-dimensional global vector using a very small
codebook, which avoids the high computational costs in image
indexing; the latter is utilized to accelerate the ANN searching
for high-dimensional VLAD vectors. This study would inte-
grate the proposed solution with a parallel SfM workflow for
large-scale image orientation. The details are described in the
following sections.

B. Codebook Generation Considering Image and Feature
Redundancy

Local features are first detected from UAV images as train-
ing data. In recent years, UAV images have been capable of
recording building facades and observing ground targets from
multiview directions. Due to the large differences in view-
ing directions and the obvious changes in illuminations and
scales, feature matching becomes nontrivial for oblique UAV
images [14]. Considering the issues of oblique UAV images, the
SIFT algorithm extracts local features. In this study, to balance
the accuracy and efficiency of subsequent match pair selection,
8 192 local features with the highest scales are extracted for each
image, and the feature descriptors are represented as a vector
with dimension = 128.

By using extracted local features, a codebook can be generated
for the aggregation of local features to the VLAD descriptor. In
general, there are two ways to generate a codebook, i.e., one
for online generation for each dataset and the other for offline
generation for all datasets. While the second way accelerates
online processing without training an individual codebook, it
cannot represent the characteristics of specified datasets and
provide inferior performance on image retrieval. Therefore, the
optimal way is to generate a codebook for an individual UAV
dataset [39]. However, it would be very time-consuming to
generate a codebook because the large data volume and high
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spatial resolution of UAV images cause many descriptors. For
UAV images, there are two kinds of redundancy. The first is
the image redundancy due to the high overlap degree to ensure
the success of subsequent image orientation; the second is the
feature redundancy because of the high spatial resolution of
UAV images. These two kinds of redundancy could be exploited
to reduce the descriptor number in codebook training. On the
one hand, the number of visual words for VLAD aggregation
is extremely less than that for BoW indexing [40]. A very
coarse quantization of the descriptor space is required for VLAD
aggregation. On the other hand, the characteristics of one image
can be represented by a subset of features with large scales.
Thus, this study proposes a random sampling strategy to select
a subset p of training images and a scale restriction strategy to
select a subset h of descriptors with large scales. Based on [6],
the parameter p and h are set as 20% and 1500, respectively.

After selecting the training descriptors, the codebook with
k clusters is generated by using the K-means clustering algo-
rithm [41] as follows:

1) pick & cluster centers randomly;

2) assign each descriptor to its nearest cluster center;

3) calculate the mean vector of each cluster and use it as the

new cluster centers;
4) repeat steps 2) and 3) after a certain number of iteration
times or reach the convergence condition of the algorithm.

Based on the clustering algorithm, the k cluster centers in-
dicate the codebook C = {c¢1, ¢, 3, ..., ¢k }. The number of
cluster centers k is closely related to the performance of the
match pair retrieval algorithm. On the one hand, the accuracy of
match pair retrieval will be reduced when £ is too small; on the
other hand, the generation of the codebook will consume more
memory, and the efficiency of subsequent feature aggregation
and image retrieval will be reduced when £ is too large. Thus, a
proper k is significant for match pair retrieval.

C. Adaptive Match Pair Retrieval Via Global Descriptor and
Graph Indexing

1) Global Descriptor From the Aggregation of Local Fea-
tures: Some solutions are designed for aggregating local fea-
tures to global vectors, e.g., the BoW that counts the term
frequency of words. However, the number of words in the trained
codebook should increase simultaneously with the number of
involved images. It would cause high time costs for large-scale
image indexing. Instead of the term frequency counting, VLAD
accumulates residuals between local feature descriptors and their
corresponding cluster centers and achieves high discriminative
power using a very small-size codebook. Based on the obser-
vation, this study uses VLAD to aggregate local features into
global descriptors [40].

For N extracted local features of an image, the VLAD de-
scriptor is obtained by iterating feature descriptors assigned to
the same cluster center and calculating the sum of the residuals
between these feature descriptors and the cluster center. The
final VLAD descriptor is a concatenation of residual vectors
generated from all cluster centers. Supposing that there are &
cluster centers in the trained codebook C', the VLAD descriptor



9878

v consists of k vectors with the same dimension d = 128 as the
used SIFT descriptor. Therefore, the calculation of an element
vg,; in the VLAD descriptor v is presented by

N
ey = Y ar(di)(di(5) — ex(5)) 2)
1=1

where j is the dimension index of feature descriptors, i.e.,
j=1,2,...,d; ax(d;) is an indicator function: when the fea-
ture descriptor d; belongs to the visual word ¢, ax(d;) = 1;
otherwise, ay(d;) = 0. Based on the formulation, an image is
represented as a k X d VLAD descriptor. Compared with the
BoW vector, the VLAD descriptor uses the residual vector to
encode the input image. In order to generate the same dimension
feature vector, extremely fewer visual words are required in the
trained codebook, i.e., the ratio is the same as the dimension
d = 128 of the used descriptors. Besides, component-wise and
global L2-normalization is sequentially conducted for the gen-
erated VLAD descriptors. Noticeably, the VLAD aggregation
can be executed parallelly because it is independent for each
clustering center.

2) Match Pair Retrieval Based on Graph-Indexed Global De-
scriptors: Match pairs can be selected by the nearest neighbor
searching between VLAD descriptors. Recently, graph-based
solutions have attracted enough attention because of their high
precision and promising efficiency when dealing with high-
dimensional descriptors. HNSW [36] is one of the well-known
graph-based search algorithms, which is implemented based on
the NSW search method [35]. HNSW uses a hierarchical struc-
ture to build a vector index graph to increase retrieval efficiency,
miming a coarse-to-fine searching strategy. The bottom layer
includes all vertices, and the number of vertices decreases grad-
ually from the bottom to up layers. In the retrieval stage, after
the entry of the query vector, the HNSW index is used to search
from top to bottom, which restricts the searching of the next
nearest neighbor to the child nodes in the next layer. The nearest
neighbors in the bottom layers are the retrieval results. Thus,
HNSW is used in this study for high-dimensional multi-VLAD
vector indexing and match pair retrieval. The VLAD descriptors
are first constructed into a graph structure G = {V, E'}, in which
V and E, respectively, represent the vertex set composed of
VLAD descriptors and the edge set composed of their connection
relationships. To achieve efficient indexing and retrieval, the
maximum number of connections for each vertex is restricted to
M, termed the friend number. This parameter M influences the
efficiency and precision of image retrieval.

In match pair retrieval, the number of returned items should
be specified well. The optimal value should adapt to the data
acquisition configuration, mainly affected by the image overlap
degree. It varies for each data acquisition and each UAV image.
However, it is usually set as a fixed number or ratio in the classi-
cal image retrieval pipeline. In this study, an adaptive selection
strategy has been adopted to select the number of retrieved
images [6]. The core idea origins from the fact that images
with larger overlap areas have higher similarity scores, and
the similarity scores decrease dramatically with the decrease of
overlap areas. However, image pairs without overlap areas have
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very small similarity scores, and at the same time, no obvious
changes are observed from similarity scores, as illustrated in
Fig. 2. Thus, the distribution of similarity scores is fitted well by
using a power function with coefficients a and b, as presented
by

y=a‘z’ 3)

where = and y indicate the image ids and similarity scores, re-
spectively. Using the mean p and standard deviation § of similar-
ity scores between one query and database images, a horizontal
separation line y = p + k¢ can be defined, and database images
with similarity scores above the separation line are labeled as the
retrieval results. Noticeably, in the HNSW-based image retrieval,
the Euclidean distance instead of the similarity score has been
returned. In this study, inverse linear normalization is used to
calculate similarity scores. Suppose that m items are retrieved
with distance D = {d;,ds,ds, ..., d,, }, the similarity score is
calculated based on

s = dmax - dz (4)

dmax - dmin

where d,in, and d,,. indicate the minimal and maximal values
in D, respectively. Thus, this equation converts the Euclidean
distance to the similarity score that ranges from O to 1. Besides,
the separation line y = p + k¢ is mainly influenced by the mean
1 and standard deviation §. With the increase of used samples
to fit the power function, the separation line ¥ would go down
and retain more retrieved results. Thus, according to practical
experiences, the number of used samples is set as 300 in this
study.

D. Parallel SfM Reconstruction Guided by View Graph

1) View Graph Construction From Retrieved Match Pairs:
False match pairs inevitably exist because of repetitive image
patterns and nonoptimal parameters in image retrieval. In this
study, local feature matching and geometric verification are con-
ducted to filter false matches. Guided by initial match pairs, local
feature matching is performed by finding the nearest neighbors
from two sets of features based on the Euclidean distance be-
tween feature descriptors, in which the cross checking and ratio
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test have also been utilized. To further refine the initial matches,
the epipolar geometry based on the fundamental matrix is uti-
lized to remove false matches, which can be robustly estimated
in the random sampling consensus (RANSAC) framework [42].
Finally, the match pairs with the number of refined matches
greater than 15 are retained.

A view graph can be created using the retained match pairs and
their feature matches. In this study, the view graph is represented
as an undirected weighted graph G = {V, E'},inwhich V and E
indicate the vertex set and edge set, respectively [43]. Suppose
that I = {¢;} and P = {p;;} are, respectively, n images and m
match pairs. The graph G is constructed as follows: a vertex v;
is added for each image ¢; and all vertices form the vertex set
V' = {v;}; adding an edge e;; connecting vertex v; and vertex
v; for each matched pair p;; and all edges form the edge set
E = {e;;}. To quantify the importance of match pairs, an edge
weight w;; is assigned to the edge e;;. In the context of SfM-
based image orientation, the number of feature matches and
their distribution over image planes directly influence the overall
performance. Thus, w;; is calculated by

Wij = Rew X Winlier + (1 - Rew) X Woverlap (5)

where R, is the weight ratio between wipjier and Wovyertap, Which
is set as 0.5 similar to the work in [43]. wiyjier is the weight
item related to the number of feature matches; and woyeriap i the
weight item related to the distribution of feature matches. These
two items are calculated, respectively, according to

IOg (Jvinlier)
Winlier = T (©)
et IOg (N max_inlier)
CH; + CH;
Woverlap = ﬁ @)
i j

where Nipjier and Npax intier indicate the number of matched
correspondences of the match pair and the maximum number
of matched correspondences among all match pairs; CH; and
CH; represent the convex hull areas of feature matches over two
images; A; and A; represent the areas of two image planes. In
our study, the Graham—Andrew algorithm [44] is used to detect
convex hulls of feature matches.

2) Parallel SfM Reconstruction: In this study, an incremental
SfM is used to estimate camera poses and scene structures. Incre-
mental SfM, however, suffers from the problem of low efficiency
due to the sequential registration of images and iterative local and
global bundle adjustments. For large-scale scenes, this issue be-
comes very obvious and limits the applications of SfM in recent
photogrammetric systems. To overcome the problem, this study
adopts the divide-and-conquer strategy to split the large-size
reconstruction into small-size subreconstructions. Thus, sub-
reconstructions can be well addressed, and parallel techniques
can also be utilized to improve efficiency. Fig. 3 illustrates the
basic principle of the designed parallel SfM solution [43], which
includes four major steps described as follows.

1) First, after creating the view graph G, the scene is divided
into small-size clusters {G;} with strong inner connec-
tions. The scene clustering is implemented through the
normalized cut (NC) algorithm [45], which removes the
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Fig. 3. Workflow of parallel StM reconstruction.

edges with smaller weights and ensures the good connec-
tion of vertices in each cluster.

2) Second, an incremental SfM engine is then executed par-
allelly for each cluster GG;, which generates an individual
model for each cluster. In this study, the well-known
incremental SfM engine, COLMAP [7], has been utilized
to implement the parallel reconstruction of each cluster.

3) Third, cluster merging is performed by iteratively merging
two submodels, which convert individual models to an
entire model in the same global coordinate system. In this
step, the merging order is critical as it affects the robustness
and precision of cluster merging. In this study, the number
of common 3-D points between models is used to sort
the merging order, which has been calculated efficiently
through a corresponding graph established between two
clusters [43].

4) Finally, a final global bundle adjustment is executed for the
merged global model. Since the number of optimization
parameters would be very large, a tie-point selection strat-
egy is adopted to decrease the number of 3-D points in BA
optimization. As documented in [10], tie-point selection
is achieved based on four metrics, i.e., reprojection error,
overlap degree, image coverage, and number limitation.

E. Algorithm Implementation

This study implements the solution of match pair retrieval
and parallel SfM reconstruction using the C++ programming
language, as presented in Algorithm 1. In detail, for feature
extraction, the SIFTGPU [46] library is used with default pa-
rameter setting; for the generation of the codebook, the Lloyd’s
K-means cluster algorithm [47] has been used; in addition, we
have implemented an algorithm for the aggregation of SIFT
features into VLAD descriptors and adopted the HNSW al-
gorithm in the FAISS package [48] for graph indexing; based
on our previous work [43], we have embedded the match pair
retrieval and view graph construction method into the parallel
SfM workflow, in which the software package ColMap [7] has
been selected as the incremental SfM engine.

IV. EXPERIMENTS AND RESULTS

In the experiment, three UAV datasets have been collected
to evaluate the performance of the proposed solution. First,
according to the efficiency and precision of match pair selection,
we analyze the influence of key parameters, i.e., the number of
cluster centers k for the codebook generation and the maximum
number of neighboring vertices M in HNSW. Second, we con-
duct the match pair selection and SfM-based 3-D reconstruction
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Fig.4. Sample images in the three test UAV datasets. (a) Dataset 1. (b) Dataset
2. (c) Dataset 3.

Algorithm 1: Effcient Match Pair Retrieval and Parallel
SfM.
Input: n input images I = {i;}
Output: reconstructed model M
1: procedure
2:  Extract SIFT features F' = { f;} for all input images
I
3: Train a codebook V'T" by image and feature selection
Generate VLAD descriptors D = {dy,q} based on
VT
Index D into a graph I DX based on the HNSW
Retrieve match pairs P = {P,; } using index DX
Create view graph G from refined match pairs Prefine
Divide the view graph G into subclusters {G; }
Execute parallel SfM to obtain submodels { M}
Merge submodels {M;} into the global model M
end procedure

=

TeYReaw

—_—

of the three UAV datasets using the selected parameter setting.
Third, we compared the proposed SfM solution with six software
packages, i.e., two open-source software packages Bow [7] and
DboW2 [20], two learning-based networks generalized mean
pooling (GeM) [49] and NetVLAD [50], and two commer-
cial software packages Agisoft Metashape and Pix4Dmapper,
to evaluate the performance of match pair selection and SfM
reconstruction. In the study, all experiments are executed on
a Windows desktop computer with 64-GB memory, four In-
tel 2.40 GHz Xeon E5-2680 CPUs, and one 10 GB NVIDIA
GeForce RTX 3080 graphics card.

A. Test Sites and Datasets

Three UAV datasets with different sizes are used for the
performance evaluation. Fig. 4 shows the sample images in each
dataset, and the detailed information is listed in Table 1. The
description of each dataset is presented as follows.

1) The first dataset consists of 3 743 images taken from a uni-

versity campus covered by dense and low-rise buildings.
The dataset is captured by a DJI Phantom 4 RTK UAV
equipped with one DJI FC6310R camera. The images
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TABLE I
DETAILED INFORMATION OF THE THREE UAV DATASETS

Item Name Dataset 1 Dataset 2 Dataset 3
UAV type multirotor multirotor multirotor
Flight height (m) 80 87.1

Camera mode DJI FC6310R  DIJI ZenmuseP1  SONY ILCE 7R
5

Camera number 1 1
Focal length (mm) 24 35 35

R nadir: 0
Camera angle (°) 0 oblique: 45/—45
Number of images 3,743 4,030 21,654
Image size (pixel) 5472 x 3648 8192 x 5460 6000 x 4000
GSD (cm) 2.6 1.2 1.2

with 5 472 by 3 648 pixels are collected under the flight
height of 80 m, and the ground sample distance (GSD) is
approximately 2.6 cm.

2) The second dataset includes 4 030 images taken from a
complex university building. It is captured using a DJI
M300 RTK UAV equipped with one DJI Zenmuse P1
camera with a dimension of 8192 by 5460 pixels. It
is worth mentioning that this dataset has been collected
based on the optimized views photogrammetric [2], which
adjusts camera viewpoints and directions according to the
geometry of ground objects. The GSD is approximately
1.2 cm. For absolute orientation, 26 ground control points
(GCPs) were collected using a total station, whose nominal
accuracy is about 0.8 and 1.5 cm in the horizontal and
vertical directions.

3) The third dataset is recorded by a pentaview oblique
photogrammetric instrument equipped with five SONY
ILCE 7R cameras with 6000 by 4000 pixels. Low-rise
buildings and dense vegetation mainly cover this test site.
In addition, a rive comes across the test site. Under the
flight height of 87.1 m, a total number of 21 654 images
has been collected with a GSD of 1.2 cm.

B. Influence of Parameters K and M

For the proposed match pair retrieval solution, two critical
parameters directly influence the efficiency and precision of
image indexing and retrieval, i.e., the visual word number & in
the generation of the trained codebook and the friend number M
in the graph-based indexing. The former determines the dimen-
sion of the VLAD vectors; the latter determines the maximum
number of connections of each vertex to others in the HNSW
graph. Thus, this section analyzes their influence on retrieval
efficiency and precision.

For the evaluation, dataset 1 has been selected, and two
metrics are used for performance evaluation: retrieval efficiency
and precision. The retrieval efficiency is the total time costs
consumed in match pair selection; the retrieval precision is
calculated as the ratio between the number of correct match
pairs and the number of all match pairs. In this test, the retrieval
time includes time costs in VLAD-based feature aggregation,
HNSW-based graph construction, and image retrieval. To avoid
the influence of the adaptive selection, the retrieval number is
fixed as 30, and match pairs with at least 15 true matches are
defined as positive results.
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For the analysis of the parameter k, the values of 32, 64,
128, 256, 512, and 1024 are tested. Fig. S presents the statistical
results of efficiency and precision in the match pair selection,
in which Fig. 5(a) and (b), respectively, indicate the efficiency
and precision. It is clearly shown that with the increase of k, the
time costs increase exponentially, from 45.7 to 175.5 s, with the
value ranging from 32 to 1024, respectively. The main reason
is that a larger k leads to more time costs in the nearest cluster
center searching for VLAD feature aggregation and increases
the dimension of generated VLAD descriptors, which further
poses a burden in HNSW graph indexing and retrieval. On the
contrary, we can observe that the retrieval precision increases
linearly with the increase of the parameter %k, which increases
from 0.81 to 0.94 within the specified span. To balance efficiency
and precision, the parameter k is set as 256 in the following tests.

For the analysis of the parameter M, the values of 6, 8, 10, 12,
16, 32, and 64 are used, and the statistical results are presented
in Fig. 6. We can see the following.

1) The changing trend of retrieval efficiency in Fig. 6(a) can
be divided into two parts. In the first part, the retrieval
efficiency is almost constant with the value M increasing
from 6 to 16; and in the second part, the retrieval efficiency
decreases dramatically with the value M increasing from
16 to 64.

2) The changing trend of retrieval precision in Fig. 6(b) can
be separated into three stages. In the first stage, the retrieval
precision increases obviously with the value M increasing
from 6 to 8; in the second stage, the retrieval precision
keeps constant within the value range from 8 to 16; and in
the third stage, the retrieval precision decreases gradually
within the value range from 16 to 64.

It is worth mentioning that k has a greater impact on retrieval

efficiency than M because most time costs are spent in VLAD
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TABLE II
STATISTICAL RESULTS OF MATCH PAIR SELECTION FOR THE THREE DATASETS

Metric Dataset 1 Dataset 2  Dataset 3
Efficiency (min) 2.5 (0.9) 2.6 (1.0) 12.4 (2.8)
Precision (%) 90.1 89.9 94.4

The values in the bracket indicate the time cost of codebook generation.
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Fig. 7. Tllustration of match pair selection for (a) dataset 1 and (b) dataset 3.
The images with and without red boundary boxes are the query and retrieved
images, respectively.

aggregation. Besides, M affects the number of valid NN neigh-
bors that can be retrieved. Considering that at least 300 valid
NN neighbors should be retrieved in the adaptive selection, the
parameter M is set as 32 in the following tests.

C. Match Fairs Selection and 3-D Reconstruction

1) Match Pairs Selection by the Proposed Retrieval Method:
By using the selected parameters k£ and M, the performance
of match pair selection is first evaluated. Similarly, retrieval
efficiency and precision are used as the metrics for performance
evaluation. Table II lists the statistical results of match pair
selection. It is clearly shown that high retrieval precision has
been achieved for the three datasets, which are 90.1%, 89.9%,
and 94.4% for the three datasets, respectively. It ensures that
a very large proportion of selected match pairs are overlapped
images. Fig. 7 shows the results of our method to retrieve similar
images for two sample images from datasets 1 and 3. It can be
seen that all the retrieved images are true positive results. In
addition, the time costs of match pair selection are 2.5, 2.6, and
12.4 mins for the three datasets, respectively, which achieves the
average time costs of approximately 0.040, 0.039, and 0.034 s for
match pair selection. Thus, we can conclude that the proposed
solution can achieve linear time complexity in image indexing
and retrieval and process large-scale UAV datasets for efficient
match pair selection.

2) Parallel 3-D Reconstruction Guided by the Weighted View
Graph: The selected match pairs are then used to guide fea-
ture matching. In this study, feature matching is achieved by
searching approximate nearest neighbors, refined based on the
widely used ratio test and cross checking. The initial matches
are then verified by the epipolar constraint implemented by the
estimation of the fundamental matrix within the framework of
RANSAC. In this study, the threshold of ratio test is set as 0.8
as the default value in the SIFTGPU library, and the maximum
distance threshold is configured as 1.0 pixels to ensure the high
inlier ratio of feature matching. Using feature matching results,
a view graph represented as an undirected weighted graph can
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Illustration of scene clustering and parallel reconstruction for the three datasets. (a)—(c) Scene clustering with the cluster size 500 for datasets 1, 2, and 3,

respectively. (d)—(f) Reconstructed 3-D points for the three datasets, respectively.

be constructed for each dataset, whose vertices and edges rep-
resent images and their connection relationships, respectively.
As presented in Fig. 8, three view graphs are created for the
three UAV datasets, in which vertices and edges are rendered
by red dots and gray lines, respectively. It is shown that there
are 59 014, 65 743, and 353 005 match pairs selected from the
three datasets, respectively. The dense edges between vertices
indicate a strong connection between images, which ensures the
success of SfM-based image orientation.

To achieve the parallel SfM reconstruction, the entire view
graph is then divided into small subclusters with strong inner
edge connections. In the proposed parallel StM workflow, the
NC algorithm is utilized for scene clustering, and the largest size
of each subcluster is set as 500. The scene partition results are
illustrated in Fig. 9(a)—(c). We can see 8, 9, and 44 subclusters
generated for the three datasets. Each cluster is represented by an
identical color, which verifies the compact connections within
each cluster. Based on the subclusters, parallel SfM is executed
to create the subreconstructions that are finally merged into the

TABLE III
STATISTICAL RESULTS OF MATCH PAIR SELECTION FOR THE THREE DATASETS

Metric Dataset 1 Dataset 2

0.542 0.668 0.752
928,745 (3,724) 1,518,474 (4,029) 8,921,339 (21,568)

The values in the bracket indicate the number of registered images.

Dataset 3

Precision (pixel)
Completeness

entire reconstruction. Table III shows the statistical results of
3-D reconstruction, in which the metrics precision and com-
pleteness refer to the reprojection error of BA optimization and
the numbers of oriented images and reconstructed 3-D points.
We can see that the precision of the three datasets are 0.542,
0.668, and 0.752 pixels, respectively, and almost all images are
oriented successfully, whose numbers are 3 724, 4 029, and
21 568, respectively. For the visualization, Fig. 9(d)—(f) shows
the reconstructed 3-D points from the three datasets. It is shown
that the reconstructed 3-D points can cover the whole test site.
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Thus, the proposed solution can create stable view graphs to
achieve parallel SM.

D. Performance Comparison With the Other Software
Packages

1) Match Pair Selection: Both hand-crafted algorithms and
learning-based networks are compared. Specifically, BoW [7]
and DboW?2 [20] are bag-of-words-based image retrieval meth-
ods, which uses hand-crafted SIFT features; two learning-based
networks GeM [49] and NetVLAD [50] use learned feature maps
to generate global descriptors, in which HNSW has been used
for ANN searching. In this study, the pretrained networks have
been used in the following tests.

The statistic result of match pair selection is presented in
Fig. 10. It is clearly shown that among all evaluated methods,
the proposed solution achieves the highest efficiency, whose time
costs are 2.5, 2.6, and 12.4 min for the three datasets. Especially
for dataset 3, the time costs of Bow and Dbow2 reach 1335.5
and 2848.3 min, respectively, which is unacceptable in practice.
Similar to the proposed solution, GeM and NetVLAD use global
descriptors for image indexing, which achieve high efficiency,
as presented in Fig. 10(a). By observing the results presented in
Fig. 10(b), we can see that BoW almost achieves the highest
precision, which is 90.3%, 92.1%, and 97.6% for the three
datasets, respectively. The proposed solution ranks second with
a precision of 90.1%, 89.9%, and 94.4% for the three datasets,
which are higher than Dbow?2 and two learning-based networks.
In conclusion, compared with BoW, the proposed solution can
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achieve comparable precision with the speedup ratios ranging
from 36 to 108 for the three UAV datasets.

2) SfM-Based Reconstruction: To evaluate the performance
in the workflow of SfM-based reconstruction, the proposed solu-
tion is further compared with two commercial software packages
Agisoft Metashape and Pix4Dmapper. Agisoft Metashape uses
multiscale matching and GNSS data for match pair selection;
Pix4Dmapper provides a vocabulary-tree-based image retrieval.
In this test, camera intrinsic parameters are calibrated and fixed
in SfM, and the match pairs selected from Bow, Dbow2, GeM,
and NetVLAD are fed into the proposed parallel SfM for re-
construction. Besides, 26 GCPs in the second dataset are used
to evaluate geo-referencing accuracy. In the following tests, the
metric efficiency indicates the time costs in SfM reconstruction
without feature matching.

Table IV presents the statistical results of SfM reconstruction
without GCPs. It is shown that BoW, Dbow2, GeM, NetVLAD,
and the proposed solution have almost the same efficiency
because of using the same SfM engine. Although Metashape
and Pix4Dmapper can achieve the reconstruction of datasets
1 and 2, their efficiency is lower, which further verifies the
advantage of the parallel SfM workflow. Noticeably, Metashape
and Pix4Dmapper fail to reconstruct dataset 3 since the large
data volume causes the out-of-memory error in reconstruction.
Considering the metric precision, it is shown that Pix4Dmapper
achieves the highest performance. Compared with GeM and
NetVLAD, BoW, Dbow2, and the proposed solution have better
performance due to their higher image retrieval precision. For
metric completeness, we can see that comparable performance
can be observed from the evaluated software packages except
for Pix4Dmapper. This is caused by the relatively low precision
of image retrieval.

Absolute bundle adjustment with GCPs is further executed to
evaluate the georeferencing accuracy of reconstructed models.
In this test, three GCPs that are evenly distributed over test
site 2 are utilized for the georeferencing of SfM reconstructed
models, and the others are used as check points (CPs). For the
performance evaluation, two metrics, i.e., mean and std.dev. of
CPs residuals are used in this test. In addition, Pix4dMapper has
been selected as a baseline for commercial software packages.

Table V presents the statistical results of absolute BA.
It is shown that among all evaluated software packages,
Pix4dMapper achieves the highest accuracy with the std.dev.
of 0.013, 0.016, and 0.019 cm in the X-, Y-, and Z-directions,
respectively. Although BoW ranks second in the vertical di-
rection with the std.dev. of 0.036 cm, its horizontal accuracy
is lower than the proposed solution with the std.dev. of 0.029
and 0.026 cm in the X- and Y-directions, respectively, which
can also be verified by the residual plot presented in Fig. 11(a)
and (b). Due to the low precision of match pair selection, the
geo-referencing accuracy of Dbow?2 is the lowest in the X- and Z-
directions, as shown in Fig. 11(a) and (c). Besides, for learning-
based network, their precision is lower than both Pix4dMapper
and the proposed solution, especially for NetVLAD. Thus, we
can conclude that the proposed solution can provide necessary
and accurate match pairs to achieve reliable SfM reconstruction
with obviously high efficiency.
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TABLE IV
STATISTICAL RESULTS OF SFM-BASED RECONSTRUCTION WITHOUT GCPS
Metric Method Dataset 1 Dataset2 Dataset 3
BoW 329 145.2 1,753
DBoW2 31.1 125.05 1,445
Efficienc GeM 21.8 102.8 1,131
(mini) y NetVLAD 31.0 141.0 1,340
) Metashape 50.0 186.0 -
Pix4Dmapper 298.2 636.4 -
Ours 32,5 144.0 1,778
BoW 0.542 0.667 0.766
DBoW2 0.490 0.645 0.782
Precision GeM 0.653 0.777 0.906
(pixels) NetVLAD 0.671 0.775 0.907
P Metashape 0.957 1.140 -
Pix4Dmapper 0.318 0.327 -
Ours 0.542 0.668 0.752
BoW 1,001,797 (3,716) 1,507,983 (4,029) 9,253,968 (21,647)
DBoW2 925,530 (3,720) 1,506,702 (4,027) 9,047,089 (21,625)
GeM 895,250 (3,705) 1,515,637 (4,024) 8,685,624 (21,625)
Completeness NetVLAD 920,761 (3,718) 1,448,666 (4,029) 8,896,091 (21,638)
Metashape 1,764,717 (3,741) 1,536,021 (4,030) -
Pix4Dmapper 468,254 (3,620) 726,366 (3,909) -
Ours 928,745 (3,724) 1,518,474 (4,029) 8,921,339 (21,568)
The values in the bracket indicate the number of connected images.
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Fig. 11. Residual plot in the X-, Y-, and Z-directions for dataset 2. (a) Residual plot in the X-direction. (b) Residual plot in the Y-direction. (c) Residual plot in

the Z-direction.

TABLE V
STATISTICAL RESULTS OF ABSOLUTE BA WITH GCPS FOR DATASET 3

Mean (m) Std.dev. (m)

Method XTI Y] 12z X Y[ 7]

BoW 0.066 0.063 0.033 0.059 0.074 0.036
DBoW2 0.048 0.021 0.058 0.081 0.030 0.044
GeM 0.033 0.028 0.039 0.042  0.038 0.049
NetVLAD 0.051 0.065 0.068 0.059 0.092 0.101
Pix4dMapper  0.010 0.012 0.015 0.013 0.016 0.019
Ours 0.023 0.022  0.055 0.029 0.026 0.040

V. DISCUSSION

This article proposes an efficient match pair retrieval method
for large-scale UAV images and implements an integrated work-
flow for parallel SfM reconstruction. The core idea is to exploit
global descriptor for image representation and recent graph-
based indexing for ANN searching. By using real UAV datasets
for tests, the experimental results demonstrate the performance
of the proposed solution. Compared with existing solutions for
UAV image orientation [6], there are two main advantages as
described as follows.

On the one hand, the combination of the VLAD global de-
scriptor and the HNSW-based graph structure can extremely
increase the efficiency of image indexing and nearest neigh-
bor searching. As demonstrated in Section IV-D1, the speedup
ratio for the three datasets ranges from 36 to 108 when com-
pared with the widely used BoW-based image retrieval tech-
niques. The main reason is the usage of a very small-size
codebook for VLAD-based image indexing, such as the code-
book with 256 visual words in this study, which could alle-
viate the burden in image indexing. In addition, by exploit-
ing the HNSW-based searching algorithm, efficiency improve-
ment can be further obtained from the ANN searching for
high-dimensional vectors; on the other hand, guided by the
retrieved match pairs, an undirected weighted view graph is
then constructed after feature matching, which is used to guide
scene clustering and submodel merging and achieve the par-
allel SfM reconstruction. Compared with commercial software
packages, the efficiency improvement is promising, as shown in
Section IV-D2.

Beside, some observations and possible limitations have also
been observed. First, the precision of match pair selection
is dramatically influenced by the number of words in the
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codebook generated through K-means clustering, as shown in
Section IV-B. At the same time, alarge K would also decrease the
image retrieval efficiency. Thus, it is nontrivial to trade precision
and efficiency, especially for large-scale datasets. Second, deep
learning-based feature detectors have attracted enough attention
in the fields of image retrieval [51] and feature matching [1] due
to the excellent ability of representation learning. However, the
evaluated GeM and NetVLAD do not obtain promising results
in both match pair retrieval and SfM-based image orientation
when compared with the combination of traditional algorithm,
i.e., SIFT and VLAD. The main reason maybe the purpose of
the pretrained network varies from that for match pair retrieval
in feature matching. Thus, it is rational to retrain networks for
the further verification.

VI. CONCLUSION

In this article, we proposed a workflow that integrates match
pair retrieval and parallel SfM reconstruction to achieve the
efficient and accurate 3-D reconstruction of large-scale UAV
images. The core idea of match pair selection is to aggregate
many local features into high-dimensional global vectors that
can then be indexed through a graph-based structure for efficient
ANN searching. Guided by the selected match pairs, a weighted
view graph is created to achieve the parallel SfM through graph
clustering and submodel merging. The tests demonstrate that
the proposed workflow can significantly accelerate match pair
selection with a speedup ratio of tens and hundreds of times
and increase the efficiency of SfM-based reconstruction. For
large-scale UAV image orientation, the proposed workflow can
be an efficient solution.
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