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Extraction of Pig Farms From GaoFen Satellite
Images Based on Deep Learning

Jielin Guan , Le Li , Zurui Ao , Kefei Zhao , Yaozhong Pan , and Weifeng Ma

Abstract—Accurate information on the spatial distribution and
area of pig farms is essential for pig breeding monitoring, pork pro-
duction estimation, and environmental governance of pig breeding.
Governmental regulatory departments mostly rely on field surveys
to obtain pig farm information, and there are few studies that focus
on the extraction of pig farm information using remote sensing data.
As the buildings on pig farms are small-scale and have scattered
distributions, pig farm identification using high-resolution data
and deep learning algorithms is worth exploring. In this article,
a method of identifying pig farms with a deep learning algorithm
and multiple sources of GaoFen (GF) image data was proposed.
The experiments were conducted with different combinations of
multiple sources of GaoFen satellite images (GF-2, GF-5, and GF-7)
to determine the suitability of these images for pig farm extraction.
The results illustrated that the average overall accuracy of the pig
farm identification was above 80% using all of the different combi-
nations of GaoFen sourced images. The spatial detail information
provided by the GF-2 satellite improved the pig farm identification
accuracy more than did the spectral detail information provided
by the hyperspectral data from the GF-5 satellite and the digital
surface model from the GF-7 satellite. The deep learning algorithm
performed well in identifying pig farms with a greater number of
patches and a higher aggregation index, and had lower accuracy
in extracting pig farms distribution with a high edge density and
patch density.

Index Terms—Building extraction, deep learning, pig farms,
satellite images.

I. INTRODUCTION

CHINA is the world’s largest pork producer and consumer
[1]. The pig industry is an important part of the mod-

ern agricultural system and leads other industries in animal
husbandry in China [2]. With the development of modern an-
imal husbandry, pig breeding has changed from a small-scale
(individual households) to an intensive and large-scale (large
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farms) industry [3], [4]. These changes have included the move-
ment away from free-range breeding and the transfer of pigs
from pens to farms [5], [6]. Large-scale breeding has improved
the quality of the industrial supply, but it has introduced monitor-
ing challenges. Accurate information on the spatial distribution
and area of pig farms is essential for pig breeding monitoring,
pork production estimation, and environmental governance of
pig breeding [7], [8]. These data provide support for govern-
mental decision making for pig breeding management from the
perspective of spatial information.

In the past, governmental regulatory departments mostly re-
lied on field surveys to obtain pig farm information [9]. Although
the pig breeding industry is moving toward aggregation, the
spatial distribution of pig farms is still scattered [10]. Thus,
field surveys on pig farms are time consuming and labor in-
tensive. After African swine fever and other epidemics, on-site
investigations have been increasingly restricted by farm own-
ers due to breeding safety considerations, making pig breed-
ing investigations increasingly difficult. With the development
of satellite remote sensing technology, high-resolution remote
sensing images have been widely used to provide large-scale and
rapid Earth observations [11]. High-resolution remote sensing
images are widely used in the extraction of different types of
land uses [12]. Pig farms include functional buildings where
humans raise piglets and grow them into adult pigs [13]. In the
past two decades, the rapid development of computer technology
and satellite remote sensing technology has made tremendous
progress in building extraction-related research [14].

Traditional building extraction methods mainly rely on the
artificial creation of building features, including spectral, shape,
and texture features [15], [16], [17], [18]. There are some
spectral indices specifically proposed for architectural features,
such as the normalized building index (NDBI) [19], index based
built-up index (IBI) [20], and morphological building index
(MBI) [21]. Then, with the help of machine learning classifiers,
automatic identification of buildings can be achieved. The main
machine learning classifiers used are decision trees [22], random
forests [23], and support vector machines, [24], [25] and with
the continuous improvement of classifiers, the efficiency and
accuracy of building extraction have been greatly improved.
However, machine learning methods still require manual partic-
ipation in feature design and cannot adaptively extract the most
relevant features for classification tasks. Artificially designed
features rely on expert knowledge, and there are certain defects
in their robustness and generalization ability. When the imaging
conditions and shooting angles of the images change, these
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features become unreliable and accurate good classification
results cannot be obtained.

Deep learning is making great progress in the computer vision
field in recent years and is widely used in the classification,
recognition and retrieval of remote sensing images [26], [27],
[28]. The advantage of deep learning is that, on the one hand,
it can automatically learn different levels of features by just
training the dataset, without having to manually define the
features for the task [29]. On the other hand, deep learning
has better generalization ability and can satisfy other tasks by
fine tuning the original neural network without redesigning the
features for different datasets, and it has better noise immunity
[30], [31]. Deep learning is more accurate in image recogni-
tion than human interpretation, which means that automatically
identifying pig farms from remotely sensed images can achieve
reasonable results based on deep learning [32]. Despite previous
researchers have utilized deep learning in land use classification
and surface object detection, there is still relatively limited
researches specifically focused on deep learning methods for
the identification of functional buildings, such as pig farms
[33], [34], [35]. Unlike typical functional buildings, the pig
farming facilities are usually arranged in a linear and array-like
distribution in order to accommodate pig breeding in large scale,
and they are always built with simpler roofing materials than
residential buildings [36], [37]. The spectral differences of these
distinct morphology and material features in remote sensing
imagery make it worthwhile to explore deep learning networks
and their applicability for pig farm identification.

Many deep learning networks have been developed, among
which the convolutional neural network (CNN) is one of the
most widely used network in the field of remote sensing. CNNs
have strong image processing capabilities and are superior in
extracting high-level and distinguishing features. For building
extraction, there are many networks designed specifically based
on CNN structures, such as fully convolutional networks (FCNs)
[38], deep CNNs (DCNNs) [39], deep deconvolutional neural
networks (DeCNNs) [40], and object-oriented CNNs (OCNNs)
[41]. All these methods validate the effectiveness of the CNN in
building extraction. However, CNNs mainly utilize high-level
feature maps for pixel classification and pay less attention to
low-level features containing rich detail, which is detrimental
to the extraction of small buildings. To solve this problem,
semantic segmentation methods based on excellent networks
have been promoted, such as U-Net, ENet, and SegNet [42],
[43], [44]. These networks retain both rich spatial information
and fine detail and are more suitable for small building targets
in remote sensing images with complex backgrounds. Among
deep learning networks, U-Net has a simple network structure
and is highly resistant to interference [45], [46], [47]. As a
representative of lightweight deep learning networks, it has been
applied in objects identification with small training set and has
a good detection ability in short amount of time [48], [49].
However, its performance in pig farm extraction has rarely been
investigated.

In the past decade, China has independently launched
and operated various GaoFen satellites, such as the GF-
1/GF-2 multispectral satellites, GF-3 radar satellite, GF-5

hyperspectral satellite, and GF-7 satellite, to fulfil ground mon-
itoring needs. Among these, the GF-2 satellite provides high-
resolution images, the GF-5 satellite offers high-spectral res-
olution images, and the GF-7 satellite provides stereo image
pairs that can be used to extract DSM. The combined use of
these GaoFen data sources creates new opportunities for farm
extraction, and it is imperative to study their effectiveness in this
context. Thus, in this study, the U-Net model is used to extract
pig farms and obtain a spatial distribution map of pig farms on
a regional scale. Based on this, the main objectives of this study
are as follows:

1) validate the effectiveness of deep learning for pig farm
extraction;

2) compare the accuracy of Gaofen multispectral images,
hyperspectral images, and the DSM combination strategy
on pig farm extraction;

3) compare the identification accuracy of pig farms with
different morphological characteristics.

II. STUDY AREA AND MATERIALS

A. Study Area Description

We selected four counties in Shandong as study area. Shan-
dong is on the North China Plain, with a flat terrain and a
temperate monsoon climate. It is the fourth largest pig breeding
province and an important province for pig transfer in China,
bearing the heavy burden of pork supply in northern China
[50]. The number of registered live pigs in Shandong is more
than 28 million, and more than 50 million pigs are slaughtered
annually, with pork production reaching more than 4 million
tons, accounting for 7% of the national pork production and 4%
of the world’s pork production each year.1 Studying the spatial
distribution of pig farms in Shandong is of strategic importance
to promote stable and healthy development of the pig industry
in China. In recent years, the industrial organization of pig
farming in Shandong has been optimized, and the pig industry
has been strategically adjusted. At present, Shandong focuses
on the development of large-scale pig farming, and it contains
many large-scale pig farms. In addition, Shandong is in northern
China, which is less affected by clouds and rain throughout the
year, thus there is sufficient remote sensing earth observation
data from this region. In this article, the pig breeding scale in
Shandong Province was divided into four classes according to
the 2020 pig breeding capacity of each county in the province,
from which four counties were selected as the study area. These
four counties were Jiyang County (116°52′-117°27′E, 36°41′-
37°15′N), with an annual pig breeding capacity <200000;
Zouping County (117°18′-117°57′E, 36°41′-37°08′N), with an
annual pig breeding capacity <20 0000 and >500 000; Laixi
County (120°12′-120°40′E, 36°34′-37°09′N), with an annual
pig breeding capacity <1 000 000 and >500 000; and Cao
County (115°08′-115°53′E, 34°33′-35°03′N), with an annual pig
breeding capacity >1 000 000.

1[Online]. Available: http://www.stats.gov.cn/sj/ndsj/

http://www.stats.gov.cn/sj/ndsj/
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Fig. 1. Distribution of pig farms in the study area.

B. Field Survey Data

A field survey was carried out from December 2021 to May
2022 to collect geographical location information for pig farm
identification. A total of 134 pig farms were included in the
field survey. Among them, 39 are medium-sized farms and 95
are large farms. The medium-sized pig farms refers to the pig
farms with annual pig rearing capacity greater than 500 and
less than 5000, while the large-sized pig farms refers to the pig
farms with annual pig rearing capacity greater than 5000. Here,
annual rearing capacity equals the sum of year-end pig stock
and annual pig slaughtering capacity. Among all the collected
pig farms, there were 80 pig farms in Laixi, 37 pig farms in
Zouping, 9 pig farms in Jiyang, and 8 pig farms in Caoxian (see
Fig. 1).

C. Remote Sensing Data Sources and Preprocessing

The GaoFen family is a series of Chinese remote sensing
satellites developed by the China High-definition Earth Obser-
vation System (CHEOS) for civilian purposes. Three GaoFen
satellites, including GF-2 (with multispectral images), GF-5
(with hyperspectral images), and GF-7 (with stereo images),
were selected (see Table I). The GF-2 satellite can provide
observation products with a spatial resolution of better than
1 m, which is configured with four multispectral 3.2-m bands
and one panchromatic 0.8-m band. It has an efficient revisit
frequency of five days [51]. The GF-5 satellite carries six pay-
loads: two hyperspectral/multispectral payloads for terrestrial
Earth observation and four atmospheric observation payloads
[52]. The product generated from the Advanced Hyperspectral
Imager (AHSI) has a 330-channel imaging spectrometer with
a spectral range of 0.4–2.5 µm, covering visible to shortwave
infrared bands. The spatial resolution of its products is 30 m, and
the swath width is 60 km [53]. The revisit frequency is 51 days.
GF-7 is a high-resolution stereo mapping satellite equipped
with double-line cameras (DLCs) that are capable of capturing
backwards images of 0.65-m resolutions and forwards images of
0.8-m resolutions, which can be processed to provide elevation
information. The revisit frequency of stereo mapping observa-
tions is 60 days. The level 1A GF-2 and GF-7 products and

TABLE I
SPECIFICATIONS FOR GF-2, GF-5, AND GF-7

TABLE II
DETAILS OF THE EMPLOYED GF-2, GF-5, AND GF-7 SATELLITE DATA

the level 1 GF-5 product with cloud coverage of less than 10%
were downloaded from the China Resource Satellite Application
Center (http://www.cresda.com/CN/).

The available data included 37 scenes from GF-2, 7 scenes
from GF-5, and 25 scenes from GF-7 (see Table II). The GF satel-
lite data volume covering the pig farms in the study area is shown

http://www.cresda.com/CN/
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Fig. 2. Datasets used in this study. (a) Coverage of multiple GaoFen satellite
data source. (b) Example of pig farm.

in Fig. 2. Ortho-rectification and fusion with Gram Schmidt
(GS) fusion were implemented on GF-2 MUX images and GF-2
PAN images. The GF-2 products were resampled to 0.8 m.
Redundant bands, including noisy bands due to atmospheric
water absorption (band: 192–203; 246–267; and 314–316), over-
lapping bands between visible and near-infrared (VNIR) and
shortwave infrared (SWIR) bands (band: 151–154) and bands
with low signal-to-noise ratios (bands: 325–330), were removed
from the GF-5 AHSI. Furthermore, the remaining 284 bands
were preprocessed with radiometric calibration and atmospheric
correction in the Fast Line-of-Sight Atmospheric Analysis of
Spectral Hypercubes model (FLAASH), and dimensionality
reduction was performed using the principal component analysis
(PCA) method. A digital surface model (DSM) with a resolution
of 0.8 m was extracted from GF-7 forwards and backwards
images. Finally, both the hyperspectral image from GF-5 and
the DSM from GF-7 were registered with GF-2 as a reference.

III. MATERIALS AND METHODS

A. Sample Selection

In this study, the ground-truthed binary maps of the pig farms
were manually labeled on GF-2, GF-5, and GF-7 by visual
interpretation to create deep learning samples. The labels on the
samples included the area of the pig farms and their ancillary
facilities. If parts of the pig farms were covered by branches
and cloud shadows, the boundaries of those pig farms were
determined by the visible area on orthophoto images. Since there
were only 62 pig farms that could be simultaneously covered
by GF-2, GF-5, and GF-7, to ensure the comparability of the

TABLE III
EXPERIMENTAL DESIGN WITH GF-2, GF-5, AND GF-7

results of different subsequent experimental schemes, only those
62 pig farms were used to create the samples. All the samples
were clipped into 224∗224 pixel images, with a moving window
step of 112 pixels. The samples were randomly divided into
training and test sets at a 9:1 ratio for tenfold cross validation.
Flipping and rotation were used to expand the training sample
volume. Each training sample was rotated by 90°, 180°, and 270°
and flipped vertically and horizontally. Finally, 13 122 training
samples in total were generated from the three GaoFen satellites
with 224∗224 pixel sizes.

B. Experimental Design and Operational Process

To verify the applicability of multiple sources of GaoFen
satellite images for pig farm extraction, we designed our exper-
iments with different combinations of GaoFen satellite image
sources, including three different satellites, GF-2, GF-5, and
GF-7. The four groups of experiments are shown in Table III,
with multispectral data from GF-2 in group A, hyperspectral
data from GF-5 in group B, a combination of multispectral data
from GF-2 and hyperspectral data from GF-5 in group C, and a
combination of multispectral data from GF-2 and stereo images
from GF-7 in group D. To exclude the effect of the spatial
resolution on identification accuracy, the GF-5 hyperspectral
data were fused with the GF-2 panchromatic images during data
preprocessing, and the fused GF-5 spatial resolution was 0.8 m.

C. Pig Farm Extraction Based on the U-Net Model

The U-Net deep learning network was trained on the pig farm
features in the GaoFen image series, and the trained U-Net was
implemented to identify the spatial distribution of pig farms. The
trained U-Net was designed to include an encoder that extracted
semantic information and a decoder that was symmetrical to
the encoder. They were implemented in the downsampling and
upsampling processes, respectively. The detailed architecture
of U-Net is shown in Fig. 3. The structure of the encoder is
typical of a CNN, composed of stacked convolutional and max
pooling layers designed to extract maps of the features, such as
the boundaries, positions, colors, and shapes, from the pig farm
images. By comparison, the decoder upsamples and deconvo-
lutes the feature maps several times, which can help restore the
feature images to their original size. In the upsampling path in
the decoder, the decoder fuses with the corresponding feature
map in the encoder with skip connections, providing much of
the low-level information for upsampling or deconvolution and
recovering the details of the image.
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Fig. 3. Workflow for pig farm extraction.

After several training and testing validations, the key initial
parameters were set with an initial learning rate of 5 × 10-
4, a learning rate decay rate of 0.8, a step size of 20 and a
gradient update weight momentum of 0.9. To avoid overfitting,
the weight decay was set to 1 × 10-6. The model optimizer
algorithm was set to Adam. The epoch was set to 200. The same
model structure and the same parameters were used in the four
groups of experiments.

D. Deep Learning Model Evaluation

Four indicators, including precision, recall, overall accuracy
(OA), and the F1-score, were used to evaluate the extraction
results for each experimental group. Precision was defined as
the ratio of the correctly extracted pig farms in all the positive
pig farm samples, while recall was defined as the ratio of the
correctly extracted pig farms in all the positive pig farm samples
in the ground surveys. The OA indicated the accuracy of the
extraction results being consistent with the ground surveys. The
F1-score was a harmonic average of the two evaluation methods
and could be used to comprehensively evaluate the commission
and omission errors. These indicators were defined as follows:

Precision = TP/ (TP + FP) (1)

Recall = TP/ (TP + FN) (2)

OA = (TP + TN) / (TP +TN + FP + FN) (3)

F1− score = 2× Recall × Precision/ (Recall + Precision) .
(4)

Here, TP refers to the number of pixels in the pig farms that
were correctly extracted, TN refers to the number of pixels
without pig farms that were correctly extracted, FP denotes
the number of nonpig farm pixels that were misclassified as
buildings, and FN denotes the number of pig farm pixels that
were not identified.

IV. RESULTS

A. Extraction Accuracy With Different Combinations of
GaoFen Satellite Data

The pig farms were identified with considerable accuracy in
experiments A, C, and D, while the accuracy of experiment B
was relatively lower (see Fig. 4). The average OA using GF-2,

Fig. 4. Comparison of pig farm extraction results of four experimental groups.
(a) GF-2 image. (b) Ground survey. (c) Group A. (d) Group B. (e) Group C. (f)
Group D. Green indicates true positive (TP), red indicates false positive (FP),
and blue indicates false negative (FN) results. TP denotes correctly classified
pixels of pig farms. FP and FN denote incorrectly classified pixels of pig farms
and incorrectly classified pixels of nonpig farms, respectively.

the combination of GF-2 and GF-7, the combination of GF-2
and GF-5, and GF-5 were 94.97%, 94.49%, 93.6%, and 88.37%,
respectively (see Fig. 5).

Generally, most pixels within the farms could be identified
based on GF-2 multispectral images, especially the pixels lo-
cated at the boundary of the farms, which could also be extracted.
These features made the results look like regular patches even
though there were still some pixels that were identified as
non-pig farm pixels. More pig farm pixels were misidentified
based on GF-5 hyperspectral satellite images. The results based
on the combination of GF-2 and GF-5 were better than the results
using only GF-5 data, but there was still some misidentification
using that combination than with the use of only GF-2 data. The
results based on the combination of GF-2 and GF-7 had clearer
boundaries, more regular patches, and less salt-and-pepper noise
caused by misidentification.

The pixels containing small-scale pig farms had a higher
possibility of being undetected. The pixels containing large-
scale farms could be extracted in more regular patches with
evident boundaries, although a small proportion of them were
not identified.

For each experimental group, the average OA for ten times
was above 80%. The recall, OA and F1-score were consistent
between these four groups (see Fig. 5). In general, identifi-
cation was highly accurate using GF-2 multispectral images
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Fig. 5. Boxplots of precision, recall, OA, and F1-score in the tenfold cross
validation for four experimental groups. The solid black lines indicate the
medians.

independently, with precision, recall, and overall accuracy val-
ues of 90.96%, 85.22%, and 94.97%, respectively. Compared
with group A, the identifications in group C and group D were
improved by 0.4% and 0.1%, respectively, with the increase in
precision, with the ancillary support of hyperspectral images
sourced from GF-5 and DSM sourced from GF-7. The results
of using the combination of GF-2 and GF-5 achieved a higher
average precision with a higher stability and a lower variance,
even though the recall result showed a relatively lower average
than did the use of the GF-2 and GF-7 combination. This indi-
cated that the combination of GF-2 and GF-7 presented a slight
advantage in identifying more farm pixels correctly. There was
more omission error with a recall of 59.91% when identification
was based on hyperspectral images from only GF-5.

B. Extraction Accuracy of Pig Farms With Different
Morphological Characteristics

The pig farms examined in this study exhibited high levels of
aggregation and density. To describe the morphological charac-
teristics of the pig farms, six landscape pattern indices, number
of patches (NP), aggregation index (AI), edge density (ED),
splitting index (SPLIT), patch density (PD), and length-to-width
ratio (LWR), were selected. Specifically, the NP of 70% of pig
farms was less than 15, and the AI of all pig farms was between
94 and 99. Pig farms with an ED of greater than 200 and a PD
of greater than 100 each accounted for more than 80% of all pig
farms. The distribution of SPLIT was relatively scattered. For
all pig farms, the average LWR of their patches was greater than
1, and for 70% of them, the ratios were greater than 3, indicating
that the majority of the pig farms had an elongated rectangular
shape (see Fig. 6).

Overall, deep learning had a higher accuracy in extracting pig
farms with large NPs and a high AI, and a lower accuracy in

Fig. 6. Histogram of pig farm landscape pattern indices at the patch scale.

extracting pig farms with high ED and PD values (see Fig. 7).
The relationship between OA and morphological characteristics
indicated that the NP and the AI showed a relatively obviously
positive correlation with OA. The ED and PD were negatively
correlated with OA. There was a slight difference in the identi-
fication accuracy of farms with different SPLIT and LWR.

V. DISCUSSION

Four groups of experiments were designed to verify the effec-
tiveness of GaoFen images for pig farm extraction. Among these
experiments, the error was mainly caused by omission, while
commission errors occasionally appeared. Some information
was found by comparing the pig farm identification accuracies
of different combinations of GF images.

1) The spatial detail information provided by high spatial
resolution data play a more important role in improving the
pig farm identification accuracy than did the spectral detail
information provided by the hyperspectral data. Pig farm
extraction based on high-resolution multispectral data
could obtain identification results with the best precision.
The recall, accuracy, and F1-score were higher and more
stable using these data than those of the other three groups,
with fewer false detections and missed detections.

2) Although the GF-5 hyperspectral data provided more
spectral information of pig farms than did the GF-2 mul-
tispectral data, its lower spatial resolution constrained its
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Fig. 7. Percentile plots of pig farm landscape pattern indices and scatter plots
of the overall accuracy of pig farm extraction.

ability to identify small architectural structures. Because
lower spatial resolution data resulted in the poor identi-
fication of small buildings, large areas of small buildings
were missed. The four accuracy evaluation indicators per-
formed the worst with GF-5 data.

3) The registration error caused by spatially different resolu-
tions between GF-5 and GF-2 was the reason for the lower
accuracy when using GF-5. The identification accuracy
based on the combination of GF-2 multispectral data and
GF-5 hyperspectral data was higher than that based on
GF-5 data alone but lower than that based on GF-2 data
alone.

4) The DSM derived from GF-7 helped improve pig farm
identification by reducing omission errors. When the
building roofs were obscured by shadows or decorated
with other materials, this led to abnormal spectra on
GF-2 data. Thus, combining GF-2 and GF-7 provides an
effective solution to achieve better results, although the
registration errors of GF-2 and GF-7 cannot be ignored.

In addition to the registration errors caused by the different
data sources, the temporal differences between the different data
sources can also introduce certain errors in pig farm identifica-
tion using deep learning algorithms. Because different sensors
have different revisit cycles, it is difficult to obtain data from
different sources on the same dates at the same locations. Con-
sidering China’s statistical surveys on pig farming are conducted
once a year, efforts should still be made to ensure that a year is
not skipped in the acquisition of data from different sources,
even though pig farm buildings do not change much within a
year in general. If the government issues temporary restrictions

Fig. 8. Boxplots of precision, recall, OA, and F1-score in the tenfold cross
validation for four deep learning models.

or bans on pig farming in a particular year due to urban planning,
the time intervals between different data sources need to be
more frequent. To evaluate the effectiveness of different deep
learning networks on pig farm identification, Attention U-Net,
Enet, and SegNet were applied to GF-2 dataset for pig farm
identification [43], [44], [54]. Each experiment was repeated
ten times, and the results were compared with those of U-Net
(see Fig. 8). The comparison results on four evaluation met-
rics demonstrate the effectiveness of deep learning methods
on pig farm identification. The average OA for ten times with
Attention U-Net, Enet, and SegNet are all above 90% with
94.35%, 93.84%, and 91.57%, respectively, while that of U-Net
is 94.97%. The results also revealed that the network architecture
had impact on pig farm identification. The performance of U-Net
was slightly better than the other networks with significantly
faster computation speed. It may because our dataset is relatively
small compared to traditional computer vision datasets, which
may not fully reflect the differences between networks.

Although this study achieved considerable results in identify-
ing pig farms based on deep learning, it still has some limitations.
First, due to the scattered distribution of the pig farm samples,
sample collection is difficult, and the number of training samples
used in this study was less than that used for object recognition
in the computer vision field [55], [56]. Because of the small
sample size, tenfold cross validation was employed for accuracy
evaluation. In addition, the limited number of samples made it
difficult to fully cover various forms of pig farms and obtain
sufficiently representative samples. In future studies, collecting
more diverse samples from pig farms will improve the complete-
ness and representativeness of the samples. Second, whether
pig farms can be effectively distinguished from residential and
industrial areas is a subject that requires further experimentation
and exploration. In this study, there are no typically industrial
facilities or residential buildings around pig farms, because the
site selection for pig farms in China takes into consideration
environmental concerns such as the disposal of pig excrement
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and the spread of diseases. However, there are office buildings
near pig farming facilities, which are labeled and recognized
as nonfarms in this study. The results and accuracy evaluation
reflects that the methods proposed in this study can effectively
identify pig farms and other buildings. Third, although deep
learning networks have been shown to have good transferability,
the model in this study has not yet been applied to identify more
regions and small-scale pig farms. Fourth, techniques in the field
of machine learning, such as semisupervised [57], one-class
classification [58], and few-shot [59] learning techniques, may
be helpful to train the U-Net model with a small amount of
labelled data and a large amount of unlabeled data, which can
promote the generalization ability of the model.

Pig farms are generally composed of some elongated build-
ings, but the shape and distribution of the buildings can vary.
For large-scale pig farms, buildings are generally relatively large
and similar in appearance, with a large NP, high AI, and high
extraction accuracy. Small pig farms have smaller buildings
with inconsistent appearances. These pig farms generally have a
higher ED and patch density (PD) and a lower extraction accu-
racy. To improve pig farm identification, future research should
focus on small pig farms and develop identification methods that
account for the architectural characteristics of these farms.

At present, deep learning methods are being applied in various
fields related to pig farming, such as pig counting [60], pig
posture detection [61], and pig behavior recognition [62]. This
study focuses on the automatic extraction of spatial distribution
information on pig farms, which enriches the research on deep
learning in the field of pig farming and has significant impli-
cations for improving the management of pig farms and pork
production estimates.

VI. CONCLUSION

Accurate information on the spatial distribution and area of
pig farms is crucial for pig farming management, environmental
governance, and disease prevention and control. However, the
relevant governmental regulatory departments currently rely on
field surveys, which are not very efficient, and few studies have
focused on extracting spatial information on pig farms using
remote sensing data. This study proposed a method to under-
stand the spatial distribution of pig farms using the U-Net deep
learning model. A series of experiments were conducted based
on different GaoFen satellite image combinations to illustrate the
applicability of multisource GaoFen satellite images for pig farm
extraction and the impact of the morphological features of the
farms on their identification accuracy. The results demonstrated
that pig farms could be effectively identified by the U-Net model
using different combinations of GaoFen data, with an average
OA of over 80%. The high identification accuracy achieved
using GF-2 multispectral imagery indicated that high spatial
resolution data played an essential role in ensuring pig farm
identification accuracy. Hyperspectral information from GF-5
and DSM information from GF-7 helped improve pig farm
identification, with clearer boundaries, more regular patches,
less salt and pepper noise, and fewer missed detections, but
their lower spatial resolutions and registration errors may re-
strain their ability to identify small architectural structures. In
addition, the deep learning algorithm showed a higher accuracy

in extracting pig farms with a greater NP and a higher AI, and it
presented a lower accuracy in identifying pig farms with a higher
ED and higher PD. Although there are still some limitations to
address, for example, by improving the deep learning networks
model and enlarging the sample pool for various sizes of pig
farms, this study enriches the research on the use of deep learning
for pig farm identification and provides a scientific reference for
governmental decision-making on pig breeding management.
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