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An Analysis Method of Gas Absorption Spectrum
Characteristics Based on Fuzzy

Comprehensive Evaluation
Zhaocong Wu , Mingliang Li , Keyi Rao , Yixian Yue , and Anquan Xia

Abstract—The growing demand for atmospheric environment
monitoring requires a more precise analysis of gas absorption spec-
tral characteristics and simulation of radiation transfer within the
absorption window. However, there is still a lack of clarity regarding
the methods and technical details for extracting, analyzing ab-
sorption spectral characteristics, and simulating radiative transfer.
This article proposes a fuzzy comprehensive evaluation method
to analyze the impact on the absorption spectral characteristics
of a gas and constructs a technical framework called spectrum
characteristics analysis technical framework (SCATF) for atmo-
spheric remote sensing detection. First, this article investigates the
extraction method of the absorption window based on the HITRAN
database. Then, it establishes the improved fuzzy comprehensive
evaluation model (IFCE) for evaluating the absorption channel.
Subsequently, an improved fuzzy comprehensive evaluation model,
IFCE-α, based on the monitoring factorα, is proposed for evaluat-
ing the absorption window. Next, the radiative transfer simulation
and inversion error analysis process for the absorption window was
established based on the SCIATRAN model. Finally, the feasibility
of the SCATF framework is verified by using atmospheric CO2

as an illustrative example. Based on the experimental results, the
SCATF framework demonstrates the ability to accurately extract
the absorption characteristics of a specific gas, evaluate the extent of
interference in both the absorption window and channel, and offer
advanced insights into the performance of the absorption window
in remote sensing detection. This framework introduces a novel
approach for designing detection bands for atmospheric remote
sensing.

Index Terms—Fuzzy comprehensive evaluation, gas
concentration inversion, HITRAN, radiative transfer, spectral
characteristics analysis.
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I. INTRODUCTION

THE growing demand for atmospheric remote sensing has
highlighted the need to extract, identify, and process ab-

sorption spectral characteristics of gases of interest. Precise iden-
tification of the “fingerprint” information in the gas absorption
spectrum is crucial for quantifying the concentration or profile
distribution of a target gas in remote sensing detection [1], [2].
However, extracting and quantitatively evaluating the absorption
spectral characteristics of the target gas becomes challenging
when multiple absorbing gases are present, despite the existing
literature and relevant databases documenting most of the spec-
tral features of molecules. Additional analysis and research are
necessary to elucidate the methodological and technical aspects
of gas absorption spectral characteristic extraction and analysis,
as well as radiative transfer simulations [3], [4].

In recent decades, significant progress has been made in
exploring and applying spectral features of molecules. Prac-
tical observations have revealed spectral features [5], [6], [7]
of various molecules, including absorption line positions [8],
[9], intensities [10], [11], and half-widths [12], [13]. The in-
troduction of various simulation models [14], [15], [16], [17]
has greatly enhanced the accuracy of simulated data related to
spectral features. Moreover, several high-resolution molecular
spectral databases, such as ExoMol [18], HITRAN/HITEMP
[19], NIST [20], and PNNL [21] have been developed to compile
spectral line data. The growing availability of spectral line infor-
mation has fostered the development of hyperspectral imaging
techniques based on molecular absorption spectroscopy [22].
Scholars involved in the development and design of gas sensors
frequently utilize the extracted gas absorption spectral charac-
teristics for designing inversion bands and conducting radiative
transfer simulations [23], [24], [25] to gain insight into sensor
performance beforehand.

Bridging spectral data and remote sensing applications in-
volves several crucial steps, including spectral feature extrac-
tion and analysis, radiative transfer simulation, and technology
validation. Several application program interfaces (APIs), such
as HAPI [26], SpectraPlot [27], RADIS [28], and SPEARS
[29], have been developed to enable more efficient extraction
of molecular absorption spectra from spectral databases. These
interfaces integrate a wide range of spectral line data, enabling
researchers to accurately model absorption spectra across vari-
ous wavelengths. However, interference or masking of the target
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gas absorption characteristics can occur when multiple gases
absorb within the same absorption window, thereby reducing
the availability of corresponding absorption channels. While the
APIs have enhanced researchers’ ability to retrieve molecular
spectra, they still do not fully meet the need for quantitative
analysis and evaluation of spectral properties.

This article aims to propose a method for quantitatively
analyzing and evaluating spectral characteristics to enable the
rapid quantitative analysis of absorption spectral characteristics
of target gases in the presence of multiple interfering gases.
Furthermore, a set of technical processes will be designed, rang-
ing from molecular spectral databases to atmospheric remote
sensing observation simulations. By doing so, a technical frame-
work for the analysis of spectral characteristics for atmospheric
remote sensing will be established. This framework not only
accurately extracts the absorption characteristics of the target
gas and quickly quantifies and evaluates the affected degree of
absorption channels and absorption windows but also provides a
preliminary analysis of the performance of absorption windows
in remote sensing detection.

Fuzzy comprehensive evaluation models are more suitable for
quantifying the extent to which the absorption spectral properties
of gases are influenced. Various evaluation models are com-
monly used, including hierarchical process [30], a technique for
order of preference by similarity to ideal solution method [31],
data envelopment analysis [32], rank sum ratio method [33],
fuzzy comprehensive evaluation [34], and gray relation analysis
[35]. Using terms such as “large” or “small” to describe the
degree of disturbance to an absorption characteristic is insuffi-
cient. The boundaries between good and bad absorption channels
are not well defined, leading to a highly ambiguous concept.
Hence, fuzzy comprehensive evaluation models are suitable for
describing and studying this phenomenon.

HITRAN, a high-resolution spectral database, and SCIA-
TRAN, a high-precision atmospheric radiative transfer model,
serve as reliable data sources and analytical tools for study-
ing absorption spectral characteristics. HITRAN contains 19
spectral parameters such as spectral line transition frequencies,
spectral line intensities, and air broadening half-widths, which
facilitate accurate modeling of the absorption spectra of gas
molecules [36]. Atmospheric radiative transfer models such as
MODTRAN [37], LBLRTM [38], and SCIATRAN [39] are
extensively employed in remote sensing applications for precise
modeling of solar radiation transfer in the atmosphere and at the
surface. The SCIATRAN model, which integrates various cloud,
aerosol, and surface parameterization methods, has adjustable
parameters and high computational accuracy, making it a highly
promising tool for gas detection simulation.

This article proposes an improved fuzzy comprehensive eval-
uation (IFCE) method for the analysis of the influence degree
of gas absorption spectrum characteristics and constructs a
technical framework, called spectrum characteristics analysis
technical framework (SCATF), concerning atmospheric remote
sensing. Initially, the molecular absorption spectra are simu-
lated using the HITRAN database, and the method for extract-
ing absorption windows is investigated. Subsequently, a fuzzy
membership function is designed, and the fuzzy comprehensive
evaluation model is improved to facilitate the evaluation of

absorption channels. Based on this, the IFCE-α model, an IFCE
model incorporating the monitoring factor α, is proposed for
assessing absorption windows. Finally, sensitivity analysis and
inversion are performed using the SCIATRAN model to ana-
lyze the performance of absorption windows in remote sensing
detection.

II. METHODOLOGY

To achieve the proposed objectives of this study, three critical
issues need to be addressed. The first issue involves extract-
ing the effective absorption characteristics of the target gas.
The second problem revolves around establishing an evaluation
model to accurately quantify the absorption characteristics of
the target gas. Finally, the third challenge relates to conducting
remote sensing detection simulations for the absorption window.
To address the first problem, we utilize the HITRAN database
along with the threshold method to extract absorption bands. For
the second challenge, we propose an IFCE-α model that incor-
porates the monitoring factor α. The third issue is effectively
addressed by reasonably establishing observation scenarios,
employing sensitivity analysis techniques, and utilizing optimal
inversion algorithms.

Fig. 1 illustrates the fundamental components and functions
of the SCATF framework developed in this article. The frame-
work consists of three parts: absorption spectrum simulation
and extraction of absorption windows, improvement of fuzzy
comprehensive evaluation model and evaluation of absorption
windows, and absorption window radiative transfer simulation.
The processes involved in each part are explained as follows.

1) Based on the high-resolution molecular spectral library,
the absorption spectra of the target gas and other atmo-
spheric gas components are simulated across the entire
spectral range. Subsequently, according to the absorption
intensity of the target gas, the absorption spectra of the
target gas and other gases are extracted using the threshold
method.

2) According to the absorption spectrum characteristics, a
membership function is constructed. Subsequently, by
replacing the fuzzy operator, an IFCE model is established
to evaluate the affected degree of the absorption channel of
the target gas. Furthermore, by introducing the monitoring
factor α, an IFCE-α model is built to evaluate the affected
degree of the absorption window of the target gas.

3) Satellite observation scenarios are established based on
simulation requirements. Next, the radiance sensitivity
and signal-to-noise ratio (SNR) requirements are analyzed
by using the SCIATRAN model. In addition, the column
averaging kernel and a posteriori inversion error is derived
based on the optimal inversion algorithm. Finally, the
performance of the absorption window in remote sensing
detection is analyzed.

A. Absorption Window Extraction

The HITRAN2020 database1 enables researchers to compute
absorption spectra for different atmospheric gases within the

1[Online]. Available: https://hitran.iao.ru

https://hitran.iao.ru
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Fig. 1. SCATF framework for atmospheric remote sensing detection.

effective spectral range documented in HITRAN. The specific
spectral range can be tailored according to specific requirements.

The gas absorbance function [40] can be expressed as follows:

AF (WN,T, P, L) = 1− e−KNa(WN,T,P )L

= 1− e−KNa(WN,T,P )CL′
(1)

where AF is the gas absorbance function (Absorption rate),
KNa is the molecular absorption coefficient per unit volume of
pure gas molecules, WN is the current wave number (cm−1),

T represents the temperature (K), P denotes the pressure (hPa),
and L is the radiative transfer path of pure gas, referred to as
the relative radiative transfer path in this article. C is the gas
concentration and L′ is the radiative transfer path in the actual
satellite observation.

Considering that most atmospheric molecules are concen-
trated within a 10 000 m range from the Earth’s surface, this
study defines the actual radiation transfer path, denoted as L′,
as 10 000 m. Consequently, a magnification factor of 10 000 is
applied to the concentration of molecules in the atmosphere to
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determine the relative radiative transfer path L. This approach
effectively eliminates the errors that caused by the abnormal
number of molecules along the optical path.

Analyzing absorption characteristics within specific absorp-
tion windows, which comprise particular absorption channels,
is a common approach to meet the requirements of diverse
remote sensing applications. Hence, the effective extraction of
these absorption windows is crucial as a prerequisite. In this
study, absorption rate thresholds and bandwidth thresholds are
employed to achieve this objective.

At the beginning, the absorption threshold is used to divide the
absorption spectrum into segments. Due to electronic transitions,
molecular vibrations, and rotations, pollutants such as NOX,
SO2, CO2, and CH4 exhibit distinct band-shaped absorption
spectra at high spectral resolutions. In addition, the absorp-
tion rate is nearly negligible in weak absorption channels and
nonabsorbing bands. To divide the absorption spectrum into
segments using the threshold method, it is essential to determine
an appropriate threshold value based on the specific application.
In the context of atmospheric remote sensing, the energy changes
caused by an extremely low gas absorption rate are insignificant.
As a result, this study sets the threshold value for the absorption
rate to 10−10, considering absorption coefficients below this
threshold as zero. This approach facilitates the extraction of the
desired gas absorption window, providing valuable information
regarding the location and intensity of each window. To achieve a
more precise assessment of the impact of the absorption window,
it may be necessary to manually adjust the window’s span to a
minimum while preserving the integrity of the gas absorption
band.

The second step involves applying the bandwidth threshold to
remove absorption windows that are considered invalid for re-
mote sensing detection. A narrow absorption window is usually
unusable and, thus, classified as invalid. The width threshold of
the window depends on the gas type and the window’s position.
The total carbon column observation network [41], [42] has
continuously observed gases such as CO2, CH4, CO, N2O,
and others for an extended period using a spectrometer with
a detection bandwidth greater than 20 cm−1. To retain more
effective bands for a detailed analysis, this study sets a window
width threshold of 15 cm−1 and excludes windows with a width
smaller than this threshold during the extraction process.

Finally, the absorption spectra of other atmospheric gas
molecules are acquired based on the absorption windows of the
target gas in order to evaluate their influence on the absorption
spectrum of the target gas.

The present study employed the threshold method to extract
N2O absorption windows in order to evaluate its effectiveness.
The results indicated that 52 absorption windows were obtained
using absorbance thresholds, and after applying window thresh-
old filtering, 49 windows were extracted. The extracted windows
encompassed those employed for the remote sensing inversion
of N2O concentration [43], [44], such as 1240–1350 cm−1,
2130–2280 cm−1, 4300–4450 cm−1, and 4665–4785 cm−1.
These findings suggest the effectiveness of the threshold method
in the band selection process. Fig. 2 illustrates a section of the
N2O absorption window extracted using the threshold method.

Fig. 2. N2O absorption window extracted using the threshold method.

B. Establishment of Factor Set, Weight Set, and Comment Set

To provide a clear and explicit demonstration of the estab-
lishment process of the fuzzy membership function, this arti-
cle initially defines the evaluation indexes, index weights, and
evaluation results, referred to as the factor set, weight set, and
comment set.

In this study, the absorption channel and absorption window
are employed as the units of analysis. Consequently, the absorp-
tion spectrum of the target gas within its absorption window can
be represented as Ai0

Ai0 = [ai0 (λ1) , ai0 (λ2) , . . . , ai0 (λk) , . . . , ai0 (λpi
)] (2)

where the subscript i denotes the index of the absorption win-
dow (i = 1, 2, . . . ,m), the subscript 0 denotes the target
gas, ai0(λk) denotes the absorption coefficient of channel λk

(k = 1, 2, . . . , pi), and pi denotes the number of absorption
channels within the ith absorption window.

Taking into account the existence of multiple interfering gases
within the absorption window of the target gas, the absorption
spectrum of these interfering gases can be expressed as Aij

Aij = [aij (λ1) , aij (λ2) , . . . , aij (λk) , . . . , aij (λpi
)] (3)

where the subscript i denotes the index of the absorption window
(i = 1, 2, . . . ,m), the subscript j represents the interfer-
ing gas species (i = 1, 2, . . . , n), and aij(λk) denotes the
absorption coefficient of the jth interfering gas in channel λk

(k = 1, 2, . . . , pi).
To better understand the influence of a gas on the absorption

characteristics of the target gas, we define the factor set as the
ratio between the absorption coefficient of the interfering gas and
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Fig. 3. Visualization of fuzzy distributions. (a) Rectangular. (b) Generalized
bell-shaped. (c) Gaussian. (d) Trapezoidal distributions.

that of the target gas. A higher ratio signifies a stronger absorp-
tion characteristic of the interfering gas, which can overshadow
the absorption characteristic of the target gas. Conversely, a
lower ratio indicates the dominance of the absorption character-
istics of the target gas. The factor set Ui can be mathematically
expressed as

Ui (λk) = {ui1 (λk) , ui2 (λk) , . . . , uij (λk) , . . . , uin (λk)}
(4)

where uij (λk) = aij (λk)/ai0(λk) is the ratio of the absorption
coefficient of the jth interfering gas to that of the target gas.

The absorption characteristics of the target gas are influenced
by the absorption coefficient of the interfering gas, irrespective
of the gas type. Therefore, it is reasonable to assign equal weights
to the weight set W when evaluating the impact on individual
channels of the target gas: W = {wj , wj = 1/n} .

To describe the level of impact on a channel within the
absorption window of the target gas, four affected levels are de-
fined, i.e., the comment set V = {1− unaffected, 2− slightly
affected, 3− greatly affected, 4− seriously affected}.

C. Construction of Fuzzy Membership Function

This article argues that the trapezoidal or semitrapezoidal
distribution is the optimal choice for constructing the fuzzy
membership function. Although there are various fuzzy distribu-
tions available, such as rectangular, Gaussian, and bell-shaped
distributions, not all of them are suitable for our study. As
Fig. 3 illustrates, rectangular or semirectangular distributions
are overly simplistic, primarily aimed at conveying deterministic
information and they do not effectively capture the fuzziness as-
sociated with the absorbed characteristic interference. The func-
tional form of the generalized bell-shaped distribution is more
intricate, rendering parameter determination more challenging
and amplifying the uncertainty in experimental outcomes. The
membership degree of the Gaussian distribution equals 1 only

at the center point (mean) of the curve. This indicates that the
Gaussian distribution is excessively conservative in conveying
deterministic information and does not meet the prerequisites
of this study. In contrast, the trapezoidal or semitrapezoidal
distribution function exhibits a straightforward structure and
explicit parameter interpretations. It simultaneously addresses
both information determinacy and fuzziness, aligning with the
criteria of this article.

The membership functions, constructed based on the
trapezoidal or semitrapezoidal distribution, are represented
by (5)–(8).

For independent variable values below 0.01, the membership
value of the membership function r1(x) is 1. This suggests that
the absorption characteristics of the target gas remain unaffected.
However, as the independent variable increases within the range
of 0.01–0.02, the membership value decreases. The specific
value can be determined using the corresponding segment within
the piecewise function. For independent variable values greater
than 0.02, the membership value is 0. This indicates that the
absorption characteristics of the target gas are no longer at the
“unaffected” level. The first two segments are defined with a
width of 0.01, and the narrower range of values considers the
uncertainty in the degree of affected absorption characteristics
while preserving deterministic information.

The function r2(x) indicates that for independent variable
values less than 0.01, the target gas absorption characteristics
do not fall under the category of “slightly affected” and align
with the findings from r1(x). However, as the independent
variable falls within the range of 0.01–0.02, the membership
degree increases proportionally. In contrast, for independent
variable values between 0.02 and 0.5, the membership degree
decreases as the independent variable increases until the target
gas absorption characteristics are no longer considered “slightly
affected.” When the independent variable falls within the range
of 0.02–0.2, the membership degree is 1, indicating that the target
gas absorption characteristics are entirely classified as “slightly
affected.”

r1 (x) =

⎧⎨
⎩

1, 0 ≤ x < 1
100−100x+ 2, 1

100 ≤ x < 1
50

0, x ≥ 1
50

(5)

r2 (x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, 0 ≤ x < 1
100

100x− 1, 1
100 ≤ x < 1

50
1, 1

50 ≤ x < 1
5− 10

3 x+ 5
3 ,

1
5 ≤ x < 1

2
0, x ≥ 1

2

(6)

r3 (x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, 0 ≤ x < 1
5

10
3 x− 2

3 ,
1
5 ≤ x < 1

2
1, 1

2 ≤ x < 2
− 1

3x+ 5
3 , 2 ≤ x < 5

0, x ≥ 5

(7)

r4 (x) =

⎧⎨
⎩

0, 0 ≤ x < 2
1
3x− 2

3 , 2 ≤ x < 5
1, x ≥ 5

. (8)
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In (5)–(8), x represents the evaluation indicator, i.e., the
element in factor set Ui.

The interpretations attributed to the cut-off points of the r3(x)
and r4(x) functions are analogous to those of the r1(x) and
r2(x) functions, hence they shall not be reiterated herein.

Thus, the membership matrix Rij(λk) for a single evaluation
indicator uij(λk) can be expressed as follows:

Rij (λk) =
[
r1ij (λk) , r

2
ij (λk) , r

3
ij (λk) , r

4
ij (λk)

]
. (9)

The expression of the fuzzy comprehensive evaluation matrix
Ri(λk) is as follows:

Ri (λk)=[Ri1 (λk) , Ri2 (λk) , . . . , Rij (λk) , . . . , Rin (λk)]
T .

(10)

D. Absorption Channel Evaluation Method IFCE

The conventional fuzzy comprehensive evaluation model,
as shown in (11), employs classical fuzzy operators [such
as M(∨,∧), M(∨, �), M(⊕,∧), andM(+, �)] to combine the
information from the fuzzy comprehensive evaluation matrix
R and calculate the fuzzy evaluation vector B. Consequently,
the evaluation results are obtained by following the maximum
membership principle

Bi (λk) = W ◦Ri (λk) . (11)

In the assessment of absorption channels, the classical fuzzy
operator may weaken and lose valuable information. As a result,
accurate evaluation results are often not achieved. To address
this issue, a modification of the classical fuzzy operator has been
proposed. This modified approach utilizes level variables and the
“max” operator to enhance the evaluation process. Specifically,
the level variables are employed to weigh the membership
degrees in the evaluation matrix R, thus maximizing the use
of available information. The “max” operator is then applied
to highlight the weighted results, leading to more accurate
evaluation outcomes. The IFCE model is presented as follows:

Hij (λk) =

4∑
q=1

vq · rqij (λk) (12)

Hi (λk) = ∨
j
Hij (λk) (13)

where Hij(λk) is the level-variable-weighted value (LVW), and
vq corresponds to numerical representations of elements in the
comment set V. Hi(λk) denotes the maximum LVW value
among n gases in channel λk, with Hi(λk) ⊆ [1, 4], indicating
a range from 1 to 4. ∨ is the “max” operator.

For example, if channel λ0 of the target gas GASX is affected
by five interfering gases, the fuzzy comprehensive evaluation
matrix R(λ0) obtained based on the fuzzy membership function
is

R (λ0) = (rjq)5×4 =

⎡
⎢⎢⎢⎢⎣

0 0 0 1
0.3 0.7 0 0
1 0 0 0
0.8 0.2 0 0
0.5 0.5 0 0

⎤
⎥⎥⎥⎥⎦

where rjq represents the membership degree of the jth factor
to the qth comment; j = 1, 2, . . . , 5 representing the type of
interfering gas; q = 1, 2, . . . , 4 representing four comments
described in Section II-A1.

According to the principle of maximum membership degree,
r14 is equal to 1, indicating that the first gas causes channel λ0

to be seriously affected. Similarly, r22 is 0.7, r31 is 1, and r41
is 0.8, suggesting that the second gas causes channel λ0 to be
greatly affected, whereas the third and fourth gases do not have
any effect on channel λ0. The exact effect of the fifth gas cannot
be determined as r51 and r52 are both 0.5. For an absorption
channel, the severity of the final result will not be mitigated
even if only one gas has a severe effect on it. Therefore, the
absorption characteristics of the target gas on this channel will
be difficult to identify in the presence of five gas interferences.

The influence level of channel λ0 was assessed using the
conventional fuzzy comprehensive evaluation model. The eval-
uation yielded a fuzzy evaluation vector B of [0.8, 0.6, 0,
0.2]. The membership degree for the “unaffected” level was
determined to be 0.8, which contradicts the actual situation.
However, upon recalculation using IFCE, the LVW of the
five evaluation indicators for channel λ0 was determined as
Hij (λ0) = [4, 1.7, 1, 1.2, 1.5], with a maximum LVW of
Hi (λ0) = 4. This indicates that the channel is significantly
affected. The accuracy of the IFCE evaluation results is evident.

E. Absorption Window Evaluation Method IFCE-α

The affected degree of the absorption window is evaluated by
synthesizing the maximum LVW values Hi(λk) of all channels
and obtaining the LVW corresponding to the window, denoted
as Hi. In the absorption window of the target gas, the channel
located at the center of the absorption line exhibits significant
radiation absorption, referred to as the “strong absorption chan-
nel.” Conversely, the channels positioned at the edges demon-
strate relatively weak absorption of radiation, referred to as the
“weak absorption channels.” Thus, the evaluation result of the
absorption window relies on how the strong and weak absorption
channels within the window are processed.

If Hi(λk) is averaged over all channels, the improved fuzzy
comprehensive evaluation model based on the mean-value
method (IFCE-M) can be obtained

Hi =
1

pi

pi∑
k=1

Hi(λk)

=
1

ppeak
i + pval

i

ppeak
i∑

k=1

Hi(λ
peak
k ) +

1

ppeak
i + pval

i

pval
i∑

k=1

Hi(λ
val
k )

(14)

where λ
peak
k and λval

k represent the strong absorption channels
and the weak absorption channels, respectively. ppeak

i and pval
i are

the numbers of strong absorption channels and weak absorption
channels, respectively.
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Fig. 4. Example windows with spectral ranges of (a) 2400–2430 cm−1 and
(b) 4806–4853 cm−1, spectral resolution of 0.01 cm−1, target gas as CO2, and
six interfering gases as H2O, O3, N2O, CO, CH4, and O2.

TABLE I
EVALUATION RESULTS OF ABSORPTION WINDOWS (A) AND WINDOWS (B)

The affected level of the absorption window can be expressed
as follows:

Si =

⎧⎪⎪⎨
⎪⎪⎩

unaffected, [Hi] = 1
slightly affected, [Hi] = 2
greatly affected, [Hi] = 3

seriously affected, [Hi] = 4

(15)

where the symbol [] represents rounding. “Slightly affected”
indicates that the absorption characteristics in the window expe-
rience minimal impact and do not impede its usability. “Greatly
affected” suggests significant limitations to the usability of
the window. “Seriously affected” indicates that the absorption
characteristics of the target gas within the absorption window
are nearly indistinguishable.

To assess the performance of the mean value method (or
IFCE-M) in evaluating absorption windows, two windows were
selected as examples: 2400–2430 cm−1 [referred to as window
(a)] and 4806–4853 cm−1 [referred to as window (b)]. These
windows were analyzed to determine the impact of the six
interfering gases on the CO2 absorption characteristics within
them.

According to Fig. 4, Window (a) is affected by CH4, N2O,
and H2O, while window (b) is mainly impacted by H2O. Visual
analysis may indicate that window (a) is more affected than
window (b); however, this is not always the case. Although
window (a) has more interfering gases with higher absorption
coefficients, their absorption lines seldom coincide with CO2 ab-
sorption lines, leading to minimal impact on the CO2 absorption
characteristics.

According to Table I, the IFCE-M evaluation results for
window (b) align with the actual observations, whereas those for
window (a) do not show the same consistency. This phenomenon
can be attributed to the following reasons: when the strong

Fig. 5. Correspondence between the monitoring factor α and LVWs for
windows (a) and (b).

absorption channel of the interfering gas roughly aligns with
the strong absorption channel of the target gas, it has a signif-
icant impact on the absorption characteristics of the target gas;
conversely, when the strong absorption channel of the interfering
gas is close to the weak absorption channel of the target gas, the
influence on the absorption characteristics of the target gas is
relatively minimal. Apparently, the IFCE-M method does not
consider the differences between strong and weak absorption
channels, making it somewhat inadequate for assessing window
levels.

To address the limitations of IFCE-M, this article presents an
enhanced fuzzy comprehensive evaluation model called IFCE-
α. The proposed model incorporates a monitoring factor α
(α ⊆ [0, 1]) in the calculation of Hi (Hi ⊆ [0.5, 4]). The moni-
toring factorα is introduced to emphasize the difference between
strong and weak absorption channels of the target gas during the
evaluation process.

Hi =
1

1 + α2

⎡
⎣ 1

ppeak
i

ppeak
i∑

k=1

Hi(λ
peak
k ) + α2 1

pval
i

pval
i∑

k=1

Hi(λ
val
k )

⎤
⎦ .

(16)
Equation (16) demonstrates that the window evaluation is

exclusively determined by the strong absorption channels when
α = 0, disregarding the weak absorption channels. Conversely,
when α = 1, both the strong and weak absorption channels are
given equal consideration. The value of the monitoring factor α
can be determined empirically or obtained through feedback on
the evaluation results.

Based on Table I, the IFCE-αmodel accurately evaluates both
window (a) and window (b). The LVWs for the two absorption
windows are 2.36 and 2.29 when α is 0.5, respectively. These
values correspond to “slightly affected,” aligning with the actual
situation.

This article also investigates the stability of the IFCE-α
model. According to Fig. 5, as α changes from 1 to 0, the LVW
for window (b) ranges from 2.19 to 2.44, indicating a “slight
effect.” The LVW in window (a) gradually changes from 2.64 to
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TABLE II
OBSERVATION SCENARIO PARAMETERS

2.18, indicating a transition from “largely affected” to “slightly
affected” and correcting the initially incorrect evaluation result.
The LVWs exhibit gradual changes without significant fluctua-
tions, providing robust evidence for the stability of the IFCE-α
model.

F. Observation Scenario Establishment

The establishment of a well-defined observation scenario is
crucial for the successful implementation of radiative transfer
simulation. Key factors in establishing an observation scenario
include determining crucial parameters, such as spectral char-
acteristics, observation geometry, atmospheric conditions, and
surface properties, as outlined in Table II.

The selection of band and spectral resolution should be based
on the specific remote sensing detection requirements and can
be optimized based on the simulation results.

The observation geometry can be determined using a mathe-
matical model. The following equation describes the temporal,
seasonal, and latitudinal variations of the solar zenith angle
(SZA):

sin
(π
2
− θs

)
= cosh cos δ cosΦ + sin δ sinΦ (17)

where θs is the SZA, h is the solar hour angle, δ is the current
solar declination, and Φ is the local latitude.

Atmospheric state parameters and surface characteristic pa-
rameters can be retrieved from widely accessible databases.
When referring to atmospheric profiles, researchers can choose
from the 1976 American Standard Atmosphere [45] or the
European TIGR [46] atmospheric profile database, both of which
provide atmospheric models for tropical, midlatitude, and polar
regions. Options for aerosol types include MODIS, AERONET
[47], and Optical Properties of Aerosols and Clouds [48], which
can generate a wide range of aerosol types by combining basic
aerosol particles. The aerosol optical depth (AOD) can be de-
termined based on the desired accuracy requirements for target
gas detection, such as specifying the limit value, median value,
or a series of equally spaced values of AOD.

Simplifying the surface model as a Lambertian body is a com-
mon practice in radiative transfer simulations. This approach
allows for the extraction of surface reflectance values from a
range of spectral databases, such as the ASTER spectral library

[49] and the USGS digital spectral library [50]. When dealing
with a narrow band, assuming a constant surface reflectance is
also acceptable.

G. Sensitivity Analysis and Inversion

It is important to note that in the strong absorption window,
radiation absorption can easily saturate, posing challenges to the
accurate detection of target gas concentrations. Conversely, in
the weak absorption window, variations in target gas concen-
tration may cause minimal radiance fluctuations, resulting in
reduced sensitivity and hindering gas detection efforts. There-
fore, conducting remote sensing simulations of the absorption
window is crucial to assess its performance in remote sensing
detection.

The radiative transfer process under real atmospheric condi-
tions can be described as follows:

R = F (x) + ε (18)

where R is the radiance received by the sensor, F is the forward
radiative transfer model, x denotes the state parameter to be
inverted, and ε represents the model and observation errors.

When considering a specific absorption window, the initial
step is to examine the sensitivity of the radiance to changes in
the target gas concentration. This sensitivity analysis is crucial
in determining whether the absorption window is suitable for
remote sensing detection of the target gas. In addition, it is crucial
to investigate other factors, including spectral resolution, SZA,
aerosol type, AOD, and surface reflectance, as these variables
significantly influence the accuracy of the remote sensing detec-
tion of target gases.

The radiance sensitivity is quantified by the relative rate of
change of radiance, which can be defined as follows:

S =
ΔR

R0
=

R′ −R0

R0
(19)

where S represents the sensitivity, R0 is the radiance under the
initial scenario, andR′ is the radiance after the observed scenario
parameters are changed. The SNR is defined as the reciprocal
of radiance sensitivity.

The optimal inversion algorithm [51] is employed to obtain
the maximum likelihood solution of the model by minimizing
the following cost function:

χ2 = [R− F (x)]TS−1
ε [R− F (x)]

+ γ(x− xa)
TS−1

a (x− xa) (20)

where Sε is the measurement error covariance matrix, Sa is the
a priori covariance matrix, and xa is an a priori state vector.

The Levenberg–Marquardt iterative method is employed to
accelerate the convergence speed during the solution process as
follows:

xi+1 = x0 +
(
KT

i S
−1
ε Ki + γS−1

a

)−1

× [
KT

i S
−1
ε (R− F (xi)) + S−1

a (xi − x0)
]

(21)
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TABLE III
GAS SPECIES, CONCENTRATIONS, AND SIMULATION BANDS

where subscript i represents the number of iterations, K =
∂F (x)/∂x is the Jacobi matrix, andγ represents the Levenberg–
Marquardt parameter, which is initialized to 1.

In this study, the inversion error is quantified using the stan-
dard deviation, and the sensitivity of gas inversion at different
altitudes is assessed using the column averaging kernel. A
smaller column averaging kernel at a specific height indicates a
lower sensitivity of gas inversion at that height. In ideal cases,
the elements of the column averaging kernel are equal to 1,
indicating a perfect match between the gas profile obtained by
the inversion and the true profile. The posterior error covariance
matrix and the averaging kernel can be calculated as follows:

Ŝ =
(
KTS−1

ε K + S−1
a

)−1
(22)

A =
∂x̂

∂x
= Ŝ KTS−1

ε K. (23)

The standard deviation of the error in inversion values σXCO2

is given as follows:

σXCO2 = (hT Ŝh)
1/2

(24)

where h represents the pressure weighting function [52].
The column averaging kernel for layer j can be calculated as

follows:

aj =
(
hTA

)
j

1

hj
. (25)

So far, the technical framework for atmospheric remote sens-
ing, SCATF, has been successfully established through the ap-
plication of the absorption window extraction method, spectral
characteristic analysis method, and absorption window remote
sensing simulation method.

III. CASE STUDY

This study examines the SCATF framework by using atmo-
spheric CO2 as a case study. We specifically analyze how six
atmospheric gases (see Table III) with pronounced absorption
properties, which are of significant concern in air pollution,
affect the CO2 absorption spectral characteristics. In addition,
we investigate the initial feasibility of employing the chosen CO2

absorption window for atmospheric remote sensing detection
across different observation scenarios.

Fig. 6. Absorption spectra of seven gases within the CO2 absorption window.

A. Absorption Window Extraction Results

The threshold method was used to extract 60 absorption
windows for CO2 according to its absorption coefficient. These
extracted absorption windows were then utilized to simultane-
ously extract the absorption spectra of the remaining six gases
within the same windows. Fig. 6 shows some representative CO2

absorption windows, and all absorption windows are given in
Appendix A.

The CO2 absorption characteristics in the six windows, as
illustrated in Fig. 6, are clearly evident, and nearly all of them are
affected by water vapor. Notably, windows (a), (c), and (d) ex-
hibit numerous moderate-intensity water vapor absorption lines,
which are the main influencing factors of the CO2 absorption
characteristics. Furthermore, window (a) is also affected by a
prominent vibrational rotational spectral band of O3. Window
(b) experiences significant interference from H2O, CO, and
N2O simultaneously. In contrast to the remaining four windows,
windows (e) and (f) exhibit a minor presence of weak absorption
lines associated with water vapor, resulting in lower levels of
interference. The degree of interference positively correlates
with the water vapor content.

To facilitate the assessment of the accuracy of the IFCE-α
evaluation results, the affected degree of absorption windows
was determined in advance using an expert scoring method [53]
in this article, and the results are given in Table IV. Out of the 60
absorption windows, 2 were unaffected, 2 were slightly affected,
13 were greatly affected, and the remaining 43 were greatly
affected. The results of expert scoring were used as a reference
to verify the evaluation results of IFCE-α.
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TABLE IV
EVALUATION RESULTS OF CO2 ABSORPTION WINDOW

B. Evaluation Result

The IFCE model proposed in this article is used to evaluate the
degree of impact on each channel within the absorption window,
and some of the evaluation results are shown in Fig. 7.

Fig. 7 reveals that the LVWs of the absorption channels
are higher at the edges of the window, except for window
(b), implying that the channels located at the window edges
experience greater impact, whereas the channel in the center of
the absorption window is relatively less affected. In absorption
windows (a), (b), and (d), the LWVs of all absorption channels
range from 2 to 4, with more than 85% of the channels having
LWVs between 3 and 4. This suggests that the absorption
channels within these windows experience a significant impact.
In contrast, absorption channels within windows (c), (e), and
(f) exhibit lower LWVs, primarily ranging from 0 to 2.5, which
indicates that these channels experience less impact. The results
of the absorption channel evaluation are consistent with the
findings depicted in Fig. 6.

The IFCE-α model, proposed in this article, was employed to
assess the degree of impact on each window. In a specific CO2

absorption window, the strong absorption channel was defined

as the channel having an absorption coefficient higher than 20%
of the maximum absorption coefficient. Conversely, the channel
with an absorption coefficient lower than 20% of the maximum
absorption coefficient was designated as a weak absorption
channel. To mitigate the impact of the weak absorption channel
on the window evaluation, the monitoring factor α is assigned a
value of 0.5. The results of IFCE-α are presented in Table IV.

The evaluation results of the IFCE-α model indicated that
40 windows were severely affected, 17 windows were greatly
affected, and 3 windows (4760–4900 cm−1, 6170–6270 cm−1,
and 6290–6380 cm−1) were slightly affected. The agreement
with the expert scoring results achieved 91.7%.

The evaluation results of five windows differ from the ex-
pert scoring results, but it does not impact the usability of the
windows. The 6170–6270 cm−1 and 6290–6380 cm−1 windows
were assessed as “unaffected” by experts, whereas the evaluation
result of the IFCE-α model was “slightly affected.” This is due
to the stringent constraint of the fuzzy membership function
on the “unaffected” level, which enables more precise differ-
entiation of the “unaffected” windows in practical applications,
resulting in positive outcomes. The inconsistency between the
assessment results of 1010–1100 cm−1 and 2020–2135 cm−1
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Fig. 7. Evaluation results of the absorption channels. The blue dots represent
the LVWs of absorption channels, where a smaller LVW indicates a lower degree
of impact on the channel. The red line represents the CO2 absorption spectrum.
(a)–(f) represent different absorption windows.

windows and the expert assessment results is primarily attributed
to the IFCE-α model’s downplaying of the weak absorption
channel’s influence on evaluating the window grade. This leads
to a reduction in impact grades. Moreover, the water vapor
absorption line in the 4900–5020 cm−1 window is broader and
exhibits greater overlap with the CO2 absorption line, leading
to a higher impact level in the evaluation compared to the expert
assessment result. In practical applications, the results obtained
from IFCE-α are deemed to be more reasonable.

C. Sensitivity Analysis Results for Empirical Parameters of
IFCE-α Model

Performing sensitivity analysis on model parameters, such as
the cut-off points of the membership function and the supervi-
sion factor α, is crucial because these values are derived from
empirical knowledge.

Fig. 8(a) illustrates how the affected levels vary with the
scaling factor for each band. The blue solid line represents the
scenario where the cut-off point values are not scaled. When
the cut-off point values are uniformly decreased (scaling factor
ranging from 0.1 to 0.8), some bands exhibit increased affected
level values, signifying an intensified influence; in contrast,
when the cut-off point values are uniformly increased (scaling
factor ranging from 1.25 to 3.0), some bands show decreased
affected level values, indicating a reduced influence. Fig. 8(b)
illustrates the count of bands misjudged by IFCE-α and the

Fig. 8. Sensitivity analysis results for cut-off point values of the membership
function. (a) Affected levels for each band as a function of band number and
scaling factor. (b) Accuracy and number of band judgment errors as a function
of scaling factor.

Fig. 9. Sensitivity analysis results for monitoring factor α. (a) Affected level
as a function of band and supervision factor α. (b) Difference between IFCE-
α results and expert scoring results as a function of the monitoring factor α.
(c) Difference between IFCE-α results and the theoretical truth (α = 0.5) as a
function of the monitoring factor α.

model’s accuracy as the scaling factor varies. As the scaling
factors decrease or increase, there is an increase in judgment
errors and a decrease in model accuracy. If the cut-off point
scaling range is ±50%, the model accuracy can be maintained
above 95%, suggesting that the IFCE-α model exhibits stability
when the cut-off point value of the fuzzy membership function
varies within a specific range.

We selected 20 α values evenly spaced from 0 to 1.0 and
examined their influence on the evaluation outcomes. Fig. 9(a)
displays the impact on 60 bands using distinct colors: the initial
column illustrates the expert scoring results, while the subse-
quent columns depict the evaluation outcomes for various α
values. The blue dashed line represents the evaluation results
whenα is set to 0.5, representing the theoretical baseline adopted
in this study. The agreement with the expert scoring results is at
its lowest when α is near 0 or 1.0, whereas it is highest when
α approaches 0.5. Fig. 9(b) demonstrates that as α varies, the
highest agreement with the expert scoring results is 91.7% (α
ranging from 0.4 to 0.8), while the lowest is 83.3% (α equals
1.0). Referring to the theoretical baseline, depicted in Fig. 9(c),
the accuracy ranges from a minimum of 90% (α equals 1.0) to
100% when α falls between 0.4 and 0.8.
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TABLE V
SCENARIO PARAMETERS FOR REMOTE SENSING OBSERVATION

Fig. 10. Spectral albedo curve of green grass.

D. Sensitivity Analysis Results for Radiance

This article employs the absorption window at 6290–
6380 cm−1 for conducting radiation transfer simulations.
Table V presents the main parameters of CO2 remote sensing
observation scenarios. The SZA is determined based on the
sun’s position during springtime in middle latitudes, with CO2

concentration assumed to be the average value in 2020. The
spectral resolution ranges from 0.1 to 1.2 cm−1. Studies have
indicated that in order to minimize CO2 remote sensing detection
errors, the AOD should not exceed 0.3 [54], [55]. In this case,
the AOD is set to half of the maximum limit, which is 0.15.
The surface reflectance is obtained from vegetation using the
ASTER spectral library, as shown in Fig. 10.

In order to meet the requirements of climate change studies,
the observation accuracy of XCO2 concentration needs to be
better than 1% (∼4 ppm) [56], [57]. Therefore, this article
simulates the radiance when the CO2 column concentration
changes by 1–4 ppm under the assumed observation Scenario.
The sensitivity of radiance to CO2 concentration and spectral
resolution was analyzed using the scene parameters given in
Table V.

Fig. 11 displays the sensitivity of all channels within the
6290–6380 cm−1 absorption window. This indicates that the ab-
sorption of radiance by CO2 in the 6290–6380 cm−1 absorption
window does not reach saturation at a background concentration

Fig. 11. Sensitivity of radiance to CO2 column concentration changes of
1–4 ppm (the spectral resolution is assumed to be 0.1 cm−1).

Fig. 12. Sensitivity and SNR requirements for CO2 remote sensing detection.

TABLE VI
PARAMETERS AND VALUES FOR CONCENTRATION INVERSION

of 413.2 ppm, and the radiance remains highly sensitive to
increasing CO2 concentration.

Fig. 12 illustrates the relationship among sensitivity, SNR,
and spectral resolution. As spectral resolution decreases, radi-
ance sensitivity decreases and SNR requirements increase. A
detection accuracy of 3–4 ppm can be achieved when spectral
resolution is 0.3 cm−1 and SNR is approximately 300.

E. Inversion Results

Table VI displays the scenario parameters and their corre-
sponding values used for gas concentration inversion.

Fig. 13 illustrates the column averaging kernels at various
SZAs for an AOD of 0.3 and three distinct aerosol and sur-
face types. Similar patterns are observed in the CO2 column
averaging kernels above soil and grassland for the three distinct
aerosol types. The column averaging kernel approaches unity in
the troposphere (>400 hPa), and as air pressure decreases below
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Fig. 13. CO2 column averaging kernels at different SZAs for CA (left column), dust (middle column), and MC (right column) aerosol types over soil (top panel),
grass (middle panel), and water (bottom panel).

400 hPa, it exhibits a decreasing trend and sharply drops below
200 hPa. This suggests that the 6290–6380 cm−1 window ex-
hibits higher sensitivity to the tropospheric CO2 concentration,
and this sensitivity gradually diminishes with increasing alti-
tude. The column averaging kernel above water bodies decreases
near the surface (∼1000 hPa). This is primarily attributed to the
water body’s low albedo, which leads to reduced information
about the CO2 concentration near the surface being captured in
the observed irradiance.

With an increase in the SZA, the column averaging kernel
shows a greater decrease with respect to elevation, indicating
a reduced sensitivity of the inversion to the upper atmosphere.
When the surface albedo is low, a higher SZA leads to a signif-
icant decrease in the inversion’s sensitivity near the surface, as
shown in Fig. 13(h) and (i).

Fig. 14 illustrates the distribution of a posteriori XCO2 inver-
sion errors with varying aerosol conditions, surface albedo, and
SZA. The inversion results indicate that: 1) the XCO2 inversion
error increases with the SZA irrespective of the aerosol types and
surface conditions. 2) The inversion errors over soil surfaces

were minimal, with values consistently below 1.5 ppm for all
SZAs and aerosol types. Conversely, inversion errors over water
surfaces were more pronounced, reaching up to 8 ppm at higher
SZAs. This outcome can be attributed to the lower inversion
sensitivity over water surfaces. 3) The distribution of inversion
errors on water surfaces differs significantly from that on soil
and vegetation surfaces. With an increase in the AOD, the errors
on soil and vegetation surfaces increase, whereas the errors on
the ocean surface decrease. The influence of aerosols on XCO2

inversion is more pronounced on surfaces with low surface
albedo.

The sensitivity analysis and gas concentration inversion has
determined that the 6290–6380 cm−1 absorption window can
achieve a detection accuracy of 1–4 ppm under specific sen-
sor configurations and observation scenarios. These findings
suggest that the 6290–6380 cm−1 absorption window holds
significant potential for detecting gas concentrations in remote
sensing applications. Furthermore, the feasibility of utilizing
other absorption windows in remote sensing detection can be
assessed using the same approach.
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Fig. 14. A posteriori XCO2 retrieval errors for CA (left column), dust (middle column), and MC (right column) aerosol types as a function of AODs and SZAs
for soil (top panel), grass (middle panel), and water (bottom panel).

IV. DISCUSSION

In the presence of multiple gases, various factors, including
surface conditions, atmospheric elements such as aerosols and
clouds, and sensor system errors such as spectral drift, can make
it challenging to identify or even obscure details such as the
location and intensity of target gas absorption peaks. Analyzing
and studying issues, such as rapidly assessing the impact on

target gas absorption characteristics across the entire spectral
range and their suitability for remote sensing observations, is
crucial.

Over the past two decades, band selection has relied on spec-
tral databases and visual interpretation. This approach necessi-
tates substantial knowledge and experience, and errors in band
selection can easily occur. Furthermore, experimental results
are often neither reproducible nor shareable. These challenges
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arise not only during ground verification before satellite launch
but also during on-orbit satellite data processing [58], [59]. To
acquire effective absorption characteristics of the target gases,
various methods relying on satellite-observed radiance have
been extensively used to select inversion channels, such as the
ratio spectrometry method [60], information content method
[61], normalized sensitivity method [62], and machine learning
[63]. Although this can enable high-precision inversion, it often
comes at a higher cost. This article focuses on the band design
phase before satellite launch and aims to investigate the absorp-
tion characteristics of the target gas unaffected by the presence
of multiple interfering gases.

This article successfully establishes the technical framework
for atmospheric remote sensing absorption spectral characteriza-
tion, SCATF, based on the HITRAN database, an enhanced fuzzy
comprehensive evaluation model, and an optimized inversion
algorithm. Fuzzy membership functions, based on gas absorp-
tion intensity, are designed to analyze the extent of influence on
absorption characteristics. To differentiate between the contri-
butions of strong and weak absorption channels in the assess-
ment of absorption windows, an enhanced fuzzy comprehensive
evaluation model, IFCE-α, is developed using a monitoring
factor α, and the model’s robustness is demonstrated. Finally,
the usability of absorption windows in atmospheric detection is
assessed through sensitivity analysis and optimization inversion
algorithms.

In this study, we successfully identified 60 CO2 absorption
windows in the presence of six absorptive gases. The agreement
between the IFCE-α evaluation results and expert assessments
reached 91.7% when using a supervisory factor α of 0.5. Five
windows yielded evaluation results that differed from those
of the experts. This divergence can be attributed to the strict
constraints imposed by fuzzy membership functions on the
“unaffected” grade, as well as variations in the IFCE-α model’s
emphasis on strong versus weak absorption channels. We believe
that this distinction enhances the precision of rating window
impact levels, thereby positively affecting window assessments.
In addition, this study offers both an overall evaluation of
the windows and detailed assessments of individual channels
within them, which are anticipated to aid in the development of
inversion algorithms.

In addition, this study performed sensitivity analyses on two
empirical parameters: the membership function thresholds and
the supervisory factor α. The evaluation results exhibit gradual
changes with these two parameters, indicating the reliability and
robustness of the IFCE-α model, which enhances the credibility
of the experimental results. The evaluation results maintained
95% accuracy when the threshold scaling coefficient ranged
from 0.5 to 1.5. Likewise, when α varied between 0.4 and
0.8, the evaluation results perfectly matched the theoretical
true values. The evaluation results exhibit gradual changes with
these two parameters, indicating the reliability and robustness
of the IFCE-α model, which enhances the credibility of the
experimental results.

Furthermore, this article examines the column averaging
kernel and a posteriori error in CO2 concentration inversion

under varying observation scenarios using the optimal inversion
algorithm. It also investigates the applicability of absorption
windows in atmospheric sensing through the integration of
radiance sensitivity and SNR. The inversion results of the a
posteriori error are consistent with previous studies [54], [64],
[65]. Nonetheless, employing the column-averaged kernel to
depict the inversion sensitivity of CO2 at varying altitudes in this
study elucidates the impact of observation scenario parameters
on the inversion process, aiding in error attribution.

Besides, there are two points that need attention: 1) the
construction of fuzzy membership functions is a creative task
that requires consideration of practical problems. The boundary
points of the membership functions are not uniquely determined
and can be obtained through empirical reasoning, statistical
experiments, and other methods. In addition, approximate mem-
bership functions can also be established and gradually improved
through continuous learning. In this study, the fuzzy membership
functions are constructed based on the intensity of absorption
spectra. Future work will attempt to construct different fuzzy
membership functions and analyze their impact on the evaluation
results. 2) The monitoring factor α enables the IFCE-α model
to distinguish the importance of strong and weak absorption
channels and there is still room for optimization in determining
the value of α. In this study, α is manually set, introducing
some subjectivity. Future work will focus on establishing an
optimization mechanism to achieve automatic optimization of
α, reducing human intervention and enhancing the objectivity
of window evaluation.

V. CONCLUSION

With the growing need for atmospheric composition monitor-
ing, the utilization of atmospheric remote sensing technology
employing molecular absorption spectroscopy assumes an in-
dispensable role. This technology also imposes more stringent
requirements on the quantitative analysis of gas absorption spec-
tral characteristics and the simulation of radiative transfer within
absorption windows. However, the assessment and interpreta-
tion of spectral characteristics related to target gases, especially
in the presence of multiple interfering absorbing gases, still pose
significant challenges. Furthermore, the technical intricacies in-
volved in the quantitative analysis of spectral characteristics and
the simulation of radiative transfer within absorption windows
require additional clarification.

This article presents a technical framework called spectrum
characteristics analysis technical framework (SCATF) and pro-
vides a comprehensive description of the specific methodologies
and procedures used to enable the quantitative analysis of spec-
tral characteristics and the simulation of radiative transfer within
absorption windows.

In summary, the SCATF framework accurately extracts the
absorption characteristics of the target gas and rapidly evaluates
the impact on absorption channels and windows. In addition, it
provides insights into the performance of absorption windows
in remote sensing detection, offering a novel approach for de-
signing detection bands in atmospheric remote sensing.
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APPENDIX A

Fig. 15. Absorption spectra of 7 gases within the CO2 absorption windows.
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Fig. 15. (Continued.)
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Fig. 15. (Continued.)
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Fig. 15. (Continued.)
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