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MAFNet: A Multiangle Attention Fusion Network
for Land Cover Classification

Guoying Miao , Huiqin Wang , and Enwei Zhang

Abstract—The classification of land cover types is an important
task for monitoring land use. Moreover, with the continuous ap-
plication of high resolution remote sensing images, the time and
space span is becoming larger, which greatly increases the difficulty
of classification of target types. And there are few results that can
effectively deal with deep land category information. Furthermore,
the extraction and fusion of deep features still need to be improved.
In this article, a multiangle attention fusion network is proposed for
the classification of land cover types. The network uses a 50-layer
residual network as a feature extraction network, and an adaptive
special-shaped window attention module is added to the deep layer
of the network to extract deep semantic information, building the
connection between global information. In addition, the multiangle
interactive attention fusion module is used to fuse feature maps at
different levels, and an interactive attention mechanism is estab-
lished at different angles. Finally, a new decoder module is proposed
for the decoder to adjust the fused feature map again. Through
experiments on three datasets, the results show that the method
proposed in this article is more accurate than the previous network
for the segmentation results of different categories. It can realize
the accurate division of land types in remote sensing images, and
has good generalization ability.

Index Terms—Deep learning, fusion, multiangle, remote sensing
images.

I. INTRODUCTION

LAND cover type classification refers to the process of
feature recognition in the remote sensing image collection

obtained by satellite or UAV. It aims to classify different land
use types and obtain final land cover images containing different
classes. At present, the maturity of remote sensing technology
makes it possible for people to obtain higher resolution ground
remote sensing images. High resolution ground remote sensing
images are widely used in cloud/snow classification [1], [2],
[3], [4], urban and rural land description [5], [6], and change
detection [7], [8]. The accurate division of land cover types is
one of the effective methods for monitoring land use, which can
intuitively represent different land cover types. The resulting
classification map plays an important role in many fields, such
as precision agriculture, urban mapping, and environmental
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monitoring [9]. Land cover analysis and land use monitoring
are important for land planning and management. With the im-
provement of technical means, high-resolution remote sensing
images can be collected, and detailed land use data can be
obtained by analyzing remote sensing data [10]. High-resolution
remote sensing images are very important raw materials for land
cover classification. However, they contains some disturbance
information, so it will bring great difficulties to the classification
of land cover types. At present stage, due to the continuous
construction of buildings, roads, bridges, and other series, the
difficulty of classifying land types in remote sensing images is
also increasing [11].

Traditional methods mainly use feature-based methods to
classify land types, which requires manual extraction of features
and then, classification of land types based on these features.
However, manually extracted features are usually not accurate.
It does not analyze the association between data, where these
problems have led researchers to notice the importance of
data analysis in land cover tasks. In the past ten years, many
researchers combined machine learning with remote sensing
images, using low-level information based on spectral features
and geometric features to realize classification, such as decision
tree [12], random forest [13], [14], [15], maximum likelihood
method [16], [17], [18], etc. Initially, most researchers choose
the maximum likelihood method to calculate the mean and vari-
ance of each category in the region of interest in the image, and
classify each pixel through the classification function [17]. With
the improvement of the resolution of remote sensing images, the
spectral features become more abundant, and the classification
relying on spectral features gradually shows its limitations.
The above methods are only suitable for the case of fewer
spectral features. To overcome the problem, researchers began
to explore other machine learning algorithms. Since there exists
a drawback that the use of prior probability in the maximum
likelihood, decision tree [19], [20] classification algorithm has
been considered to have great potential in land cover tasks,
where it has successfully improved the results of land cover
classification. However, although decision trees improve the
accuracy of land cover classification to some extent, researchers
still want to further improve the classification results. In the
following time, as the exploration of new machine learning
algorithms continued, support vector machine (SVM) [21], [22],
[23], [24] gradually came into people’s field of vision. SVM
can fit an optimal hyperplane between different categories, and
it can get high accuracy without too many training samples.
This is a great advantage for cases with less training data. In
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addition, random forest is also a popular method in land cover
classification tasks. For example, comparing the random forest
method with other multiremote sensing and geographic data
integration methods, Goel et al. [13] discussed the application
of random forest classifier in land cover classification. Eisavi
et al. [14] used a random forest classifier to study the accuracy
and efficiency of land cover classification in and around Nagad
city, West Azerbaijan province, northwest Iran.

Both traditional methods and machine learning-based meth-
ods rely heavily on prior knowledge. Moreover, their operation
is complex and limited, so they cannot adapt to current needs.
For land cover classification tasks, accurate identification of
different land use types is the primary goal. However, with the
development of remote sensing technology and the continuous
improvement of image resolution, the time and space span is
becoming larger, and the content is becoming more complex,
so the segmentation of the target object meets great difficulties.
The occupation of land by different objects become more com-
plex. For example, the size of the land covered by buildings
is very different, and the shadow of high-rise buildings on the
low-rise buildings will confuse the low-rise buildings from the
background. For obstacles such as water, bridge, ship and their
projections, it will cause errors in image segmentation details.
Moreover, the low-rise buildings, trees, and vegetation in the
villa area will shade the pond, which increases the difficulty of
feature extraction. At the same time, the increasing resolution of
image and complexity of spectral features also limit the accuracy
of traditional methods.

Deep learning is a branch of machine learning. In the 21st
century, SermaNet [25] proposed convolutional neural network,
which uses convolution to extract feature information in im-
ages. Through a large number of training data, the algorithm
adaptively learns the abstract features and the correlation be-
tween different features. Therefore, analyzing texture details and
spatial environment features in high-resolution remote sensing
images is much better than traditional methods. At present, the
land type cover classification of remote sensing images based
on deep learning has achieved certain results, but there are still
many problems to be solved. Convolutional neural networks
generally use downsampling to extract features in images, so
that the high-resolution detail information is easy to lose, re-
sulting in final segmentation inaccuracy. With the continuous
improvement of the resolution of remote sensing images, the
spatial information and detail information among them increase
sharply. Unfortunately, most existing models have defects in the
utilization of deep features. If the networks use pure convolution
to process the feature information in the image, the limitations
of convolution also cause the model to fail to establish the
relationship between global features. Some researchers tried to
use transformers in image tasks or combined them with convo-
lution, which can effectively focus on important information,
but it cannot balance the relationship between accuracy and
parameters. For land cover classification tasks, there is still a
need for further improvement in the extraction and fusion of
deep features.

To solve these problems, this article proposes a multiangle
attention fusion network (MAFNet) for land cover classification.

This network uses ResNet-50 [26] as the feature extraction
network to extract information at different levels in the image.
In terms of processing deep features, we proposed an adaptive
special-shaped window attention module (ASWA) to make up
for the shortage of convolution focusing only on local features,
which can establish the connection between long-distance pix-
els, and the use of attention mechanism makes the model more
efficient in the use of deep feature information. Multiangle
interactive attention fusion module (MIAF) is applied to the
deep layer of the network, which is utilized to fuse information
between different feature layers and focus on the relationship
between global information in different directions in the feature
graph. A new decoder module is proposed for the secondary
processing of the fused feature map in order to restore the
high-resolution feature map.

In general, this article has the following contributions.
1) A MAFNet is proposed for land cover classification. The

network can accurately segment different land types in the
image and has better detection accuracy than the current
model.

2) An ASWA is proposed to make up for the problem of
insufficient processing of deep feature information in the
current model, which can establish the connection be-
tween global information and extract important informa-
tion effectively.

3) A MIAF is proposed to fuse feature maps of different lev-
els, and an interactive attention mechanism is established
in different directions, which can accurately extract the
information in the feature map and avoid the influence of
various interference information.

4) A new decoder module is proposed to process the fused
feature map, which is of great significance for recovering
the information in the high-resolution image.

II. RELATED WORKS

At present, remote sensing data gradually presents the trend
of high spectral resolution, high time-phase resolution, and high
spatial resolution. Traditional machine learning methods have
been unable to meet the requirements of land cover types. With
the rise of deep learning, it is gradually applied in the field
of image. The method of deep learning can handle a variety
of visual tasks and avoid the deficiency of manual feature
extraction. Compared with traditional methods, deep learning-
based methods do not need artificial feature extraction and can
achieve accurate pixel-level classification. It also has stronger
anti-interference ability and strong generalization ability in the
face of complex and changing environment, so it is more suitable
for the classification of land cover types in high-resolution
remote sensing images.

The initial approach is to divide the large-scale image into
small image patches, and then use different models to classify
the image patches. For example, Heryadi et al. [27] used convo-
lutional neural networks as classifiers to study the classification
of land cover types in Semarang Area, Indonesia. By dividing
the input image into different parts, extracting the color, hue and
other features of each part and sending them to the convolutional
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neural network for classification, the land cover classification
of each part is realized. Dai et al. [28] studied the method of
combining multiple classifiers to classify images, and the final
category was obtained by integrating the results of multiple
classifiers through voting. These methods are based on the
classification of each small block area, which cannot obtain fine
division results. Compared with the pixel-level classification,
this classification method is rough.

Since 2005, Long et al. [29] proposed the fully convolutional
network (FCN), which realizes end-to-end pixel-level classifica-
tion for the first time, a large number of subsequent segmentation
networks have been proposed and used in pixel-level classifica-
tion tasks. Ronneberger et al. [30] proposed a U-shaped network
structure (UNet) that can obtain both context information and
location information. Then it achieves better training effect with
fewer training samples. The pyramidal pool module proposed by
Zhao et al. [31] can aggregate context information of different
regions, thus improving the ability to obtain global information.
Yu et al. [32] adopted a multibranch structure consisting of
a detail branch and a semantic branch, as well as a guided
aggregation layer to fuse the features of the two branches. Chen
et al. [33] designed an ASPP module to solve the multiscale
problem of the object, which is common in the segmentation
task. Because deep learning has shown unique advantages in
pixel-level classification tasks, researchers have widely applied
it to classify land cover types. Pang et al. [34] proposed a real-
time semantic segmentation framework (SGBNet) to solve the
common problems of detail loss and edge blurring in real-time
semantic segmentation of land cover. The proposed network
framework has extremely fast inference speed for tasks with
fewer categories, and its performance for classification tasks
with more categories remains to be considered. In order to reduce
the weight of the model, Gao et al. [35] studied the role of
multibranch network in the land cover type classification task.
Different branches focus on different feature information for
extraction, and the three-way parallel structure of the network
can significantly improve the performance, while the algorithm
complexity only slightly increases. However, the effect of this
method is not ideal when facing more categories or more com-
plex datasets. When the buildings are in different shooting con-
ditions from different angles, it is difficult to ensure that the pre-
diction results are perfectly combined with the actual situation.
Shen et al. [36] proposed a multiscale aggregation network to
solve the problem of information loss and resolution degradation
in the downsampling process of traditional convolutional neural
networks, which assembled regional context information from
different fields and solved the problem of incomplete informa-
tion in traditional convolutional neural networks at different
scales. This method is beneficial to multiscale targets, but it
has certain limitations for the performance in the presence of
more interference factors. Mehrotra et al. [37] proposed a model
based on U-Net for the segmentation of surface rivers and land.
The network performs well on SAR remote sensing images, but
the classification of more categories in optical remote sensing
images needs to be verified. Li et al. [38] developed the first
land classification dataset together optical with SAR remote
sensing, and proposed a joint semantic segmentation framework

for multimodal images of land use classification. Most of the
above methods adopt the form of convolution, which do not pay
attention to global information, resulting in weak processing
ability for different categories of information in particularly
complex situations.

Later, it was found that the attention mechanism in trans-
former [39] can also produce good effects in visual tasks. So,
Wu et al. [40] introduced convolution into visual transformer,
which not only maintains the features of convolution (invariabil-
ity of translation, scaling and rotation), but also maintains the
advantages of transformers (dynamic attention, global context,
and better generalization). Wang et al. [41] introduced pyramid
structure into transformer, so that a gradually shrinking pyramid
can be used to reduce the calculation amount in the training
process of the model. Chen et al. [42] combined Swin Trans-
former and convolution, made full use of its ability to capture
global information, and proposed a two-branch model for land
cover type classification. Although this method uses the attention
mechanism, the final result can achieve good accuracy. But the
structure is not optimized, which leads to no advantage in the
weight of the model.

III. METHODOLOGY

With the continuous improvement of the resolution, the com-
plexity of the information contained in the remote sensing
images we obtain is also getting higher. How to obtain the
information we need more accurately from the complex content
has become a problem to be solved. Therefore, how to improve
the conduction process of information flow in network feature
extraction has become a key to improve the accuracy of the
model. At present, the effective use of deep-level information
is not very good. With the deepening of network layers, the
complexity and abstractness of information also increase. Fur-
thermore, the application of deep features needs to be improved.

In this article, we propose a novel convolutional neural net-
work for land cover classification, which focuses on the appli-
cation of deep information and a more efficient transmission
mode. This section first introduces the architecture of MAFNet.
Then, we elaborate our network from the selection of backbone
network, ASWA, MIAF, and DE.

A. Network Architecture

We propose a new network for the classification of land types.
The network architecture is shown in Fig. 1. As the whole, we use
an encoder-decoder structure to learn from low-resolution fea-
ture maps and recover high-resolution feature maps, which can
effectively alleviate the loss of details in the extraction process
of high-resolution image details. Compared with the method
of using and saving high-resolution feature maps in the whole
network [43], the hardware requirements of the encoder-decoder
structure are relatively low, and the training inference can also
be performed on ordinary devices.

The network structure of encoder and decoder enables our
network to be divided into two parts: 1) feature extraction;
and 2) original information recovery. We use ResNet50 [26]
as our backbone network to extract information from images.
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Fig. 1. Overall structure of the network.

In order to make full use of deep features and improve the
transmission efficiency of information, we designed the adaptive
anomalous window attention module (ASWA) to extract the
deep semantic information in the deep layer. Meanwhile, we also
designed an MIAF to integrate different levels of information in
the deep layer of the network, improve the utilization rate and
transmission efficiency of information, and make full use of the
rich category information in the deep layer. This can effectively
improve the final classification accuracy of the network. In
the decoder part, a new decoder module (De) is added in this
article. Because U-shaped network will produce information
overactivity after the fusion of feature maps of different levels,
a new decoder module is used here to refilter the fused feature
maps to gradually recover the information in high-resolution
remote sensing images. Finally, a new classfier is used in the
output section to refine the final result.

B. Backbone

The extraction of feature information plays an important
role in the segmentation task. Backbone network is utilized
to extract rich feature information in remote sensing images,
which can effectively extract the feature information of different
objects in the image. The information extracted from the shallow
network is not sufficient, and the available new information of
the network is too little, which makes it impossible to make
accurate judgment on the final result. However, the network with
too deep layers will produce a lot of unnecessary information,
resulting in excessive information, which will interfere with the
final judgment result of the model. Therefore, the network with
appropriate depth is very important for the feature extraction
process of the whole network. We choose a residual network
with 50 layers as the backbone network of this article for feature
extraction. The residual connection mode in the residual network
can effectively avoid gradient explosion, network degradation
and other problems under the condition of increasing the depth
of the network. In addition, after experimental comparison, we

will finally prove that the 50-layer residual network can have the
best effect for our task.

C. Adaptive Anomalous Window Attention Module (ASWA)

Owing to the increase of the number of network layers, more
feature information is extracted, and the types are suddenly in-
creased. Thus, effective processing means play an important role
in the final result of the whole network. Traditional convolution
windows are square structures of k × k, which can pay attention
to the local information of a certain area in the image. In addition,
it can determine the relationship between each pixel and the
surrounding pixels in a certain area. However, in practical appli-
cations, the relationship between global information is ignored,
where the relationship between long distance pixels cannot be
established.

To solve the above problems, we added ASWA in the deep
layer, as shown in Fig. 2. The whole module adopted a multi-
branch structure, and the convolutional window in the trunk
branch was different from the traditional k× k form. We adjusted
the window size adaptively with the width and height of the
feature map, and the window showed a rectangular shape. We
used a total of two window forms in different directions to extract
the longitudinal information and horizontal information in the
image, respectively. In this trunk branch, the input feature map
is first split and the information is extracted based on different
directions. Convolution is followed by a maximum pooling
layer. The research shows that pooling can further reduce the
computation while preserving the main features. Moreover, it
prevents overfitting and increases the translation invariance of
image features, where it enhances the robustness of image to
translation, rotation and scale transformation. The reason why
maximum pooling is used instead of average pooling is that
we hope to mainly reduce the deviation of estimated mean
caused by the parameter error of the previous convolutional
layer, retaining more texture information in the feature map, and
filtering out useless interference information. In order to make
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Fig. 2. Structure of adaptive anomalous window attention module.

the output more stable and increase the nonlinear performance
of the model, batch normalization layer and nonlinear activation
function are added to the end of each convolution layer, which
is effective to speed up the learning speed of the model and
restrain overfitting to a certain extent. Finally, the output features
extracted in different directions are added and fused to obtain
the output features of trunk branches. The calculation process is
as follows:

X1, X2 = Split(X) (1)

F1 = σ(Bn(MaxPool(ConvH×K(X1)))) (2)

F2 = σ(Bn(MaxPool(ConvK×W (X2)))) (3)

where X ∈ RC×H×W represents the input characteristics of the
entire module, F1 ∈ R

C
2 ×H×W and F2 ∈ R

C
2 ×H×W represents

the output feature graph obtained after operation based on
different directions, Split(·) represents a split operation based
on channel dimensions, Convn×m(·) represents a convolution
operation with window size n × m, MaxPool(·) indicates the
maximum pooling operation, Bn(·) and σ(·) represents the
batch normalization layer and the nonlinear activation function
ReLu.

With the deepening of the number of layers in the network,
the amount of information generated will continue to increase,
and how to make effective use of these information is also
crucial. Simple convolution pays the same attention to each
pixel in the image, which makes the model unable to focus on
the target area. Currently, attention mechanisms are commonly
used in visual tasks because they allow our models to focus on
the meaningful parts of the image and ignore the distractions
of useless information. Therefore, two branches are mapped
here, which are, respectively, applied to extract the weight of
channel information and spatial information contained in the

deep features. The calculation process is as follows:

Ch_attn = Softmax(Linear(GAP (X))) (4)

Spatial = Cat(Avg(X),Max(x)) (5)

Sp_attn = Softmax(Linear(Conv3×3(Spatial))) (6)

where Linear(.) indicates a fully connected operation, GAP(.)
indicates the global average pooling operation, Avg(.) and
Max(.) represents average and maximum pooling operations
based on channel dimensions, Cat(.) represents concatenation
based on channel dimensions,Conv3×3(·)denotes a convolution
operation with a convolution kernel size of 3 × 3, Softmax(.)
is the nonlinear activation function Softmax. In the channel
attention information extraction branch, we first apply global
average pooling to extract the global information. In order to
effectively calculate the channel attention, the dimension of the
feature map is adjusted, and the dimension of the feature map
is compressed through two layers of full connection to filter
out useless information. After the nonlinear activation function
Softmax, the channel information weight in the original feature
map is obtained. In the spatial information extraction branch,
we adopt average pooling and maximum pooling operations
along the direction of channel dimension, and then combine the
two obtained feature maps to form an effective representation
feature map of spatial information. In order to make the rep-
resentation of spatial information more efficient, we also use a
layer of convolution and two layers of full connection to adjust
the feature maps. The filtering process of convolution makes
the information representation more effective. Therefore, the
compression and amplification of the feature dimensions can
filter out many useless representations. Furthermore, the spatial
information weight attention diagram in the original feature
graph is obtained after the dimension of the feature graph is
adjusted by the nonlinear activation function Softmax.

Finally, we multiply the obtained attention diagram of channel
information weight and spatial information weight with the
output feature map of the trunk branch, respectively, obtaining
two feature maps containing channel information concern and
spatial information concern. Since the addition operation may
destroy the position information, we chose to concatenate the
two feature graphs in a cascading way, so as to retain the spatial
position information to the maximum extent. Then, a layer of
3 × 3 convolution is used to adjust the channel to get the final
result, which is calculated as follows:

ch = Ch_attn⊗ (F1 + F2) (7)

sp = Sp_attn⊗ (F1 + F2) (8)

Output = σ(Bn(Conv3×3(Cat(ch, sp)))) (9)

where Cat(.) represents concatenation based on channel di-
mensions, Conv3×3(·) denotes a convolution operation with a
convolution kernel size of 3 × 3, Bn(·) and σ(·) represents the
batch normalization layer and the nonlinear activation function
ReLu.
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Fig. 3. Structure of multiangle interactive attention fusion module.

D. Multiangle Interactive Attention Fusion Module (MIAF)

In the task of land cover segmentation, the resolution of aerial
remote sensing image is getting higher, and the span of time and
space is also getting larger. Objects of the same category may
produce different spectral phenomena in different areas, so it is
not enough to accurately segment target objects by relying solely
on spectral characteristics. In remote sensing images, the amount
of information contained is very large, and the occupation of land
by various objects is very complex, which greatly increases the
difficulty of the model to distinguish different types of targets.
For example, buildings of different heights will cast different
shadows at different angles, and the targets in the shadows are
easy to be misclassified as background. On the other hand, wood-
land and undergrowth have similar characteristics and attributes,
which is easy to be confused. Complex background interference
can also have a big impact on the final result.

In view of the above problems, it is far from enough to focus
only on the association of local features in the image by relying
on convolution, but also on the association in the global scope
of the image. We propose an MIAF for blending feature maps
at different levels, using deep features to guide classification
of shallow features, and focusing on the relationship between
global information in different directions in feature maps. Fig. 3
shows the internal structure of MIAF. The whole module is based
on the attention mechanism. First, the upsampling operation is
carried out on the deep feature graph to change it into the same
dimension size of the shallow feature. Then, three 1 × 1 con-
volution operations are used to obtain the corresponding query
(Q), key (K), and value (V), in which Q, K, V ∈ RB×C×H×W

are transformed in different directions. We believe that the deep

feature map contains more category information. Therefore,
keys in different directions are extracted from deep features and
multiplied with query in shallow features to form an attention
weight matrix. Different from the traditional attention mecha-
nism that calculates the attention of the whole image at one time,
we calculate the attention weights in the vertical and horizontal
directions of the image, respectively, which can significantly
reduce the amount of computation. However, separate horizontal
or vertical calculation will cause the problem that other positions
cannot be related. Therefore, we will finally fuse the weight
feature graphs calculated from different angles to make up for
this problem.

In order to make the final results more accurate, we add a
learnable parameter matrix (Param) to adjust the results. The
splicing operation at the end of the final process can keep some
important information in the deep features. In this way, the
category information in the high-level features can be used to
strengthen the extraction ability of the model, so as to avoid
the mutual interference between different categories and focus
on the connection between the global scope. At the same time,
the rich semantic information in the high-level features can be
preserved, which is beneficial for the model to distinguish the
difference between different objects. The calculation process of
the module is as follows:

Qi = fi(Conv1×1(X1)), i = 1, 2 (10)

Ki = fi(Conv1×1(Up(X2))), i = 1, 2 (11)

Vi = fi(Conv1×1(X1)), i = 1, 2 (12)

attn = Cat(Q1 �K1, Q2 �K2) (13)

attn1, attn2 = Split(attn) (14)

attn_out = (attn1� V1 + attn2� V2)⊗ Param (15)

Outout = Cat(Up(X2), (X1 + attn_out)) (16)

where X1 and X2 represents shallow feature and deep feature,
Up(.) represents the upsampling operation, Conv1×1(·) repre-
sents a convolution operation with a convolution kernel of size
1 × 1, fi(·) is stretching of dimensions along both vertical
and horizontal lines, Cat(.) denotes concatenation based on
channel dimensions, Split(·) represents a split operation based
on channel dimensions, Param(.) is a learnable parameter matrix.

E. Decoder Module (De)

We first downsample the image to extract feature information,
and then upsample the reduced feature map to restore the original
size. In this process, the same feature fusion method as UNet can
effectively avoid the loss of high-resolution details. However, if
the fused features are not effectively processed, there will still
be a lot of information interference. At the same time, in the
task of land cover classification, there are certain requirements
for the efficiency of feature extraction of the model. Here, we
propose a new decoder module for the secondary processing of
the fused feature map.

Fig. 4 shows the structure of the decoder module proposed
in this article. The overall structure is residual structure, in
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Fig. 4. Structure of decoder module.

which we add a two-layer cavity convolution module. And we
stack multiple cavity convolution layers, increasing the per-
ception field. Voidness convolution can increase the receptive
field without increasing the parameters. A larger receptive field
means that more information is received, which is beneficial for
the high-resolution image recovery process. In order to further
reduce the complexity of the model, detachable convolution in
depth direction is widely used. Here, we use deep separable
convolution to replace traditional convolution methods. Deep
separable convolution can reduce the number of parameters to
some extent, especially in deep networks. If only one kind of
attribute is extracted, the influence of deep separable convo-
lution is small, even worse than that of ordinary convolution.
However, with the increase of the types of attributes extracted,
depth-separable convolution gradually shows its advantages. In
the multiclassification tasks solved in this article, detachable
convolution can give full play to its advantages and extract more
details better while reducing the amount of computation. The
overall calculation process of decoder module is as follows:

F(Xi) = DWConv1×1(D(D(DWConv1×1(Xi)))) (17)

Xi+1 = F(Xi) +DWConv1×1(Xi) (18)

where DWConv1×1(·) represents a deeply separable convo-
lution operation with a convolution kernel size of 1 × 1, D(.)
represents a depth-separable convolution operation with void
convolution,Xi is the input of the current module,Xi+1 denotes
the output of the current module.

Inspired by the “bottleneck module,” channel compression
is first carried out on the fused feature map, which can greatly
reduce the calculation amount of the model. Then, hierarchical
calculation is carried out on the feature map through the two-
layer depth separable cavity convolution to retain the important
information in it. Finally, channel restoration is carried out.
The operation of compression and restoration of the channel
means that the computation of the model can be greatly reduced
while the accuracy is maintained, which is meaningful for deep
networks.

F. Experimental Method

All contents of this experiment are based on Pytorch deep
learning framework with version 1.10.0 and Python version
3.8.12. We trained our model with an NVIDIA GeForce RTX
3090 card with 24 GB of video memory. In the training process,
the StepLR adjustment strategy was adopted, and the learning
rate was gradually reduced with the increase of training times to
achieve good training effect. Among them, the initial value of
learning rate at the beginning of the training was set as 0.0005,
the attenuation coefficient was 0.98, and the learning rate was
updated every three rounds of training, a total of 300 rounds of

training. The formula for calculating the learning rate of each
training round is as follows:

lrN = lr0 ·βN/s (19)

where lrN is the learning rate of the N training, lr0 is the initial
learning rate, β is the attenuation coefficient, and s is the renewal
interval. Loss function cross entropy loss function is selected,
and the calculation formula is as follows:

Loss(x, class) = − log

(
ex[clas]∑

i e
x[i]

)

= −x[class] + log
(∑

i
ex[i]

)
(20)

where x is the output tensor of the network and class is the real
label. Adam algorithm [44] is a stochastic objective function
first-degree optimization algorithm based on adaptive estimates
of lower-order moments. Due to its simple implementation
and high computational efficiency, Adam is very suitable for
problems with large data volume or nonstationary targets and
coefficient gradient, so we choose Adam as our existing opti-
mizer.

In order to evaluate the actual performance of the model,
we used category average pixel accuracy (MPA), F1, weighted
crossover ratio (FWIOU), and average crossover ratio (MIOU)
as indicators to evaluate the performance of the model. The
corresponding calculation formula is as follows:

P =
pii

pii + pij
(21)

R =
pii

pii + pji
(22)

F1 = 2 · P ·R
P +R

(23)

MPA =
1

k + 1

k∑
i=0

pii∑k
j=0

pij
(24)

FWIoU =
1∑k

i=0

∑k
j=0

pij

k∑
i=0

∑k
j=0

pij pii∑k
j=0

pij +
∑k

j=0
pji − pii

(25)

MIoU =
1

k + 1

k∑
i=0

pii∑k
j=0

pij +
∑k

j=0
pji − pii

(26)

where P is the Precision, representing the probability that a
certain category in the prediction result is predicted correctly;
R is the Recall, denoting the probability that a certain category
in the real value is predicted correctly; k is the number of cloud
and cloud shadow (excluding background). pii represents the
number of pixels belonging to class i and predicted to be class
i; pij is the number of pixels belonging to class i, but predicted
to be class j; pji represents the number of pixels belonging to
category j, but predicted to be category i.
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Fig. 5. Part of the training data and its labels.

IV. EXPERIMENTAL

A. Datasets

1) LandCover Dataset: This dataset [45] is derived from
aerial photos in Poland, a Central European country, covering
a total of 216.27 square kilometers of land, featuring high res-
olution and multitemporal distribution. The dataset contains 33
images with a resolution of 25 cm and 8 images with a resolution
of 50 cm. The entire dataset is manually labeled into four
categories: buildings (red), forest land (green), water (gray), and
background (black). Due to the limitation of computer hardware,
we clipped the dataset and uniformly clipped all the pictures to
512 × 512 size. If the clipped pictures only contain a class of
objects, we removed them and then, randomly divided all the
pictures into the training set and the verification set according to
the ratio of 8:2. As shown in Fig. 5, we show part of the training
data and its corresponding labels.

2) Postdam Dataset: This is a land cover classification
dataset obtained from airborne sensors [46]. The challenging
part of this dataset is that buildings, cars, and other objects have
very heterogeneous appearance in high-resolution images. This
results in high intraclass variance and low inter-class variance.

The dataset was collected in Potsdam, a typical historical city
with very large buildings, narrow streets, and dense residential
structures. The datasets are manually divided into six categories
as follows:

1) impervious surface;
2) building;
3) low vegetation;
4) tree;
5) clutter/background;
6) car.
Among them, clutter / background includes water bodies and

other objects that look very different from other categories (such
as containers, tennis courts, swimming pools, etc.), as given in
Fig. 6 , which shows part of the training data in the dataset and
their corresponding label images.

3) Wuhan Dense Labeling Dataset (WHDLD):
WHDLD [47] is the third intensively labeled dataset we
used. It was cropped from a large volume remote sensing image
of Wuhan urban area and manually labeled into six categories
as follows:

1) building;
2) road;

Fig. 6. Part of the training data and its labels.

Fig. 7. Part of the training data and its labels.

3) pavement;
4) vegetation;
5) bare soil;
6) water.
The WHDLD contains a total of 4940 color images with a

resolution of 2 m and a size of 256 × 256. Fig. 7 shows some
of the images in the dataset and their corresponding labels.

B. Experimental Results

1) Ablation Experiments: In this part, we test the influence
of feature extraction networks of different depths on the final
effect of the model, and conduct ablation experiments on our
model on three datasets, aiming to show the actual influence of
each module more clearly. Here, MPA, MIOU, and FWIOU are
used as evaluation indicators to evaluate the final results.
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TABLE I
IMPACT OF DIFFERENT BACKBONE NETWORKS ON MODEL ACCURACY (BEST

RESULTS ARE SHOWN IN BOLD)

Fig. 8. Visual comparison of different module combinations. The first row
is the thermal map of the building. The second row is the heat map of forest
land. (a) Image; (b) Backbone; (c) Backbone+De; (d) Backbone+De+ASWA;
(e) Backbone+De+ASWA+MIAF.

We first replaced the feature extraction network (backbone
network) of the model with residuals of different depths and
conducted experiments on landcover dataset. Table I shows the
final results. As you can see from the table, more layers is not
always better. When the number of layers reaches 50, it has the
best effect. And as the number of layers continues to deepen,
the effect shows a regressive phenomenon. After experiments,
we finally choose a 50-layer residual network as our backbone
network for feature extraction operation.

As shown in Table II, the backbone network acts as a feature
extraction network, so other modules are first removed or re-
placed with the simplest connection structure. In the deep part
of the network, the ASWA module is directly removed, and
the MIAF module is replaced by the simplest linear splicing
operation for fusion. The De is also removed at the decoding
side, leaving only the backbone part as the benchmark to test
the evaluation score of the model at this time. Then, the three
modules De, ASWA, and MIAF are successively added into
the benchmark network for testing. It can be concluded from
Table II that for the land division task, the three models proposed
are effective in improving the final accuracy. We extracted a
picture from the landcover dataset for visualization experiment,
as shown in Fig. 8, which shows the thermal map generated by
the combination of different modules. From the black solid line
area in the figure, it can be seen that with the continuous addition
of modules, the attention to the target is more concentrated.
When only the benchmark network is available, the attention of
the model is scattered.

Ablation experiment of De: Restoring the deep feature map
obtained by network downsampling is an important step in the
remote sensing image segmentation task. An effective decoder
can restore the details of the high-resolution image as much as
possible, and eliminate the interference of useless information
in the process of restoring the original image, which is effective

Fig. 9. Display of MIAF and ASWA in different stages of the decoder.
(a) ASWA is located in the shallow layer of the network. (b) MIAF is located in
the shallow layer of the network. (c) ASWA and MIAF are located in the deep
layer of the network.

to improve the accuracy of the model. We build a new decoder
module, in which dilated convolution makes it have a larger
receptive field, and depthwise separable convolution has better
results than ordinary convolution for the multiclassification task
studied in this article. It can be seen from the table that after
adding our proposed decoder module, the segmentation accuracy
of the model has a certain improvement. As can be seen from
Fig. 8, after adding the De module, the attention to useless
information is less than the situation without adding it.

Ablation experiments for ASWA: Aiming at the problem of
insufficient processing of deep feature information in current
methods, we propose the ASWA module, which adopts a larger
convolution window to focus on global feature information,
which is proved to be effective by experiments. It can be seen
from Fig. 8 that after adding the ASWA module, the attention
to the background is significantly reduced, and the model can
pay more attention to the buildings we want to extract. The
scores on the three datasets in Table II also indicate the ef-
fectiveness of the ASWA module. In Fig. 9, (a) and (c) show
the situation of this module in different stages at the decoder
side. In Table III, (a) and (c) are the corresponding evaluation
scores of the model on the Landcover dataset when the module
is placed in different stages. When the ASWA module is in a
shallow level, there will be a sudden increase in the number of
parameters and it will be at a low level in all indicators. This
shows that placing ASWA in the deep layer of the network can
effectively use the deep information to improve the network
performance.

Ablation experiments of MIAF: In order to make full use of
the deep feature information of different levels, we propose
MIAF to fuse the feature maps of the last two deep layers of
the network, because we believe that these two layers contain
the most information. The effective fusion of deep features can
avoid the mutual interference between different categories. The
results shown in Fig. 8 show that after adding the MIAF module,
information such as the position and shape of the target can be
accurately extracted from the surrounding similar background.
Without processing the deep information, the model is easy to be
disturbed by the similar environment around it and make wrong
judgments on the target. Table II shows that after adding all the
modules, the overall network achieves the highest accuracy and
has the best effect on the three datasets. In Fig. 9, (b) and (c)
show the different stages of this module at the decoder side. In
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TABLE II
ABLATION EXPERIMENTS ON DIFFERENT DATA SETS (THE HIGHEST SCORE IS BOLDLY DISPLAYED)

TABLE III
ABLATION EXPERIMENTS OF MIAF AND ASWA AT DIFFERENT STAGES OF THE DECODER

Table III, (b) and (c) are the corresponding evaluation scores of
the model on the Landcover data set when the module is placed in
different stages. Due to the attention mechanism used in MIAF to
focus on global information, its computational complexity and
parameter amount are closely related to the feature map size.
Being close to the output incurs a lot of extra computational
overhead, which is not beneficial. At the same time, according
to the final evaluation results of the two methods, the fusion
effect near the output is significantly worse than that when it is
placed in the deep layer of the network.

2) Experiments on the LandCover Dataset: In this section,
we compare the proposed method with other advanced networks,
including classic segmentation networks and the best segmenta-
tion networks in recent years. In order to verify the advantages
of this article in the land cover type classification task, networks
that performs well in this task in recent years is also added for
comparison. We use F1 score to evaluate the classification results
of our model and other networks between different categories.
Table IV shows the comprehensive scores of different models
on this dataset, where MPA, MIOU, and FWIOU are used as
evaluation indicators for evaluation. Compared with other types
of models, the network proposed in this article has the highest
comprehensive score, in which the MIOU value is 87.133%,
where it is 1.132% higher than the best network, and the compre-
hensive performance is far better than the existing segmentation
networks.

In order to verify the actual performance of the proposed
model, as shown in Fig. 10, images located in different envi-
ronments are picked for actual prediction. At the same time, for
comparison, networks with different strategies are selected for
prediction, and their prediction results are compared with ours.
For example, UNet adopts the same encoder-decoder structure as
this article, PSPNet adds a pyramid pooling module to aggregate

Fig. 10. Prediction effects of different models on landcover dataset. (a) Image;
(b) Label; (c) Ours; (d) UNet; (e) PSPNet; (f) PVT _ m; (g) ACFNet; (h) LEDNet;
(i) FCN8s; (j) BiseNetV2; (k) DeepLabV3Plus; (l) SegNet.

context information in different regions to mine global context
information, PVT _ m introduces the pyramid structure into
transformer, and uses a gradually reduced pyramid to reduce the
calculation of large feature maps. ACFNet proposes the concept
of class center, and uses the attention class feature module (ACF)
to combine different class centers according to the adaptation of
each pixel.

In the selected images, various scene categories are included.
The first picture is taken from a dense forest area, and there will
be gaps at the junction of the number of different regions. This
part does not belong to forest land, but because the area is too
small, most models will not detect it and misclassify it as forest
land, such as SegNet, PSPNet, and other models. The second
picture shows a building group. The low green vegetation next
to the building has similar color attributes to trees, which is easy
to be misclassified as woodland. For example, this phenomenon
occurs in models such as PVT _ m and ACFNet. The third and
fourth images are located next to the water area, and the overall
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TABLE IV
EVALUATION RESULTS ON THE LANDCOVER DATASET (BOLD CHARACTERS REPRESENT THE HIGHEST SCORES, THE SECOND BEST SCORE IS UNDERLINED)

color attribute is dark, which leads to confusion between the
water area and other parts and is difficult to distinguish. It can
be seen from the figure that although most of the models can
locate the position of the water area, the edge of the water area
is easy to be confused with the background, so the segmentation
effect of the boundary is very rough. Our model can accurately
identify the water area, and the segmentation effect of the edge
is in line with the actual situation, which can avoid the influence
of the surrounding environment.

From the final prediction results, other models are more or
less affected by interference factors due to improper processing
of deep information. Due to the addition of ASWA and MIAF
modules to filter deep feature information, the model proposed
in this article can effectively filter out interference factors in
the picture, so that the model can focus on more important
information. The ability of our network to distinguish between
different categories is much better than other models, such
as the distinction between woodland and low vegetation, the
distinction between water and similar background, etc. This is
because the MIAF module effectively extracts category informa-
tion and different layers of the network usually contain different
degrees of information. The MIAF module can fully integrate
the category information contained in different layers, and the
correlation between global information can be paid attention to

through the attention mechanism in different directions, which
is useful to avoid the interference of similar features between
different categories. It can also be seen from the figure that the
network in this article has a significantly better ability to recover
the target edge than other models, which is due to the fact that
we also use a new classifier after the last upsampling to refine the
final result. Not only that, it can be seen from the figure that our
model has good detection results for objects of different scales,
which can be seen in the prediction results of dense buildings
in the second picture and scattered trees in the third and fourth
pictures in Fig. 10.

3) Experiments on the Postdam Dataset: In order to further
prove the effectiveness of the model proposed in this article,
this part carries out comparative experiments on the Postdam
dataset. We evaluate the F1 score of different models for dif-
ferent targets. In addition, we also evaluate the comprehensive
performance scores of each model, as shown in Table V, and we
use MPA, MIOU, FWIOU as evaluation metrics to calculate the
comprehensive scores of different models on this dataset. It can
be seen from the table that our model has the highest MIOU value
and FWIOU value, indicating that the method proposed in this
article has good performance both for single object classification
and for the comprehensive classification ability of the whole
image.
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TABLE V
EVALUATION RESULTS ON THE POSTDAM DATASET (BOLD CHARACTERS ARE THE HIGHEST SCORES, THE SECOND BEST SCORE IS UNDERLINED)

Fig. 11. Prediction effects of different models on Postdam dataset. (a) Im-
age; (b) Label; (c) Ours; (d) ACFNet; (e) PSPNet; (f) UNet; (g) BiseNetV2;
(h) DeepLabV3Plus; (i) FCN8s; (j) LEDNet; (k) SegNet; (l) PVT _ m.

In Fig. 11, we selected pictures in different environments
for testing experiments, such as concentrated building areas,
rural roads, suburbs, etc., where buildings contain houses of
different scales and trees are distributed in different densi-
ties. The low-rise vegetation in the picture has similar texture
features with trees, which will also cause some interference to
the classification results of the model. As can be seen from
the figure, our model has excellent segmentation results for

different categories, where it can accurately locate the target
area, and the restoration of the shape of the target is in line
with the actual situation. Other networks such as PVT _ m and
SegNet have the worst prediction results, and the segmentation
of the edge of the target is very rough. In the first image, PVT
_ m cannot accurately segment the shape of the house at all,
and there are a lot of false detection phenomena. Although
LEDNet can detect the building area, the segmentation result
of the building edge details is not ideal and the detection of
vehicles is affected by the surrounding environment. Therefore,
it cannot accurately restore the shape of the vehicle in the picture.
There are many kinds of trees and vegetation in rural areas,
so it is a challenging task to distinguish between them. For
example, there is a forest belt composed of trees on the right
of the second picture. However, many models are affected by
the surrounding vegetation, and all of them fail to accurately
distinguish the relationship between trees and vegetation. The
same problem occurs in the last figure, with generally poor
classification results for trees and vegetation. Looking at our
proposed model, whether it is for the shape restoration of build-
ings, vehicles and other targets, or the discrimination between
trees and vegetation, it has incomparable advantages to other
models.
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TABLE VI
EVALUATION RESULTS ON THE WHDLD DATASET (BOLD CHARACTERS REPRESENT THE HIGHEST SCORES, THE SECOND BEST SCORE IS UNDERLINED)

4) Experiments on the WHDLD: In this section, we use
another multiclass land cover classification dataset (WHDLD)
for testing, where the performance scores of different models
are calculated. The overall evaluation scores of different models
on this dataset are shown in Table VI, where the best scores are
highlighted in bold. As can be seen from the table, our model
also has good classification ability on this dataset, which has the
highest score in the comprehensive evaluation. The MPA, MIOU
and FWIOU values are 76.027 %, 64.022%, and 82.430%,
respectively, which are higher than the scores of all other models.

In order to test the actual segmentation performance of the
model, several pictures are also selected to show the prediction
effect, and the prediction effect is shown in Fig. 12. The dis-
played images contain different kinds of distribution features,
including dense buildings, narrow roads, indistinct water areas,
etc. In this dataset, there is a strict requirement to distinguish
between roads and paved roads. Since the distinction between
roads and roads is not obvious in most datasets under normal
circumstances, this is highly convincing to evaluate the ac-
tual performance of a model. As shown in the last image in
Fig. 12, there are many long and narrow roads in the image.
Our model can effectively identify the road area, but other
models such as LEDNet and BiseNetV2 misclassify the road

Fig. 12. Prediction effects of different models on WHDLD dataset. (a) Image;
(b) Label; (c) Ours; (d) UNet; (e) LEDNet; (f) DeepLabV3Plus; (g) FCN8s;
(h) ACFNet; (i) PSPNet; (j) BiseNetV2; (k) PVT _ m; (l) SegNet.

surface as a road. In the pictures to be predicted, the roofs
of some buildings have similar texture features with the bare
land, so it is easy to cause misclassification between the two. For
example, in the first and second pictures, due to the influence of
the surrounding ground, most models cannot accurately distin-
guish the contours of the buildings, especially for the small and
scattered housing buildings. DeepLabV3Plus, BiseNetV2, and
other networks have missed detection. Our model can accurately
locate the location of the building, and the segmentation effect of
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the building edge is also more in line with the actual situation. In
the segmentation results of the narrow and long pavement, most
of the other models have serious fracture phenomena, which
cannot completely restore the area of the pavement, and even
misclassify the pavement as vegetation. However, the method
proposed in this article can recover the shape of the pavement
completely and avoid the influence of the surrounding environ-
mental factors. The prediction results show that the proposed
method also has excellent classification ability for different land
types on this dataset.

V. DISCUSSIONS

This article mainly focuses on the fact that the current methods
do not properly deal with the deep features of the network
in the land cover classification task, which makes the model
susceptible to the interference of different factors in the image
and confusion between different categories. Therefore, ASWA
and MIAF modules are proposed to deal with the deep feature
information. The above experimental results based on different
datasets show that the proposed model has a certain improve-
ment effect on land cover classification tasks, and it has better
land classification ability than the current model. The prediction
results in Figs. 10–12 show that the comparison method is
very rough for the classification of land cover types, and the
processing of boundaries between different categories is not
fine enough. In the classification process, targets with similar
characteristics are easy to interfere with each other. As shown
in Fig. 10, the narrow area between forest and forest in the
figure is easy to miss detection, and low shrubs will interfere
with forest, resulting in misjudgment. In Fig. 12, road and
pavement have similar superior reflection characteristics, and
many models cannot strictly distinguish them. Existing methods
add attention mechanism to the network to focus on important
features and prevent missing, however, it will lead to a sharp
increase in the number of model parameters. Moreover, our pro-
posed method also adopts the idea of attention mechanism and
improves the structure, through the interaction between global
information in different directions, it avoids the sharp increase in
the amount of parameters while maintaining the original role. At
the same time, we pay more attention to the interaction between
the deep information of the network, which plays a certain
role in containing the mutual interference between different
categories.

VI. CONCLUSION

The classification of land cover types is an important branch
of high-resolution remote sensing image processing, which has
important guiding significance for the study of land use. In this
article, we propose a multiview attention fusion network for
land cover classification task. The proposed model is helpful to
analyze the characteristics of land use types and biodiversity,
and provides a basis for environmental quality, land planning,
and land use development. This article uses the method of
convolutional neural network to construct a new network, and
most of the networks do not make full use of the information
of deep features, which leads to the problem that the land

type cannot be classified accurately. Furthermore, ASWA and
MIAF modules are proposed. The proposed ASWA adopts a
multibranch structure, and replaces the traditional convolution
window with a rectangular window, which can focus on the
global features in the nonpassing directions. MIAF is used to
fuse the feature maps of different levels in the deep layer of
the network, and make full use of the category information to
guide the classification of the model. The new decoder module
improves the efficiency of information transmission and also
makes the final segmentation result more refined. The final
experimental results show that the proposed model achieves
the best classification performance on Landcover, Postdam, and
WHDLD datasets, and the MIOU scores on the three datasets
are 87.133%, 74.757%, and 64.022%, respectively. It also has
strong generalization ability.
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