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A Parallel Algorithm for Hyperspectral Target
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Abstract—Target detection for hyperspectral images (HSIs) is
one of the significant techniques in remote sensing data processing.
Targets generally comprise various object categories with complex
features and of varying sizes. Target detection is often used in
complex application scenarios in which accurately and efficiently
acquiring detection results can be challenging. The development
of advanced target detection approaches is becoming increasingly
necessary in both military and civilian fields. This article proposes
an alternating direction method of multiplier (ADMM)-based par-
allel approach for hyperspectral target detection. Different from
existing methods performing target detection solely on HSIs, our
approach performs the fusion of hyperspectral and multispec-
tral data to leverage both spectral and spatial information prior.
For each task or data partition, the parallel processing of the
computation load on multiple computing nodes can substantially
reduce the computation time. In addition, we introduce a novel
weighted ADMM, which takes the influence of different variables
on convergence into account, to further enhance the computational
efficiency of the target detection model. Experiments on real-world
HSI datasets demonstrate that our proposed parallel method not
only produces more accurate detection results than direct detection
methods, but also achieves significant acceleration ratio compared
with the serial processing flow.

Index Terms—Alternating direction method of multiplier
(ADMM), fusion, hyperspectral image (HSI), parallel, target
detection.
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I. INTRODUCTION

HYPERSPECTRAL images (HSIs), a 3-D data cube, with
the abundant spectral and spatial information. Each pixel

in HSIs consists of a continuous spectrum that is closely related
to the material of the object and its environment. HSIs are
mapped to the Earth at the spatial resolution of meters and sub-
meters, and their outstanding advantage lies in the inclusion of
fine spatial and texture features. In addition to using reflectance
on different bands for radiation dimension analysis, it is more
important to exploit texture, structure and context features to dig
the relationships and rules contained in pixels, so as to provide
support for ground object classification, target recognition, and
scene analysis [1]. Over the past decades, hyperspectral target
detection has been widely used and shown tremendous advan-
tages in many fields [2], such as military target reconnaissance,
vegetation research, and geological surveying. Hyperspectral
target detection, which attracts a variety of signal process-
ing and machine learning algorithms [3], [4], facing various
challenges and emerging different solutions and strategies [5],
[6], [7].

Assuming priorinformation about the target is available, the
fundamental issue in hyperspectral target detection is to separate
the target of interest from the background based on the spectral
differences between different types of materials [8]. Specifi-
cally, target detection involves finding a scientific and effective
method to measure and compare the spectral differences in the
detection. The typical processing flow of classical hyperspectral
target detection algorithms involves deriving decision functions
through various mathematical analyses of the data, with the aim
of highlighting the target and suppressing the background [9],
[10]. To generate the detection output, the vector representation
of the test pixels is input into the decision function and compared
with a threshold to determine the presence of the target [11],
[12]. The main methods for detection can be classified into
four categories. The first category is based on spectral similarity
measurement, with classical algorithms, such as spectral angle
mapper [13]. This algorithm calculates the cosine of the angle
between the target spectrum and the test spectrum, and if the
cosine value is within a certain threshold, it indicates a high
probability that the test spectrum is the target. The second cate-
gory is based on projection, with projection operators being an
important tool in hyperspectral data processing for highlighting
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targets, suppressing noise, and improving signal-to-noise ratio.
Representative algorithms include orthogonal subspace projec-
tion [14], which projects the spectral vector onto the orthogonal
subspace of the background to achieve good detection perfor-
mance. Another algorithm is constrained energy minimization
(CEM) [15], which designs a finite impulse response filter that
minimizes the average energy of background samples passing
through the filter, while satisfying a constant filter response for
the signal. The third category is based on statistical methods,
which assume that the background and target follow different
probability distributions and construct likelihood ratio tests,
such as matched filtering [16] and adaptive matched subspace
detector [17]. The last category is based on low-rank and sparse
methods. The combined sparse and collaborative representation
algorithm [10] uses sparse representation for the target and col-
laborative representation for the background to obtain detection
results through the residual between the two representations. The
low-rank regularized least squares-matched subspace detector
[18] adds a low-rank constraint to the least squares method,
limits the background samples, and generates results under the
generalized likelihood ratio test.

Under reasonable assumptions, traditional algorithms exhibit
robustness in hyperspectral target detection; however, most of
them rely heavily on specific model assumptions [19]. If the
detection algorithm or model does not sufficiently incorporate
the authentic information of the land features, it can lead to
a significant degradation in the performance of the detection
process. In practice, hyperspectral data contain various types of
objects, and the theoretical model of traditional methods is con-
strained by prior conditions [20], limiting its capacity to utilize
data information, which substantially affects the performance
of detection [21]. The detection method based on data fusion
takes full advantage of the spectral information provided by
hyperspectral data and, to a certain extent, compensates for the
deficiency in spatial resolution inherent in such hyperspectral
data. Senchuri et al. [22] proposed a multisensory hyperspec-
tral and LiDAR data fusion approach for road edge detection
utilizing machine learning algorithms, including support vector
machines, random forests, and convolutional neural networks
(CNN), in urban environments. Jones proposed a novel data
fusion based approach for mapping quartz and carbonate veins
in drill cores, leveraging diverse image analysis techniques in
conjunction with the mineral abundance data derived from the
unmixing of the thermal infrared and short-wave infrared spec-
tra. The empirical results illustrate that the advanced data fusion
strategy was successful in logging the quartz and carbonate
veins [23].

In recent years, deep learning has rapidly developed. By
constructing complex neural network models to analyze the
features of hyperspectral datasets, deep learning has shown
excellent performance in HSI processing [24], [25], [26]. With
the emergence of large-scale datasets and the thriving devel-
opment of deep neural networks in the field of visual images,
hyperspectral target detection technology based on deep learning
has been continuously innovated. By extracting deep abstract
features, deep learning technology combines the advantages
of imaging spectroscopy technology and 2-D target detection

technology, and further explores the spatial and spectral in-
formation of HSIs. Xie et al. [27] proposed a deep learning
algorithm for spectral bands selection, which employs a vari-
ational autoencoder (VAE) to select the bands with abundant
target information and reconstructs the image for detection.
To better utilize the widely distributed background spectral
elements in HSIs, they also proposed a background-aware target
detection method, training the network on background pixels and
reconstructing it for better detection. Wang et al. [28] proposed a
target detection method based on CNN, which constructs a novel
HSI change detection framework based on 3D-Wavelet domain
active CNN. Zhu et al. [29] proposed a two-stream convolutional
network-based target detector, which utilizes the two-stream
convolutional networks to extract the spectral information in
HSI.

HSI provides a comprehensive representation of objects due
to the richness of information provided by the multiple spectral
bands. However, it also leads to an extensive volume of data and
redundant information in the image. Consequently, hyperspec-
tral target detection methods often suffer from problems, such
as long computation time and insufficient memory, on a single
machine. Distributed machine learning provides an effective so-
lution to these problems, as data and models are properly divided
among different work nodes in a distributed environment. By
designing efficient parallel communication schemes, different
work nodes can cooperatively and simultaneously complete
the calculation tasks. Ren and Chang [30] capitalized on the
characteristic that the high-order automatic anomaly detection
algorithm may descend into a local extreme point after ran-
domly selecting the initial vector, facilitating parallel detection
under diverse situations. Liu et al. [31] optimized the target
detection algorithm based on low-rank sparse representation.
They first segmented the image using the narrow dependency
of hyperspectral data on the high-performance computing plat-
form Spark, then used parallel clustering algorithm to cluster
the pixels of HSIs, and finally computed the clustered data
in parallel, significantly improving the speed and scalability
of the method. In a similar vein, Zhang et al. [32] proposed
a distributed and parallel implementation of the collaborative
Tucker3 tensor decomposition for hyperspectral computational
imaging, achieving exceptional accuracy and significantly en-
hancing computational efficiency when dealing with large-scale
HSI datasets. Moreover, some researchers have harnessed the
advantages of hardware to achieve parallel and efficient execu-
tion of HSI detection tasks. Du et al. [33] proposed an efficient
RX method based on GPU, capitalizing on the rapid computing
speed of the GPU and the recursive computing characteristics of
the RX algorithm, vastly improving the efficiency of hyperspec-
tral target detection. Macias et al. [34] presented a hardware
optimized implementation for FPGAs of the automatic target
detection and classification algorithm using the Gram–Schmidt
method for orthogonalization purposes. In conclusion, the ex-
ploration and optimization of hyperspectral target detection
methods leveraging distributed machine learning and hardware
advancements are paving the way for solving current issues faced
in handling large volumes of hyperspectral data efficiently and
effectively.
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Fig. 1. Target detection serial execution flow based on fusion.

HSI provides multilevel, multidirectional, and multitemporal
information for features of land cover. It has been widely ap-
plied in various applications, such as urban planning, precision
agriculture, and military reconnaissance. However, the process-
ing of hyperspectral data poses significant challenges, such as a
large number of spectral bands, large data volume, redundant in-
formation, and time-consuming processing on a single machine.
In this situation, this article proposes a parallel target detection
method after consulting aforementioned ideas. We first consider
the problem of insufficient spatial resolution in HSIs, inspired
by the CEM and data fusion method in [35], and we perform
the fusion of hyperspectral data and multispectral data after the
coarse detection. According to the fusion, high-resolution HSIs
are obtained, which contain both spatial and spectral information
and are beneficial for achieving high accuracy detection results.
To overcome the difficulties of large data volume and insufficient
computing resources, we develop a distributed implementation
of the proposed method. In detection, the training process of
VAE is performed in parallel based on data segmentation, and the
weight is calculated by the average of each node. The execution
of fusion is also in parallel manner, by coordinating tasks among
multiple working nodes, the fusion process is performed simulta-
neously on each hyperspectral data block and its corresponding
multispectral data block. ADMM as the optimized algorithm
of fusion model, whose process is the most time-consuming
part of our method, is modified to tackle the issue of multiple
parameters alternating iteration. Different from the sequential
update of variables in ADMM, our method takes into account the
influence of each variable on convergence and the time required
for each variable update. The update frequency of each variable
is determined by its influence. Specifically, this work makes the
following contributions.

1) We propose a novel object detection method to solve the
problem of insufficient spatial resolution in HSIs.

2) We develop a parallel implementation to improve the
processing efficiency of hyperspectral big data on high-
performance computing platforms.

3) We propose an optimized ADMM to reduce the processing
time for fusion by modifying the update frequency of
variables. This approach effectively reduces unnecessary
updates of unimportant variables, resulting in more effi-
cient computation.

The rest of this article is organized as follows. Section II
provides a detailed introduction of the proposed remote sensing
image processing method. Section III presents a parallel imple-
ment of the detection method. Section IV shows the experimental
results that demonstrate the reliability and acceleration effects
of the method. Finally, Section V concludes this article.

II. ALGORITHM

The flowchart of the proposed method is shown in Fig. 1.
The input of algorithm includes an HSI, a corresponding
multispectral image (MSI), and the target spectrum. The steps
of the detection can be divided into the following.

1) Use a target detection method based on background re-
construction to perform rough detection on the HSI and
preliminarily select the possible areas where the targets
may exist.

2) Fuse the selected areas with the corresponding MSIs to
obtain high-resolution HSIs.

3) Perform detailed detection on the fused image to obtain
the corresponding pixels of the target and generate the
detection results.

The following sections will introduce the serial processes of
the algorithm.

A. Target Detection Process Based on Background
Reconstruction

The well-known CEM algorithm has shown success in detec-
tion. Main idea behind the CEM is to design a finite impulse
response filter that minimizes the energy of the background
samples, subject to the constraint that the filter response to a
known target signal is constant. Let Y = [x1,x2, . . .,xNH

] ∈
RNH×LH denotes hyperspectral data matrix with NH pixels
and LH spectral bands, prior signal d ∈ RLH×1 and filter w =
[w1, w2, . . ., wLH

]T . CEM solves the following problem:

minwTRw

s.t. wTd = 1 (1)

where R = (1/N)Y Y T represents the autocorrelation matrix
of the background. The constrained optimization problem above
can be solved by Lagrange multiplier method and acquire the
following equation:

w =
R−1d

dTR−1d
. (2)

Afterw is obtained, calculate the spectral response value wTY .
If the spectral value of corresponding pixel is exceeding than the
threshold set in advance, the pixel is considered as the target.
CEM treats the original image as the background for computing
the linear filter while the number of background samples is
far more than targets. Thus, there is a slight error between the
result calculated and expected. To retrieve information solely
from background samples, this article employs CEM detection
algorithm based on background reconstruction. This method



YU et al.: PARALLEL ALGORITHM FOR HYPERSPECTRAL TARGET DETECTION BASED ON WEIGHTED ADMM 8277

generates data that closely mirror the original input, facilitating
the reestablishment of background pixels. When leveraged for
target detection in conjunction with background reconstruction,
this approach exhibits superior performance. Remarkably, in
certain image detection scenarios—such as those found in San
Diego—it can surpass traditional CEM algorithms by up to five
units in terms of area under curve (AUC) values. This highlights
the considerable advantage of employing reconstructed back-
ground for target detection, suggesting an innovative and more
accurate strategy in complex imaging environments. In order to
ensure that the reconstructed samples contain only background
information, and to make the reconstructed background more
realistic, a constraint energy minimization regularization term
is introduced in the VAE network. This allows the background
samples to be reconstructed accurately, while the reconstruction
error of nonbackground samples is relatively large. The specific
formula is

Lcem_loss =
∑
i

(
R−1d

dTR−1d

)T

x,
i. (3)

As the loss function of detection method based on background
reconstruction is

L = LVAE + ρLcem_loss. (4)

LVAE belong to the original VAE, gradient descent (GD) can be
used to optimize the model above efficiently.

In general, the process of target detection based on back-
ground reconstruction includes the following steps.

1) Conduct preliminary detection on the input hyperspectral
data using the CEM algorithm.

2) Random select background samples for background re-
construction.

3) Perform target detection using the residual between the
original image and the reconstructed background.

B. HSI Super-Resolution

HSI super-resolution is an important technology that generate
high-resolution hyperspectral images (HR-HSIs) by fusing low-
resolution hyperspectral images (LR-HSIs) and high-resolution
multispectral images (HR-MSIs). HR-HSIs not only offer de-
tailed object outlines, but also encompass rich spectral infor-
mation that can be utilized to precisely identify object charac-
teristics and aid in target detection. Therefore, target detection
based on high-resolution HSIs is more accurate and better suited
for important tasks such as military target detection. Due to
the limitations of imaging sensors, it is difficult to balance the
spectral resolution and spatial resolution of an image. For HSI,
the spectral resolution is high, but the spatial resolution is low,
while traditional panchromatic or MSIs achieves high spatial
resolution. To obtain HR-HSIs, a more cost-effective solution is
to fuse hyperspectral and MSIs. In addition to the methods ex-
tended from hypersharpening technology, HSI super-resolution
mainly includes model-based methods [36], [37], [38], [39], [40]
and learning-based methods [41], [42], [43], [44], [45].

The HR-HSI X ∈ RNM×LH is obtained by fusing the
LR-HSI Y ∈ RNH×LH and the corresponding HR-MSI Z ∈

RNM×LM . NM and LM are the number of pixels and bands
in HR-MSI separately. Y and Z can be modeled as spatially
degraded and spectrally degraded versions of the desired X .
Specifically, this can be described as

Y = XBH +EY (5)

Z = RX +EZ (6)

where B represents the spatial blurring operator, H represents
the spatial downsampling operator, R represents the spectral
response of the multispectral sensor, and EX and EY are the
residuals. In some papers, the equation above can be combined
as a regularization model composed of two fidelity, and written
as

min
X

1

2
||Y −XBH||2F +

1

2
||Z −RX||2F (7)

where || ∗ ||F is the Frobenius norm. As linear spectral mixing
model (LSMM) introduced to the fusion, (7) can be rewritten as

min
A,S

1

2
||Y −ASBH||2F +

1

2
||Z −RAS||2F (8)

where A represents the endmember matrix and S represents
the abundance matrix. To make sense physically, A and S are
supposed to be nonnegative. For model-based methods, the main
idea is to establish a regularization model based on the mecha-
nisms of spectral and spatial degradation. In this article, the ma-
trix decomposition fusion (MDF) framework is adopted, which
decomposes the HSI matrix into two unconstrained matrices.
Optimizing the following model to obtain A and S preliminary:

min
A,S

||X −AS||2F . (9)

In this equation,A andS are not the final solution for the fusion,
and the function of them is estimating X . To measure the per-
formance of an AS, MDF method using region-based low-rank
regularization (RLR-MDF) introduces the root-mean-squared
error (RMSE), which is a common metric used in regression
analysis to measure the difference between predicted values and
actual values. The RMSE is defined as follows:

||X −AS||2F /
√
NHLH . (10)

The RMSE results show that MDF produces more exact outputs
than nonnegative matrix factorization. Specifically, RLR-MDF
solves the following optimization problems:

min
A,S

1

2
||Y −ASBH||2F +

1

2
||Z −RAS||2F + λS(S) (11)

where S(S) is the proposed regularizer

S(S) =
K∑

k=1

||S(k)||∗. (12)

||S(k)||∗ denotes the nuclear norm, and k is the number of
superpixel. Because Z indicates the spatial information of X
reliably, it makes sense to transfer the spatial relationship of Z
to S. As whole, the complete RLR-MDF can be divided into
four steps: 1) initialize the spectral matrix. Since the spectral
information is mainly contained in Y , we can use the VCA
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Fig. 2. Target detection parallel execution flow based on fusion.

algorithm to decompose Y and obtain the initial matrix A. 2)
Estimate the spatial matrixS, using ADMM to solve the problem
described in (11), we can obtain S. 3) update the spectral matrix
A based on the outputs from step 2. To acquire the results, solve
the LS problem according to (13). 4) Reconstruction of HR-HIS
using A and S directly.

min
A

||Y −ASBH||2F + λ||A||2F . (13)

Remarkably, the MDF framework bears some resemblance to
the CS-based fusion methods. The first step can be viewed as
identifying an appropriate conversion, while the second step can
be seen as a procedure for injecting details. The third step is
employed to adaptively modify the conversion, and the final
step entails a reconstruction process.

III. PARALLEL IMPLEMENTATION

In this section, we describe the parallel version of our pro-
posed algorithm, starting with a parallel flow of our proposed
detection method. Then, we explain the parallel patterns of
the VAE algorithm for background reconstruction. Finally, we
provide a detailed description of the optimization of the ADMM
algorithm in the fusion process.

A. Parallel Implementation of the Hyperspectral Target
Detection

Fig. 2 shows the complete parallel process for high-resolution
hyperspectral target detection based on background reconstruc-
tion. For the input hyperspectral data, background selection is
performed first. The CEM algorithm is used to roughly deter-
mine the location of the target and select background pixels,
then selected background pixels are partitioned for data-block
training. During the VAE background reconstruction process,
data are distributed to different nodes for training, and the model
averaging (MA) method is used to reduce the training time. After
training is completed, the results are consolidated and a new
background spectrum is generated. Finally, the CEM algorithm
is used again to detect the reconstructed background image and
determine the area to which the target belongs. At this point, the
coarse detection of hyperspectral targets is completed.

After obtaining the coarse detection results for hyperspectral
targets, corresponding areas need to be selected from the multi-
spectral data. Since there are usually many types of targets, such
as vehicles, trees, and houses, the coarse-cutting results may
contain multiple regions. In the fusion process, we use image
regions as task units and assign different regions to different
computing nodes for fusion and detection, achieving completely
independent task parallelism. This greatly improves the task

acceleration ratio. On each computing node, the HR-HSI block
and corresponding MSI are obtained first. Then, the RLR-MDF
algorithm is used to fuse data and obtain a HR-HSI. During the
fusion process, the proposed novel weighted ADMM method is
used for computation acceleration. After the fusion is completed,
target detection is performed on the HR-HSI to obtain the final
clear detection results.

Different from the traditional target detection methods based
on the model, this article uses the data fused from hyperspectral
and MSIs. Compared with other methods, our approach yields
clearer and higher accuracy results which takes full advantages
of rich spectral information from hyperspectral data and the high
spatial resolution from multispectral data. In order to accurately
identify the target, we have implemented strategies pertaining
to data parallelism. We fully exploit the characteristic of data
redundancy in VAE and use MA strategy to achieve parallel
optimization during the training process. In the fusion process,
the parallel unit becomes the target region selected in the coarse
detection, which ensures tasks on each node are independent
without the need for communication. Furthermore, we also use
a weight-based method to determine the update frequency of
variables in ADMM during the fusion process, greatly reducing
computation time. In summary, our approach achieves high
accuracy and efficiency simultaneously.

B. Model-Averaging VAE

The algorithm proposed in this article includes two target
detection processes based on background reconstruction, and
utilizes VAE that requires input of background samples. How-
ever, since the background samples constitute a high proportion
of the original image, the number of pixels require training is
very large, leading to significant consumption of computational
resources and time. Considering the characteristics of widely
distributed background targets are numerous and complex, this
article employs MA to perform parallel optimization of the GD
in the VAE. MA is a simple and straightforward parallel mech-
anism that requires only one communication between nodes to
interact with the models after the training process is completed.
Each computing node can work independently without waiting
for others. MA has excellent acceleration effects, almost achiev-
ing linear acceleration ratios. However, the model parameter bias
is usually large since nodes do not need information exchange
during the training process. But in this article, the input of
VAE network used for background reconstruction is background
samples, which have a large data volume and information re-
dundancy. Even after segmentation, the sample distribution on
every node is similar to the original image sample distribution.
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Therefore, using the MA model for optimizing VAE training
can not only speed up the training but also ensure the stability
of accuracy after parallel computation. The formulation of MA
can be written as follows:

ȳ =
1

N

N∑
i=1

yi (14)

where ȳ represents the average predicted result,N represents the
number of models or compute nodes, and

∑N
i=1 yi represents the

sum of all predicted results from the models.

C. Novel Weighted ADMM

ADMM is used to solving constrained minimization prob-
lems, which is widely applied in fields, such as data mining,
machine learning, and image analysis [46], [47], [48]. This
method decomposes the original problem into several smaller,
easier-to-solve sub-problems, and obtains the global solution
through the collaboration of these subproblems. ADMM is
primarily used to solve (11) in RLR-MDF. To accomplish this,
three variables: V 1, V 2, and V 3 are introduced, which allow
us to express the original problem as follows:

min
S,V 1,V 2,V 3

f(S,V 1,V 2,V 3)

s.t. V 1 = SB,V 2 = S,V 3 = S (15)

where

f(S,V 1,V 2,V 3) =
1

2
||Y −AV 1H||2F

+
1

2
||Z −RAV 2||2F + λS(V 3).

(16)

The augmented Lagrangian function (15) can be written as

L(S,V 1,V 2,V 3,D1,D2,D3)

= f(S,V 1,V 2,V 3) +
μ

2
||SB − V 1 −D1||2F

+
μ

2
||S − V 2 −D2||2F + ||S − V 3 −D3||2F (17)

where μ > 0 is the penalty parameter, the auxiliary variables
D1, D2, D3 ∈ RJ×NH are used in an iterative process to refine
the optimization procedure, and J is the number of endmember
in HSI. The iterative process can be expressed as follows.

1) Solving S subproblem: Optimizing L associated with S
can be written as

S(t+1) = argmin
S

μ

2
||SB − V

(t)
1 −D

(t)
1 ||2F

+
μ

2
||S − V

(t)
2 −D

(t)
2 ||2F +

μ

2
||S − V

(t)
3 −D

(t)
3 ||2F
(18)

and the formula for solving the above problem is

S(t+1) = (BBT + 2I)−1((V
(t)
1 +D

(t)
1 )BT

+ V
(t)
2 +D

(t)
2 + V

(t)
3 +D

(t)
3 ). (19)

This computation can be carried out efficiently using the
fast Fourier transform (FFT), while the first term (BBT +
2I)−1 can be precomputed in advance.

2) Solving V 1 subproblem: Optimizing L associated with
V 1 can be written as

V
(t+1)
1 = argmin

V 1

1

2
||Y −AV 1H||2F

+
μ

2
||S(t+1)B − V 1 −D

(t)
1 ||2F (20)

and the formula for solving the above problem is

V
(t+1)
1 H = (ATA+ μI)−1

(ATY + μ(S(t+1)B −D
(t)
1 ))H (21)

V
(t+1)
1 H̄ = (S(t+1)B −D

(t)
1 )H̄ . (22)

RLF-MDF utilizes the masking matrix H to partition
V1 into two submatrices, V 1H and V 1H̄ , where H̄ is
the complement matrix of H . FFT can be employed to
expedite the computation process effectively, while the
(ATA+ μI)−1 and ATY can be precomputed before-
hand.

3) Solving V 2 subproblem: Optimizing L associated with
V 2 can be written as

V
(t+1)
2 = argmin

V 2

1

2
||Z −RAV 2||2F

+
μ

2
||S(t+1) − V 2 −D

(t)
2 ||2F (23)

and the formula for solving the above problem is

V
(t+1)
2 = (ATRTRA+ μI)−1(ATRTZ

+ μ(S(t+1) −D
(t)
2 )). (24)

4) SolvingV 3 subproblem: OptimizingLwith respect toV 3

can be written as

V
(t+1)
3 = argmin

V 3

λ

K∑
k=1

||V3(k)||∗

+
μ

2
||S(t+1) − V 3 −D

(t)
3 ||2F (25)

and the solution for solving the above problem is

V
(t+1)
3(k) = Dλ/µ(S

(t+1)
(k) −D

(t)
3(k)) (26)

where Dλ/µ(.) represents the singular value threshold
function.

5) Updating auxiliary multipliers: The multipliers associated
with L is calculated as follows:

D
(t+1)
1 = D

(t)
1 − (S(t+1)B − V

(t+1)
1 ) (27)

D
(t+1)
2 = D

(t)
2 − (S(t+1) − V

(t+1)
2 ) (28)

D
(t+1)
3 = D

(t)
3 − (S(t+1) − V

(t+1)
3 ). (29)

For RLR-MDF method, the most time-consuming step is solv-
ing (15), with a complexity of O(JNH logNW + J2NH) per
iteration for the overall process. NW is width in hyperspectral
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Algorithm 1: Weighted ADMM.
Require: LR-HSI Y , HR-MSI Z, B, H , R, λ, J, K,
interval vector p, spectral matrix A and superpixel-level
labels of Z ′s pixels

1: Initial S(0),V
(0)
1 ,V

(0)
2 , V (0)

3 ,D
(0)
1 ,D

(0)
2 ,D

(0)
3 by

zero matrix, μ = 0.05, maxIter = 200, ε = 10−3

2: for each i ∈ [1,maxIter] do
3: Update S(t) by (19)
4: if i % p1 == 0 then
5: Update V

(t)
1 by (21) and (22)

6: end if
7: if i % p2 == 0 then
8: Update V

(t)
2 by (24)

9: end if
10: if i % p3 == 0 then
11: Update V

(t)
3 by (26)

12: end if
13: if i % p4 == 0 then
14: Update D

(t)
1 by (27)

15: end if
16: if i % p5 == 0 then
17: Update D

(t)
2 by (28)

18: end if
19: if i % p6 == 0 then
20: Update D

(t)
3 by (29)

21: end if
22: if ||AS(t−1) −AS(t)||F /||AS(t−1)||F < ε then
23: break
24: end if
25: end for
26: returnThe spectral matrix S

3-D cube. Although the problems in steps 1 and 2 can be quickly
computed using FFT or other methods, the calculation is unac-
ceptable due to the complexity and the large number of variables
involved in the optimization process. To reduce the computing
time during each iteration, this article proposes a novel weighted
alternating direction method of multipliers. Specifically, during
the optimization, every time S is updated, not all introduced
variables and auxiliary variables need to be updated while the
importance of each variable for convergence of S to the optimal
point is not equal. Some variables may have already converged
to their optimal values and their updates may have little impact
on the convergence of S. Regarding this phenomenon, some
methods use partial matrix updates to reduce the computation
for less important variables [49]. Here, we propose assigning
a weight to each variable, which determines the frequency of
its update. The complete optimization algorithm is presented in
Algorithm 1.

The limitation of ADMM is that the update steps involve
interdependent variables, and each step requires information
from the previous step. Consequently, the steps must be executed
sequentially, making parallelism difficult to achieve. Moreover,
optimizing the algorithm is challenging since the convergence

of the algorithm depends on the parameters’ values at each step,
and changing them may affect the convergence. To mitigate
this limitation, researchers have proposed various approaches,
such as developing parallel ADMM algorithms, modifying the
update rules, or using acceleration techniques. However, these
techniques require a deep understanding of the algorithm’s prin-
ciples and properties and careful consideration of the problem
at hand. In particular, optimizing the ADMM algorithm requires
balancing the tradeoff between convergence speed and compu-
tational complexity. Unlike traditional ADMM, the proposed
algorithm differs in the way variables are updated. It considers
that the importance of each variable to the convergence of S is
different. Some updates of variables can significantly accelerate
the convergence of S, while others only have a minimal impact
on convergence. Therefore, the algorithm employs an interval
strategy for updating variables. If a variable is deemed essential,
there will be few intervals before it gets to convergence. Con-
versely, if a variable is unimportant, it will have many intervals.
This interval strategy reduces the computation frequency of
some variables, thereby reducing the computation time and
workload. Below, we will introduce the calculation of weights
and setting of intervals.

Calculation of weight is an important part of this article. In
the context of processing large and complex hyperspectral data,
it is common practice to segment the data into smaller chunks
for more efficient computation. To reduce the computation time
required for calculating the weights, only a small portion of the
data is selected for weight calculation. In the feature fusion,
the impact of each variable on the final result is taken into
consideration. After each variable update, the change in S and
its impact V on the fusion accuracy are calculated, and the
weights are then determined based on the average impact of
these variables.

V aff = ||ASV −1 −ASV ||F /||ASV ||F , (30)

where V aff represents the affect of variables calculated in the
processes of problem (14). SV −1 and SV represent the value of
S before and after the update of V . In other words, we figure
out the every S after variables updated, then acquire the affect
V aff. Finally, means of V aff are calculated and used as weights,
which can be written as

c = V sum/T (31)

where T is the number of iteration and c is the weight.
Then, we introduce the setting of update interval. In the

weight-based ADMM update method, the iteration frequency of
variables with lower importance is reduced by setting intervals.
After calculating the weights, the variable with the highest
weight is selected and updated once per iteration, while the
remaining variables can be updated using the following method.
The update interval p for each variable is computed based on its
weight. Specifically, the weight ci of variable is first calculated,
and then, the update interval pi is set as follows:

pi = cmax/ci (32)

Here, cmax denotes the maximum weight among all variables,
and ci denotes weights of different variables. The variable is
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updated every pi iterations, except for the variable with the
highest weight, which is updated every iteration. This strategy
reduces the computation frequency of variables with lower
importance, while ensuring that the variable with the highest
weight is updated frequently to facilitate convergence.

In this paragraph, we analyze the computational complex-
ity. First, we calculate the computational complexity of each
variable update. The complexity of the subproblem for S is
O(JNH logNW ), V 1 is O(JNH logNW + J2NH), V 2 is
O(J2NH), and V 3 is O(J2NH). If the updates are performed
sequentially, the total complexity isO(JNH logNW + J2NH).
Nevertheless, the proposed method maintains a complexity of
O(J2NH) during iterations that do not reach the interval, and
only increases to O(JNH logNW + J2NH) after the interval
has been reached. Since the intervals of V 1 and V 2 are both
ten in this experiment, the proposed method efficiently solves
the original problem. In terms of convergence performance,
the ADMM update scheme proposed in this article bears re-
semblance to asynchronous ADMM. For a detailed proof of
convergence, interested readers are referred to [50] or relevant
literature.

In addition, there are three points that need to be clarified.
First, since the update formula for auxiliary variables mainly
involves matrix addition and subtraction, the time consumption
of auxiliary variables update in each iteration is very low. There-
fore, the update frequency of auxiliary variables can also be set to
once per iteration. Second, the optimization algorithm proposed
in this article has similar to asynchronous communication, and
some variables may have significant deviations due to lack of
updates over a long period of time. Therefore, a maximum delay
“maxiter” is set in this article. Third, the setting of the update
frequency does not need to be very accurate. In most cases, the
algorithm will converge as the number of iterations increases.
The main purpose here is to reduce the number of updates for
variables that have smaller convergence effects.

IV. EXPERIMENTS

In this section, we conducted experiments on a real hyperspec-
tral datasets to demonstrate the reliability and performance of the
proposed method. The content mainly includes an introduction
to the dataset, verification of the effectiveness of the proposed
method on the dataset, a time comparison between serial and
parallel methods, and optimization improvements in parallel
computing. All experiments were conducted on a computing
cluster with 128 cores, 3.40 GHz, and 600 GB RAM.

A. Datasets

The real remote sensing HSI and MSI datasets used in the
experiment were obtained by the HSI Analysis Laboratory at
the University of Houston and the National Center for Airborne
Laser Mapping in the United States. The spectral range covers
380 to 1050 nm, with a total of 48 bands and 20 types of ground
cover. In this article, an HSI image with dimensions of 601 ×
596 × 48 and a corresponding MSI image with dimensions of
12020 × 11920 × 3 were selected as reference images to detect
vehicles of different colors in the images.

Fig. 3. Detection results of yellow cars.

B. Precision Results

The experimental results are primarily determined by three
components: rough detection time, fusion time, and postfusion
detection time. The size of the input data is the decisive factor
in the rough detection time, while the running time of the other
parts depends on the number of target areas that selected by
fusion and detection. Target areas can be understood as the
number of vehicles that need to be detected. Therefore, in this
experiment, we selected eight fusion detection targets after the
coarse detection for origin HSI. After that, we expanded the
data through reasonable splicing, and linearly increased the
number of fusion target detection. Thus, we have successfully
validated the proposed approach presented in this article, which
demonstrates its effectiveness in processing large-scale datasets.

In the experiment, we selected red and yellow cars as the
targets, and red cars are more than that of yellow cars. Cars
occupy fewer pixels compared with other targets, such as houses,
which better reflects the accuracy of the proposed method in
this study. For the hyperspectral target detection, we use the
receiver operating characteristic (ROC) curve to evaluate the
detection performance. The ROC curve describes the detection
performance in terms of the true positive rate (PD) and false
positive rate (PF ) at each threshold θ. The curve illustrates the
relationship between the detection rate and the false alarm rate.
The area under the ROC curve (AUC) is used as a metric to
measure the detection performance. A larger AUC value for the
ROC curve indicates better detection performance. PD and PF

are calculated as follows:

PD = TP/(TP + FN), PF = FP/(FP + TN) (33)

where true positive (TP) represents the number of correctly
detected target pixels, false positive (FP) represents the number
of false alarm pixels, false negative (FN) represents the number
of missed target pixels, and true negative (TN) represents the
number of correctly detected background pixels.

Figs. 3 and 4 illustrate the detection results of yellow and red
cars, respectively. Among them, the column on the left is the
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Fig. 4. Detection results of red cars.

TABLE I
AUC VALUES OF YELLOW CARS

TABLE II
AUC VALUES OF RED CARS

ground truth image, the middle column is the detection result
before fusion, and the column on the right is the detection result
after fusion. It is manifest that prefusion detection results are
hazy and laborious to identify, posing a significant challenge
in ascertaining the precision of target detection. Conversely,
postfusion detection results are sharp and exact, facilitating
easy identification of the test objects. When juxtaposed with the
ground truth, the fused results demonstrate heightened accuracy.
Tables I and II present the accuracy metrics, with LR-HIS
signifying the nonfused detection results, and HR-HIS denoting
the fused detection outcomes. The accuracy metrics suggest
that the fused target detection methodology proposed herein
markedly enhances the performance pertaining to accuracy and
exhibits stellar performance. Elaborating further on the supe-
riority of the proposed approach in this article, it becomes
evident when compared with conventional data fusion detection
methods. Traditional techniques often struggle with the tradeoff
between spatial resolution and spectral resolution; however, our
method effectively integrates these two aspects, yielding clearer
and more accurate detection results. Moreover, our approach
leverages advanced fusion algorithms, which not only preserve
the spectral characteristics of the hyperspectral data but also
enhance the spatial details obtained from multispectral data.
This symbiotic integration substantially amplifies the detection
precision and overall performance, thus establishing the notable
advantage of our proposed methodology.

TABLE III
RUNNING TIME OF DIFFERENT VARIABLES UPDATE MODES

C. Time Results

In this section, we conducted a comparative analysis of the
runtime of the proposed weight-based alternating iterative up-
date method and the sequential update method in a single-
machine environment. Four different update ways were em-
ployed for comparison, including sequential update (Group 1),
weight-based update (Group 2), weight-and-time-based update
(Group 3), and random update (Group 4). Table III presents the
experimental results, where the four groups respectively control
the variables update in the algorithm, and the data following
the variables represent the update intervals in different groups.
The results indicate that the proposed weight-based alternating
iterative method outperforms the sequential execution in equal
conditions, reducing the computation time by 25 s for single-
machine execution, and this improvement is also observed in
parallel execution. In addition, in Group 3, we considered the
time cost of a single-step iteration and further improved the algo-
rithm’s performance by increasing the update frequency of dual
variables and reducing the time needed for dual variable updates.
This approach led to an even greater reduction in computation
time compared with the weight-based update method used in
Group 2. Group 4 shows that random variable updates do not
achieve the expected acceleration effect, even the time is longer
than before.

In addition to comparing the runtime performance, we also
analyzed the convergence curve in the four groups. The four line
charts in Fig. 5 correspond to the four different variable update
methods. It can be observed from the chart that in Group 1, the
ADMM method gradually converges as the number of iterations
increases, and the difference between before and after iterations
fluctuates and decreases. The proposed methods in Groups 2 and
3 still maintain the same decreasing trend while reducing the
computational cost, indicating that the weight-based alternating
iterative update method effectively achieves convergence.

Overall, the proposed weight-based alternating iterative up-
date method exhibits excellent performance in terms of algorith-
mic efficiency, achieving good acceleration and fast convergence
rates. This will be useful for tackling more complex optimization
problems on large-scale datasets. In this section, we conducted
experiments with data of varying sizes to test the performance
of the proposed parallel algorithm on big data. These data were
expanded by copying them to multiples of 2, 4, 6, 8, and 10, and
the corresponding fusion regions and number of detection targets
were increased. We tested the algorithm on different data sizes
with varying numbers of computing resources (compute nodes),
specifically 1, 2, 4, 8, and 16, which represent exponential
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Fig. 5. Convergence curve. (a) Group1. (b) Group2. (c) Group3. (d) Group4.

growth, making it easier to observe the relationship between
the increase in computing resources and the time it takes to
perform calculations. As shown in the Fig. 6, the runtime of the
parallel algorithm decreases almost linearly with the number
of compute resources. For instance, for 4 times larger data, the
runtime on a single machine is 3430 s. After adding one compute
resource, the algorithm becomes parallel, and the runtime is
reduced to 1730 s, saving 1700 s of time and achieving almost
linear speedup. When the number of compute nodes is increased
to 4, the runtime is reduced to 892 s, with a speedup ratio of
3.84. When the number of compute nodes is increased to 8,
the runtime is reduced to 456 s, with a speedup ratio of 7.52.
Finally, when the number of compute nodes is increased to 16,
the runtime is reduced to 252 s, with a speedup ratio of 13.61.
Even when the number of compute resources reaches dozens, the
proposed fusion detection parallel algorithm still exhibits a high
speedup ratio. Similar speedup effects were observed for data
of other sizes. Considering that increasing compute resources
increases data I/O between nodes, the experiment demonstrates
that the proposed method can achieve excellent speedup when
processing large data.

In the original data processing [see Fig. 6(a)], the speedup
reached a bottleneck after eight compute resources because only
eight detection targets were selected during the data fusion and
detection process, resulting in only eight tasks being split. In this
case, even if the number of compute resources is increased, the
runtime will not decrease. In addition, we can reasonably predict
the speedup situation when the data volume is sufficiently large.
As long as the number of compute resources is less than the
number of task partitions in the data, the method can reduce
the computation time when the number of compute resources is
increased. The speedup ratio will only stop increasing when the
number of task partitions and the number of compute resources
are the same.

Fig. 6. Big data execution time under different computing resources.
(a) Original data. (b) Twice the original data. (c) 4 times the original data. (d)
6 times the original data. (e) 8 times the original data. (f) 10 times the original
data.

V. CONCLUSION

This article presents a parallel target detection method de-
signed to tackle the challenges of poor detection performance
and long processing times in the context of low-resolution
hyperspectral imaging. To improve detection accuracy, CEM
algorithm is employed, which utilizes background reconstruc-
tion. In addition,to overcome the low spatial resolution of hy-
perspectral data, multispectral and hyperspectral data are fused,
leveraging the advantages of both spectral data types for clear
and accurate target detection. Facing the challenge of managing
large, information-rich remote sensing image data, a parallel op-
timization scheme is proposed for the detection method, which
greatly enhances algorithmic efficiency on processing large
datasets. The extensive experiments conducted demonstrate that
our target detection method is both accurate and robust, par-
ticularly when handling large datasets. As such, our approach
offers a novel solution to the challenges associated with target
detection in the context of low-resolution hyperspectral imaging.
By leveraging parallel optimization, spectral data fusion, and
weight-based updates, we have demonstrated a highly effective
target detection method capable of handling large, complex
datasets in a practical setting.
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