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Abstract—The rapid advancement of automated artificial intel-
ligence algorithms and remote sensing instruments has benefited
change detection (CD) tasks. However, there is still a lot of space
to study for precise detection, especially the edge integrity and
internal holes phenomenon of change features. In order to solve
these problems, we design the change guiding network (CGNet)
to tackle the insufficient expression problem of change features
in the conventional U-Net structure adopted in previous methods,
which causes inaccurate edge detection and internal holes. Change
maps from deep features with rich semantic information are gen-
erated and used as prior information to guide multiscale feature
fusion, which can improve the expression ability of change features.
Meanwhile, we propose a self-attention module named change
guide module, which can effectively capture the long-distance de-
pendency among pixels and effectively overcomes the problem of
the insufficient receptive field of traditional convolutional neural
networks. On four major CD datasets, we verify the usefulness and
efficiency of the CGNet, and a large number of experiments and
ablation studies demonstrate the effectiveness of CGNet.

Index Terms—Change detection (CD), change guide module
(CGM), change guiding map, deep learning, high-resolution remote
sensing (RS) image.

I. INTRODUCTION

THE technique of finding variations in the condition of a
thing or phenomenon by watching it at different periods is

change detection (CD) [1]. Very high-resolution (VHR) remote
sensing (RS) images have been developed, making the CD tasks
accessible to a wide range of urban extension studies [2], land
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uses land cover analysis [3], environmental monitoring [4], and
disaster assessment applications.

Conventional methods typically detect changes based on
single-pixel changes, for instance, the image difference method
[5], image ratio method [6], etc. Furthermore, there are also
some methods based on feature transformation, such as change
vector analysis [7], multivariate CD [8], principle component
analysis [9], slow feature analysis [10] etc. For the above meth-
ods, it is crucial to define an appropriate decision function
to distinguish whether the region has changed or not. Such
classification-based [11] methods have been widely employed
as an alternative to threshold-based methods in recent decades
with the emergence of machine learning. Deep learning, a subset
of machine learning, is widely used in computer vision and
natural language processing. There have been fruitful research
results in areas, such as speech recognition. Computer vision, a
popular deep-learning research area, has produced a significant
amount of work on RS imagery classification [12], semantic
segmentation [13], [14], object detection [15], and other tasks
[16], [17]. As a result, one of the hottest areas of study in the
world of RS is the application of deep-learning algorithms from
the field of computer vision to RS imagery CD [18], [19].

Convolutional neural networks (CNN) are the cornerstone of
deep learning in computer vision. In order to extract image fea-
tures, the CNN is quite effective. To improve image recognition,
deep CNN can extract high-order semantic characteristics from
images. RS image CD is the same as ground object classification,
which necessitates pixel-level classification. To the best of our
knowledge, we discover that the two primary types of deep-
learning CD models are transformer-based and CNN-based
(including attention mechanisms). All of these techniques rely
on CNN’s robust information extraction capabilities.

First, we introduce the main methods of using CNN as the
base model. Fully convolution early fusion (FC-EF) [20], fully
convolutional Siamese-concatenation (FC-Siam-conc) [20], and
fully convolutional Siamese-difference (FC-Siam-diff) were
proposed by Daudt et al. [20] at the same time. FC-EF [20]
is established on the basis of traditional U-Net. FC-EF [20]
is based on conventional U-Net and is referred to as such.
Before sending two input images to the network, the EF structure
concatenates them together. They may be thought of as various
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picture channels. Feature maps from the two encoder branches
and the corresponding layer of the decoder are connected by
the FC-Siam-conc network [20]. In comparison, FC-Siam-diff
[20] makes a skip connection with the relevant layer of the
decoder after first determining the absolute value of the dif-
ference between the feature maps of the two decoder branches.
In order to create a network model, Mou et al. [21] combined
Siamese CNN and long short-term memory (LSTM) to extract
the spatial and spectral features of the image through CNN and
then used LSTM to extract the temporal features. As a result, it is
able to outperform some mainstream deep-learning methods in
terms of CD. Additionally, some studies enhance the detection
accuracy of the model from two perspectives of training strategy
and network structure by including attention mechanisms and a
deep supervision approach to the fully convolutional network. In
order to address the issues of sample imbalance and low model
accuracy in CD, Han et al. [22] proposed an HANet, which con-
tains several attention mechanisms named HAN and numerous
sampling techniques named progressive foreground-balanced
sampling (PFBS). Using highly representative deep features in
a deeply supervised difference discrimination network for CD,
Zhang et al. [23] proposed a deeply supervised image fusion
network (IFNet). In a Siamese-based spatial–temporal attention
neural network (STANet), Chen and Shi [24] constructed a
CD self-attention mechanism to express the spatial–temporal
interactions. Fang et al. [25] designed SNUNet-CD, which is
a Siamese network with several connections and is combined
with NestedUNet for CD. A new deep multiscale Siamese
network (MSPSNet) including self-attention and concurrent
convolutional structure was designed by Guo et al. [26]. Some
researchers used this technique in the area of CD because of
UPerNet’s superior feature extraction capability [27]. However,
these methods still need to be improved when extracting the
feature details of change information.

Subsequently, some scholars have also proved that the
transformer-based method performs better in the field of CD. A
deep-learning model called transformer [28] is fully based on the
self-attention process because of its applicability to parallel com-
puting and the complexity of the model itself. It can directly lead
to its accuracy and performance being higher than the previous
popular CNN-based methods. After the transformer has become
popular in natural language processing, many scholars tried
to introduce it into computer vision tasks. Vision transformer
(ViT) [29] is a model proposed in 2020 that directly applies
transformers to image classification. Its best model achieves
88.55% accuracy on ImageNet1K, which shows that transformer
is indeed effective in the CV domain, and the results are quite
impressive. The swin transformer network is another collision of
transformers proposed in 2021 in the field of vision. Researchers
in RS have also introduced transformers into CD tasks, such
as SwinSUNet [30], bitemporal image transformer (BIT) [31],
change former [32], remote sensing pretraining (RSP)–BIT [33],
TransUNetCD [34], etc. Swin transformer blocks are used as the
building blocks for the encoder, fusion, and decoder found in
SwinSUNet [30]. A BIT [31] is used to effectively and efficiently
model settings in the spatial–temporal domain.

To efficiently express the multiscale and long-range features
necessary for the precise CD, change former [32] combines a
hierarchically structured transformer encoder with multilayer

perception (MLP) decoder in a Siamese network architecture.
RSP–BIT [33] introduces RSP into BIT [31]. An end-to-end
encoding–decoding hybrid transformer approach for CD called
TransUNetCD [34] combines the benefits of transformers
with UNet. However, some transformer-based methods still
have room for improvement in training speed while ensuring
accuracy, which limits their practical application. Although
the performance of transformer-based methods is better to
some extent, these models are very large in the number of
parameters and consume a lot of computing resources to
train.

We have visualized the results, as seen in Fig. 1, to better
understand how these models performed. We can see that in
the previous methods, both the feature map and the binary map
have problems, such as edge breakage and internal holes. This is
mainly caused by the insufficient context extraction ability of the
model, the small receptive field, and the insufficient multiscale
fusion. There is no doubt that if we can use more complete deep
features to guide the extraction of change features, we can make
the effect of model extraction better.

Therefore, we propose a change guiding network (CGNet),
which employs a deep change guiding feature as previous
knowledge to direct multiscale feature fusion, in order to more
effectively handle these issues. And we propose a change guide
module (CGM) module to get a big receptive field which is
a self-attention module. The inaccurate edge detection and
internal holes problems can be solved well by CGNet with a
CGM module. The following is a summary of this article’s key
contributions:

1) To address the issue of inadequate expression of
change characteristics in the conventional U-Net struc-
ture used in previous approaches, which results in inac-
curate edge detection and internal holes, we propose a
CGNet.

2) To enhance the expression capability of change features,
we generate change maps from deep features with rich
semantic information and use them as prior information to
guide multiscale feature fusion. Moreover, the proposed
CGM module is a self-attention module, which can ef-
fectively compensate for the long-distance dependency
among pixels and effectively overcome the problem of
the insufficient receptive field of traditional convolutions
neural networks.

3) On four CD datasets, extensive experimentation and abla-
tion studies have been performed to confirm the usefulness
and practicability of our approach. The program will be
released as open source in an effort to further the RS CD
study.

The rest of the article is organized as follows. The specifics of
our proposed CGNet approach are introduced in Section II. The
experimental setup and analysis of the results in detail and the
ablation study are presented in Section III. Finally, Section IV
concludes this article.

II. CGNET

We will introduce the general CGNet architecture, the CGM
module, and the model specifics in this section.
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Fig. 1. Incompleteness of some edge pixels and the phenomenon of holes inside the changed areas.

Fig. 2. Illustration of the CGNet we proposed.

A. Overall Architecture

The U-Net structure is a classical and effective structure
in extracting change information, but it is still suffering from
the problem of insufficient edge information extraction and
internal holes. Therefore, we improve the conventional U-net
architecture and propose a hierarchical feature network CGNet.
Fig. 2 presents a schematic of the overall framework of the

proposed CGNet. In order to extract the changing features of
the bitemporal image from coarse to fine, we first employ
the VGG-16 network as the foundation in the encoder sec-
tion. We use five VGG-16 blocks with batch normalization to
represent the operation of VGG16_BN from 0–55–12,12–22,
22–32, and 32–42 layers, respectively. Then, in the decoder
part, we refine the features by concatenating the features at
different depths together and then passing the result through
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the designed convolutional block. The integration of multiscale
features is the most significant component of our network, which
mainly generates the change map from the deep features with
rich semantic information and uses it as prior information to
guide self-attention to improve the expression ability of change
features. Multiscale feature fusion is guided by prior informa-
tion. We propose a self-attention module CGM module, which
can effectively compensate for long-distance dependency among
pixels and effectively overcome the problem of the insufficient
receptive field of traditional CNNs. We put three CGMs in dif-
ferent feature extraction stages of the network, namely CGM 4,
CGM 3, and CGM 2. In fact, the number of 1, 2, 3, and 4 in
the network represent different stages in the feature extraction
process. The numbers of CGM and convolutional blocks are set
according to the sequential sequence number of the blocks of
VGG16 in the encoding layer. Essentially, we found that the deep
map generated directly by sampling the deep feature in block 4
is more significant. Specifically, in the CGNet network, CGM 4,
CGM 3, and CGM 2 are responsible for feature fusion from deep
to shallow, respectively. In this process, with the supervision of
deep features, CGM can better obtain the receptive field, so as to
improve the expression of features. The convolutional block is
composed of the convolutional layer, batch normalization, and
ReLU activation function. Classifier is a convolutional layer for
binary classification.

B. Change Guide Module

We generate change maps from deep features with rich seman-
tic information. We broaden the receptive field between pixels
by using the proposed CGM module to guide the multiscale
feature fusion process while using the change map as prior
knowledge. The objective of the attention mechanism is to ignore
the majority of the unimportant information and select a little
quantity of important information from a vast amount of infor-
mation. In the very unbalanced binary classification issue, the
attention mechanism for CD is to locate the significant change
features with a small number of pixels and disregard the back-
ground information with a large number of pixels. The higher
of the weight, the more weight is given to the corresponding
value when calculating attentional mechanisms. In other words,
the weight represents the importance of the change information
and the value represents the corresponding information. Self-
attention mechanism is a version of the attention mechanism. It is
better at capturing the internal correlations of the data or features
and less dependent on external inputs. As shown in Fig. 3, our
proposed CGM is a self-attention module, which can obtain
significant change information in the size of 256∗256 images.
Through the feature maps extracted from different stages of
our CGNet network, the deep feature maps rich in semantic
information generate the changing guide map, which can be
used as prior information to guide multiscale feature fusion, so
as to further improve the expression ability of changing features.

The original self-attention [28] is described as

Attention (Q,K, V ) = Softmax

(
QKT

√
dhead

)
V (1)

Fig. 3. Illustration of our change guide module (CGM).

where Q, K, and V stand for query, key, and value, respectively.
However, it is very computationally intensive because Q, K,
and V all have the dimensions HW × C, where H , W , and
C define the size of the input image. The SoftMax calcula-
tion can numerically transform the score of Q and K, which
cannot only normalize the score, but also organize the original
calculated score into a probability distribution with the weight
of all elements equal to 1, and the heavyweight representing
the information with high correlation. Mathematically, given the
changing guide map as f_GC. First, we get the weight graph
WGC with sigmoid because the sigmoid converts the input to
a value of 0–1. The weight graph represents the feature maps
extracted at different stages of our CGNet network, which is
also the changing guide map in CGM. The size of the value
reflects the degree of change. The likelihood of a pixel change
increases with increasing weight value. Therefore, the guidance
change information can be displayed through the weight graph

WGC = Sigmoid (fGC) . (2)

Given the input feature map as F. And the changing guide
map, weighted F_GC can be obtained by multiplying the vari-
able weight graph with the input feature graph. The following
is the precise formula:

fGC = WGC · conv (ℱ) . (3)

Q, K, and V in our self-attention are mainly calculated in the
following ways:

(Q,K, V ) = (QWQ,KWK , V WV ) (4)

where WQ, WK , and WV are, respectively, the query, key, and
value weight matrices of the liner projection. We estimated our
attention map as follows:

𝒜i = softmax

(
QiK

T
i√

dk

)
, i = 1, . . . Nh (5)

where 𝒜i refers to the attention map, i is the ith head in the
multihead self-attention mechanism, which can extract rich po-
tential features, Qi is the corresponding query matrix calculated
in the ith head, and dk refers to the number of channels in the key
matrix. After that, by mutually multiplying the aforementioned
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TABLE I
STATISTICS OF THE FOUR DATASETS USED IN THE EXPERIMENT (INCLUDING THE IMBALANCE RATIO)

𝒜i and Vi, one may obtain the output feature map of the
multihead self-attention map

ℋi = 𝒜i Vi. (6)

Finally, after adding the convolution operation to the input
feature map, we obtain the output of our CGM

output = conv (ℋi) + ℱ. (7)

Through the deep feature of Fig. 3, it is very significant to in-
troduce the changing guide map into CGM because the changing
guide map can help CGM focus on the change information itself.

C. Model Details

The CD is an extremely unbalanced binary classification
task. Thus, to reduce this imbalance in our experiment, we use
cross-entropy as the loss function. The cross-entropy function
is defined as

Loss = − (ŷi log (yi) + (1− ŷi) log (1− yi)) (8)

where yi and ŷi stand in for the label value and the anticipated
value of pixel i, respectively. The total number of pixels, orN , is
determined by multiplying the number of pixels in one picture
by the batch size. Since the change guiding map can provide
change prior information for the decoder part to enhance change
feature representation, by computing the cross-entropy between
the change guiding map with the ground truth, we apply deep
supervision to the change guiding map. As a result, the deep
supervision loss is added to create the overall loss function.

III. EXPERIMENT

The experimental datasets, environment, comparison models,
and assessment measures are all introduced in this part. Later, a
detailed discussion of the experimental findings and the ablation
research will be discussed later.

A. Experimental Setup

LEVIR-CD [24]: A publicly available large-scale building
CD dataset called LEVIR-CD [24] has 637 VHR (0.5 m/pixel)
image patch pairings with a 1024 × 1024 pixel size. Significant
land-use changes, particularly the expansion of development,
can be seen in these bitemporal photos that span a time pe-
riod of 5 to 14 years. The 20 separate regions that make up

the bitemporal pictures on LEVIR-CD [24] are spread across
various cities in Texas, including Austin, Lakeway, Bee Cave,
Buda, Kyle, Manor, Pflugerville, Dripping Springs, etc. There
are 31 066 643 changed pixels and 636 876 269 unchanged
pixels are the corresponding numbers. We used the standard
data split (445/64/128 image pairs for training, validation, and
testing) which was provided on the researchers’ web pages.
The original image pairs are trimmed to sizes of 256 × 256
without overlapping in order to compare them fairly to other
state-of-the-art approaches. Therefore, the final dataset which is
depicted in Table I, consists of 7120/1024/2048 pairs of patches
for training, validation, and testing, respectively.

Wuhan University (WHU)-CD [37]: A huge VHR image pair
with a size of over 30 000 × 15 000 pixels that is split into 512
× 512, is included in the open RS buildings CD dataset known
as WHU-CD [37]. It encompasses a region which has very big
damage because of the earthquake in February 2011 and was
rebuilt in the later years. There are 21 442 501 changed pixels
and 481 873 979 unchanged pixels, respectively. We used the
standard data split (1260 picture pairings for training and 690
image pairs for testing) that was provided on the researchers’
web pages. The original image pairs are trimmed into sizes of
256×256 without overlapping in order to compare them fairly to
other state-of-the-art approaches. Actually, the validation dataset
was created by randomly choosing 10% of the images from the
training dataset. As shown in Table I, the training set in our
dataset includes 4536 pairs, the validation set includes 504 pairs,
and the test set includes 2760 pairs.

Sun Yat-Sen University (SYSU)-CD [38]: A publicly available
RS CD dataset called SYSU-CD [38] has 20 000 VHR image
pairings, which was captured in Hong Kong between 2007
and 2014 and is split into 256 × 256. The SYSU-CD dataset
contains a number of different sorts of modifications, including;
1) newly constructed urban buildings, 2) suburban dilatation,
3) groundwork before construction, 4) change in vegetation, 5)
road extension, and 6) sea development. There are 286 092 024
changed pixels and 1 024 627 976 unchanged pixels, respec-
tively. As can be seen in Table I, we used the standard data split
(the training set has 12 000 image pairs, the validation set has
4000 image pairs, and the testing set has 4000 image pairs) that
was posted on the researchers’ websites.

S2Looking-CD [39]: A building-change-detection collection
called S2Looking-CD [39] comprises expansive side-looking
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satellite images taken at different off-nadir angles. It includes
about 65 920 annotated examples of angles. It includes about
65 920 annotated examples of changes throughout the world and
5000 bitemporal image pairings of rural regions. By offering
1) wider viewing angles, 2) significant light fluctuations, and
3) the additional complexity of rural photos, it improves upon
previous datasets. There are 66 552 990 changed pixels and
5 176 327 010 unchanged pixels, respectively. We used the
standard data split (the training set has 3500 image pairings,
the validation set has 500 image pairings, and the testing set has
1000 image pairings) that was provided on the researchers’ web
pages. The original image pairs are trimmed into sizes of 256
× 256 without overlapping in order to compare them fairly to
other state-of-the-art approaches. As seen in Table I, the dataset
for our studies consists of 56 000/8000/16 000 pairs of patches
for training, validation, and testing, respectively.

Evaluation metrics: We employ the F1-score (F1), Precision
(Pre.), Recall (Rec.), and Intersection over Union (IoU) metrics
to assess the suggested technique statistically. They may all be
used to compare prediction maps and GT, and they are all clearly
specified as follows:

F1 =
2

Pre.−1 + Rec.−1
(9)

Recall =
TP

TP + FN
(10)

Precison =
TP

TP + FP
(11)

IoU =
TP

TP + FN + FP
(12)

where the letters TP, TN, FP, and FN stand for the corresponding
totals of true positives, true negatives, false positives, and false
negatives, respectively. Better CD performance in the experi-
ment is shown by the higher F1 and IoU values.

B. Experimental Environment

We use PyTorch to construct our models, and one NVIDIA
RTX 3090 GPU is used to train each model. Using the AdamW
[36] optimizer, we lower the loss by setting the weight de-
cay and learning rate to 0.0025 and 0.0005, respectively. To
make it easier to compare with other state-of-the-art meth-
ods, we crop all the data to 256∗256. At the same time,
the data were also enhanced using data augmentation tech-
niques including random Gaussian noise, random salt and
pepper noise, random cropping, and random rotation of a cer-
tain angle. Choosing a batch size and the maximum epoch of
eight and fifty for the experiment in order to make the model
converge according to several experiments despite the GPU’s
constraints. In a total of 50 training epochs, we saved the
model with the best F1 score and IoU on the validation set for
testing.

C. Comparison With State-of-the-Art Methods

In order to assess the performance of the proposed CGNet,
we contrast a wide range of state-of-the-art CD methods. To

the best of our knowledge, we found that the current deep-
learning models for CD mainly come in two ways: CNN-based
(including attention-based) and transformer-based methods. We
selected some state-of-the-art CD algorithms for high-resolution
RS images. Among them, CNN-only methods include FC-EF
[20], FC-Siam-conc [20], FC-Siam-diff [20]. Some excellent
attention-based methods include IFNet [23], STANet-PAM [24],
SNUNet [25], MSPSNet [26], UPerNet [27], HANet [22], and
HCGMNet [35]; and transformer-based methods include BIT
[31], change former [32], and RSP–BIT [33]. RSP–BIT [33] is
a pretrained model on large-scale RS datasets. The specifical
details are as follows:

1) FC-EF [20]: An early fusion network that is completely
convolutional using the U-Net structure as its foundation,
with the concatenation of the two input images from the
pair being compared as its input.

2) FC-Siam-conc [20]: A model using Siamese concate-
nation that is completely convolutional. During the de-
coding step, it concatenates two skip connections, each
originating from an encoded stream.

3) FC-Siam-diff [20]: A model using a Siamese-difference
model that is completely convolutional that, rather than
joining the two connections from the encoding streams,
concatenates the absolute value of their difference.

4) IFNet [23]: Deeply supervised image matching network
(IFN) in which highly representative deep features of a
two-time image are extracted for the first time through
a fully convolutional two-stream architecture and the
extracted worm scores are fed into a deeply monitored
distinct discriminant network for CD.

5) STANet-PAM [24]: A Siamese-based neural network
for spatial–temporal attention that completely utilizes the
spatial–temporal link to produce features that are both
illumination-invariant and misregistration-resistant.

6) SNUNet [25]: A densely connected Siamese network
based on NestedUNet that gathers and improves char-
acteristics from various semantic levels using ensemble
channel attention module (ECAM) and reduces the lo-
calization information loss into CNN.

7) MSPSNet [26]: A parallel convolutional structure based
deep multiscale Siamese neural network that can inte-
grate various temporal characteristics and further en-
hance the capability of feature representation through a
self-attention model.

8) UPerNet [27]: A feature pyramid network-based unified
perceptual parsing network for scene understanding was
developed. The FPN is a general feature extractor that
takes advantage of multilevel feature representations in
a pyramidal hierarchy.

9) HANet [22]: The discriminatory symmetrical multilayer
multiattention network is designed by combining various
scales functionality and fine-grained spatial–temporal
change function, in which the tiny and fast module of
HAN can capture long-term dependencies separate from
two dimensions.

10) HCGMNet [35]: CD using a hierarchical change guiding
map network (an initial version of our proposed CGNet).
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TABLE II
COMPARISON OF THE RESULTS WITH OTHER SOTA CHANGE DETECTION METHODS ON LEVIR-CD AND WHU-CD

F1 F1

11) BIT [31]: A BIT is used to efficiently and effectively
describe long-range context inside a bitemporal picture,
which aids in recognizing the change of interest and
rejecting irrelevant changes.

12) Change Former [32]: A lightweight MLP decoder and
a hierarchical transformer encoder that can effectively
display the multiscale long-range features needed for
accurate CD.

13) RSP–BIT [33]: An implementation of the BIT [31]
approach using RS pretraining that uses the transformer-
based visual neural backbone network ViTAE [40] as
the basic framework and the large dataset of MillionAID
[41] as pretraining.

It is important to note that we used the aforementioned strat-
egy in an identical environment, with all hyperparameters set to
the recommended values on GitHub.

Tables II and III show the quantization results of our method
compared to all other state-of-the-art methods. To facilitate
readers to view our experimental results, we use bold red, blue,
and black to represent the first, second, and third place in each
column score, respectively. On the four datasets, we can see that
our CGNet performs best in terms of F1, OA, and IoU metrics.

For the LEVIR-CD dataset, we can find that our CGNet
method achieves the best results on the LEVIR-CD [24] dataset
in the key indicators of F1 and IoU, and CGNet achieves first
place. Our previously proposed HCGMNet [35], which is the
base version of CGNet, can almost achieve second place. This
also proves the effectiveness of the proposed CD framework
method based on a hierarchical change guide map.

For the WHU-CD [37] dataset, we find that our proposed CD
framework based on a hierarchical change guide map achieves
the first performance in all four evaluation metrics (F1, Pre.,
Rec., IoU). HCGMNet [35], the basic version of CGNet, has
achieved second place, which directly proves the effectiveness
of our method again. The overall rule is that the method based
on the attention mechanism is generally better than the method
based on pure CNN, which is also directly related to the fact
that the attention mechanism can obtain a larger receptive field
and obtain contextual information. Among them, transformer-
based methods (such as change former and RSP–BIT) also
have certain advantages, but their results are not as good as
ours.

The dataset of SYSU-CD [38] not only has a large amount
of training data but also are quite challenging. Although the
imbalance ratio of the SYSU-CD [38] dataset is only 1:3.58
compared with LEVIR-CD [24] and WHU-CD [37] datasets,
its data size is larger and more challenging. By observing that
the overall scores of each evaluation index of this dataset are
not particularly high, it can also be seen that this dataset is
very challenging. Even so, our proposed CGNet still achieves
first place in the key F1 and IoU metrics and second place in
Precision (Pre.). This also proves the superiority of our proposed
CD framework based on a hierarchical CGNet on the challenging
SYSU-CD [38] dataset.

Especially, S2Looking-CD [39] has an imbalanced ratio as
high as 77.78, which means the ratio of foreground images
(positive samples) to background images (negative samples) is
1:77.78, and further proves it is an extremely unbalanced dataset.
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TABLE III
COMPARISON OF THE RESULTS WITH OTHER SOTA CHANGE DETECTION METHODS ON SYSU-CD AND S2LOOKING-CD

Fig. 4. Qualitative experimental results on LEVIR-CD [24]. TP (white), TN (black), FP (red), and FN (blue).

This S2Looking-CD [39] dataset is quite challenging by ob-
serving that the overall scores of the various evaluation metrics
are low. By observation, our proposed CGNet can still achieve
the first place in the key F1 and IoU metrics, and the second
place in Recall (Rec.). This also proves the superiority of our
proposed CD framework based on a hierarchical CGNet on the
extremely challenging S2Looking-CD dataset. In summary, our
CGNet still achieves very good results. Numerous studies show
how successful our CGNet approach is in extracting change
information.

The qualitative visualization outcomes of our technique in
comparison to the other state-of-the-art methods are shown in
Figs. 4 –7. Since the datasets of SYSU-CD [38] and S2Looking-
CD [39] are relatively large, we randomly show seven visualized
test images, while LEVIR-CD [24] and WHU-CD [37] randomly
show four visualized test images. In order to be able to give read-
ers a more intuitive view of our experimental results, we denote

FP in red and FN in blue. We marked the more challenging
change information in all methods in the same position with
small red boxes on LEVIR-CD [24] and WHU-CD [37]. We
annotated the change information of some methods in certain
challenging positions with small yellow boxes on SYSU-CD
[38] and S2Looking-CD [39]. We can find that the feature
differences between the four datasets are still quite significant.
In the process of feature learning, the model needs to have a
strong feature-learning ability to achieve good results.

For the LEVIR-CD [24] dataset, the classical CD methods
FC-EF and FC-Siam-conc have some missed detections in
Fig. 4(3), (4), IFNet has some false detections, and some
methods with attention mechanisms still cannot solve the phe-
nomenon of internal holes in change information in the detection
results, such as the irregular buildings in Fig. 4(3).

For the WHU-CD [37] dataset, it is worth noting that the
spatial resolution of the WHU-CD dataset (0.075 m/pixel) is
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Fig. 5. Qualitative experimental results on WHU-CD [37].

Fig. 6. Qualitative experimental results on SYSU-CD [38].

Fig. 7. Qualitative experimental results on S2Looking-CD [39].
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very high, which means that the background of key features in
the whole scene is more complex, the interior texture of the
building is clearer, the edge details are richer, the vehicles with
the same color compared to the overall color of the building,
and the ground is also more likely to be mixed up. This directly
increases the difficulty of CD. Through observation, we find
that the results of qualitative analysis and quantitative analysis
are consistent. If the F1 and IoU values of quantitative results
are low methods, then the results of qualitative visualization are
prone to false detection (red area) and missed detection (blue
area) phenomena. Even so, our proposed CGNet can perform
well.

For the SYSU-CD [38] dataset, we find that there are more
red and blue areas in the whole SYSU-CD dataset, which means
that the phenomenon of false detection and missed detection is
serious, and the edge of change information is incomplete and
there are a lot of holes inside, which indicates that this dataset is
relatively challenging. We analyze the reason for this because the
SYSU-CD [38] dataset has many main types of changes. Among
them, the detection effect of Fig. 6(4) is relatively good because
the background of the sea is relatively simple, which is not only
because of seasonal changes, light intensity, and other factors,
the sea color in the same area is not the same. In addition to this
type of data, other scene backgrounds are relatively complex,
and the feature similarity of the change region is high and the
shape is irregular, so the detection difficulty is naturally high. In
general, our proposed CGNet has the best visualization effect
and can solve the phenomenon of incomplete edge information
and internal holes in the change region to a certain extent.

For the S2Lookeing-CD [39] dataset, we find that there are
more red and blue regions on the whole S2Looking-CD dataset,
which are extremely challenging datasets like the SYSU-CD
[38] dataset. By analyzing the data of T1 and T2, it is not
difficult to find that there is a big difference in color and an
obvious difference in texture features between them. For the
change regions with small targets as shown in Fig. 7(1), with
rich edge information as shown in Fig. 7(2), and with rela-
tively dense arrangements as shown in Fig. 7(3), (5), and (6)
are still difficult problems in the CD task. In general, our pro-
posed CD framework based on a hierarchical change guidance
map (CGNet) has fewer false detections (red areas) and missed
detections (blue areas) on the S2Looking-CD [39] dataset, indi-
cating that our method can solve the phenomenon of incomplete
edge information and internal holes in the change region to a
certain extent. The numerous visualization results show that our
proposed CGNet can solve the phenomenon of incomplete edge
information and internal holes in the change region.

D. Ablation Study

To verify the efficacy of our suggested model, we set up the
following models. In this ablation experiment, CGM-4, CGM-3,
and CGM-2, respectively, represent the CGMs at different stages
in Fig. 2:
� Base model: The VGG 16_BN serves as the baseline model

(no CGM).
� CGNet: Base model + CGM 4 + CGM 3 + CGM 2.

TABLE IV
ABLATION STUDY ON THE MAIN CGNET MODULE COMPONENT (SINGLE CGM

AND DOUBLE CGM) ON FOUR DATASETS

F1

� B-CGM-4: Base model + CGM 4.
� B-CGM-3: Base model + CGM 3.
� B-CGM-2: Base model + CGM 2.
� B-CGM-4-3: Base model + CGM 4 + CGM 3.
� B-CGM-4-2: Base model + CGM 4 + CGM 2.
� B-CGM-3-2: Base model + CGM 3 + CGM 2.
Ablation on single CGM: We verify the effectiveness of CGM

by comparing the effect of a single CGM at different stages in
the proposed CGNet network. The three stages of CGM are
called CGM 4, CGM 3, and CGM 2, respectively. It can be
observed from the Table IV that in any dataset, the base model
without CGM has the lowest accuracy, the CGNet model with
three CGMs has the highest accuracy, and the accuracy of one
CGM ranks in the middle. As shown in Fig. 8, the results of
the visualization are consistent with those of the quantification.
These large number of experiments fully prove that our proposed
CGM module has better characteristics of extracting change
information.

Ablation on double CGMs: We verify the effectiveness of
CGM by comparing the effects of double CGMs at different
stages in the proposed CGNet network. It can be observed from
Table IV that the base model without CGM has the lowest
accuracy in any dataset, the CGNet model with three CGMS
has the highest accuracy, and the accuracy with double CGM
ranks in the middle. At the same time, as shown in Table IV,
we can find that the effect with double CGMs is better than
that with single CGMs. In general, our proposed model, CGNet
network, also achieved gradually increased effects when there
were 1, 2, and 3 CGMs, respectively, in the network. We can
find that the results of the visualization are consistent with
those of the quantification from Fig. 8. Obviously, the basic
model has an obvious change in information edge incomplete
and internal hole phenomenon without the CGM module. With
the addition of a single CGM module in different stages of the
network, the extraction effect of change information has been
better improved. When two CGM modules are added to the
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Fig. 8. Qualitative results of ablation study on WHU-CD dataset.

TABLE V
ABLATION STUDY ON THE TRAINING AND INFERENCING TIME ON

WHU-CD DATASET

network at different stages, the internal hole phenomenon is
significantly improved as shown in Fig. 8. When three CGM
modules are added to the network, our proposed CD frame-
work based on hierarchical change guidance graph (CGNet)
can solve the problem of incomplete edge and internal hole
phenomenon of change information very well. Therefore, these
large numbers of experiments also fully prove that our proposed
CGM module has better characteristics for extracting change
information.

Ablation on training and inference time: We compare the
training speed of one epoch on the WHU-CD [37] dataset and

the inferencing time on the test set. It can be seen from Table V
that from the perspective of training time, some pure CNN
structure models, such as FC-EF [20], FC-Siam-conc [20], and
FC-Siam-diff [20] run faster, but the accuracy of the model is
low. Some methods that add attention mechanisms, such as
STANet [24], SNUNet [25], HANet [22], etc., improve the
accuracy of the model to a certain extent compared with the
pure CNN method, but the consequence of the model becoming
more complex is that the running time also increases a lot.
Transformer-based methods, such as BIT [31], are relatively
fast because they have fewer parameters. Change former [32]
is a pure transformer architecture, which is also a bit slower.
In general, our proposed CGNet model can ensure both the
accuracy of the model and the training efficiency of the model.
It has good competitiveness in the two dimensions of time and
accuracy. In terms of inference time, our CGNet still has a good
performance, and this advantage is more obvious in SYSU-CD
[38] and S2Looking -CD [39] with a relatively large amount
of data.

IV. CONCLUSION

In this article, we come to the conclusion that the two primary
categories of existing deep-learning models for CD are CNN-
based (including attention mechanism) and transformer-based
methods. However, many of them also have insufficient expres-
sion problems of change features in the conventional U-Net
structure adopted in these methods, which causes inaccurate
edge detection and internal holes. To tackle these problems,
we improve the conventional U-net architecture and propose
a hierarchical CGNet, which uses a deep change guiding feature
as prior information to guide multiscale feature fusion. And
we propose a CGM module to get a big receptive field which
is a self-attention module. We compare the 13 state-of-the-art
CD methods on 4 datasets, and many quantitative and visual
findings demonstrate the advantages of our proposed CGNet.
Additionally, it is proved that the proposed CGM module has
a good impact through many ablation studies on four datasets.
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In the future, this kind of deep change information to guide the
model to fuse multiscale information is still worth exploring in
other state-of-the-art CD methods.
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