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AMHC-DTENet: Attention-Based Multipath Hybrid
Convolutional Distribution Target Extraction Network

for Polarimetric Channel Imbalance Assessment
Haoyang Li , Mingjie Zheng , Member, IEEE, Yonghui Han , and Xingjie Zhao

Abstract—Manual selection of the distribution target and de-
termination of its spatial location is not only time consuming but
also has a serious impact on the polarimetric channel imbalances
assessment if the area is incorrect. However, the existing automatic
extraction methods are affected by the morphology of the features,
and their local feature extraction capability is limited. On the other
hand, only local information is considered, while the feature chan-
nels and global information are ignored, which in turn leads to the
limited application scenarios, especially in some urban areas. The
polarimetric channel imbalance estimation accuracy is so low that
it exceeds the system tolerance limit. Therefore, in order to more
effectively mine the polarimetric features of distributed targets
in polarimetric synthetic aperture radar images, we propose an
attention-based multipath hybrid convolutional distribution target
extraction network for polarimetric channel imbalance assessment.
First, in order to develop the local feature extraction capability of
the hierarchical network, we design a hybrid convolutional module
with adaptive adjustment of the receptive field size. Second, a
polarimetric feature channel reconstruction module is constructed
in order to utilize the spatial information of the polarimetric feature
channels. Then, considering that the polarimetric information of
the ground feature is sensitive to the relative geometry of the target
attitude to the radar line of sight, the vision transformer architec-
ture is used to capture polarimetric global information and extend
it to multipath. Finally, Gaofen-3(GF-3) full-polarimetric data are
used for experimental verification. Experimental results demon-
strate the effectiveness and reliability of the proposed method.

Index Terms—Distributed target (DT), Gaofen-3 (GF-3), hybrid
convolutional, polarimetric assessment, polarimetric feature
channel reconstruction (PFCR), vision transformer (ViT).

I. INTRODUCTION

POLARIMETRIC synthetic aperture radar (PolSAR) has
all-day and all-weather remote sensing capabilities. By
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transmitting and receiving different combinations of electro-
magnetic waves, the system records the backscattering charac-
teristics of different ground targets, which are widely used in
land cover classification [1], [2], [3], [4], [5], [6], [7], building
area extraction [8], [9], ship detection [10], [11], and so on.

As the polarimetric antenna is affected by the environment and
the real scattering information of the target cannot be reflected,
polarimetric distortion is mainly reflected in the polarimetric
crosstalk and polarimetric channel imbalance. At the same time,
according to the current polarimetric crosstalk calibration level
of the satellite-borne synthetic aperture radar (SAR) system [12],
[13], [14], the polarimetric crosstalks are all better than 35 dB.
And polarimetric crosstalk accuracy avoids the effect of its dis-
tortion parameters on polarimetric applications [15]. Therefore,
it is necessary to use polarimetric calibration technology to
calibrate the polarimetric channel imbalance and improve the
quality of polarimetric data. Polarimetric calibration methods
are generally divided into three types: the calibration method
only depends on artificial calibrators [16], [17] or distributed
targets [18], [19], [20], [21], and the calibration method depends
on the combination of them [22], [23], [24]. Although the
calibration accuracy of calibrators is high, it is limited by the
layout scene, such as mountains, moon, and so on. In addition,
the artificial calibrators are expensive.

In order to meet the need of rapid polarimetric calibration and
reduce the dependence on artificial corner reflectors, polarimet-
ric calibration use distribution targets that meet the requirements
of reciprocity and reflection symmetry, where a point target that
exhibits scattering randomness due to environmental influences
and eliminates the random scattering component after multilook
processing is called the distribution target [25]. Research of the
polarimetric calibration [26], [27], [28], [29], [30], [31], [32],
[33], [34] based on distributed targets are carried out at home and
abroad. In 2018, Jiang et al. [27] proposed a statistical method
for evaluating polarimetric data, which can estimate channel
imbalance values within a scene relatively quickly. However, in
Jiang’s method, the distribution target areas need to be manually
selected from the PolSAR images to be evaluated, which not
only requires a priori knowledge of the PolSAR images, but
also results in the manually selected distribution target areas
artificially influencing the evaluation results. Moreover, in some
scenarios with more discrete distribution targets, it is difficult
to manually select the distribution targets, and thus, the Pol-
SAR system cannot automatically process the scene batches in
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current methods. In 2020, Shangguan et al. [35] first proposed
a deep learning method that adopts an improved convolutional
neural network (CNN) to extract distributed targets and auto-
matically evaluate the quality of GF-3 full-polarimetric data.
The CNN methods instead of manual selection method are
utilized in extracting distributed targets within the scene, allevi-
ating the burden of processing massive amounts of polarimetric
data.

However, the automatic extraction method of distributed tar-
gets proposed by Shangguan has scene limitations. Although
the accuracy of polarimetric distortion parameter estimation
performs well in a large number of forest distribution scenes,
it performs so poorly in a large number of urban distribution
scenes that it exceeds the system tolerance limit. The following
reasons may exist for this problem. First, in PolSAR images, the
distribution of targets is irregular, which requires a large enough
receptive field for feature extraction to ensure the extraction
of more spatial information of targets. The traditional convolu-
tional kernel, however, will result in too little spatial information
sampling of the targets due to the fixed size of the sampling
window when extracting local features, which in turn affects
the distinguishability of the polarimetric features of the targets.
Not only that, the same problem occurs in applications such
as hyperspectral image classification and remote sensing image
cloud detection [36], [37], [38]. Second, the selected distribution
targets are mainly volume scattering dominated regions, which
include multiple types of targets. And the traditional network
methods have difficulty in extracting their effective homogene-
ity features without imposing any attention mechanism, which
leads to serious misclassification of the distribution targets and
thus affects the estimation accuracy of the imbalance of the
polarimetric channels. And Wang et al. [39] used SE channel
attention for feature preference of polarimetric feature channels
of the hierarchical network, but there are some limitations in
dealing with channel space relations. In addition, according to
the uniform polarization rotation matrix theory, the scattering
characteristics of the target are influenced by the relative geo-
metric relationship between the target attitude and the radar line
of sight. That is to say, in PolSAR images, there is heterogeneity
in the scattering characteristics of distributed targets in different
regions but the based-network methods by Shangguan cannot
effectively use the global information.

To solve the aforementioned problems, we propose a new
distributed target extraction model that integrates the receptive
field theory, attention mechanism, and polarimetric rotation
matrix theory into a distributed target extraction network. The
main contributions are as follows.

1) To improve the local and global feature extraction of
distribution targets and ensure the effectiveness of dis-
tribution target extraction in some special scenarios, we
propose an attention-based multipath hybrid convolutional
distribution target extraction network (AMHC-DTENet)
for polarimetric channel imbalance assessment. The sin-
gle branch network is composed of backbone network—
ResNet18, hybrid convolution module, polarimetric fea-
ture channel reconstruction (PFCR) module and global
information capture module (GIC).

2) In order to exploit the homogeneity features of the distribu-
tion targets and the spatial information of the polarimetric
channels, we design a PFCR module based on effective
channel attention (ECA) [39]. The polarimetric channel
weights are automatically generated without dimension
reduction. The use of PFCR module meets automatic
processing of multiple polarimetric characteristic channel
information at the same level.

3) In order to solve the problem of poor extraction of spatial
information from irregularly shaped targets due to the
restricted reception field of conventional convolutional
kernels, a hybrid deformable convolutional module is
added to the deep-layer hierarchical network to adaptively
adjust the receptive field size by a learnable offset.

4) To better exploit the heterogeneity characteristics of dis-
tributed targets in different regions of PolSAR images,
we design a GIC module. Global information can be used
effectively under the vision transformer (ViT) architec-
ture [40] using a self-attentive mechanism. And a contrast
learning strategy is used to form a multibranch feature
extraction network.

The rest of this article is organized as follows. Section II intro-
duces the basic theory of PolSAR and the polarimetric distortion
estimation method. Section III constructs the AMHC-DTENet.
Section IV gives the results of the experiments. Section V
provides discussion analysis. Finally, Section VI concludes this
article.

II. BASIS OF THE IMAGES REPRESENTATION AND THE

ASSESSMENT METHOD

A. Representation of PolSAR Images

The PolSAR images can be synthesized from the full-
polarimetric single look complex data, and the polarimetric
scattering matrix of the target in the image can be expressed
as

S =

[
SHH SHV

SVH SVV

]
(1)

where the subscript HV stands for receiving horizontal po-
larimetric waves and transmitting vertical polarimetric waves.
And the other elements of the scattering matrix can be defined
similarly. Based on the Pauli decomposition with the assumption
of scattering reciprocity, the target scattering characteristics can
be represented by the scattering vector

kp =
1√
2

[
SHH + SVV SHH − SVV 2SHV

]T
(2)

where the superscript T denotes the transpose. Finally, the
coherent decomposition of the target using the Pauli component
yields the polarimetric coherency matrix T

T =
〈
kp · kH

p

〉
=

⎡
⎢⎣T11 T12 T13

T21 T22 T23

T31 T32 T33

⎤
⎥⎦ (3)
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where < · > and superscript H denote spatial average and
conjugate transpose, respectively.

Considering that the backward scattering coefficient of the
target is sensitive to the relative geometry of the target attitude
to the radar line of sight, Chen et al. [41] proposed a uniform
polarimetric matrix rotation theory, which establishes the con-
nection between polarimetric rotation matrix and polarimetric
coherence matrix

T (θ) =

⎡
⎢⎣1 0 0

0 cos 2θ sin 2θ

0 − sin 2θ cos 2θ

⎤
⎥⎦T

⎡
⎢⎣1 0 0

0 cos 2θ sin 2θ

0 − sin 2θ cos 2θ

⎤
⎥⎦
−1

(4)
where θ represents the polarimetric rotation angle. It is solved
by the relative geometric relationship between the target attitude
and the radar line of sight.

B. Polarimetric Data Quality Assessment

Due to the influence of error sources such as channel imbal-
ance and polarimetric crosstalk, the polarimetric scattering ma-
trixM measured in practice cannot represents the real scattering
matrix S of ground targets. The distortion matrix relationship
between M and S can be expressed as follows:[
MHH MHV

MVH MVV

]
= K ·R · S · T +Ns

= K ·
[
1 δ2

δ1 fr

]
·
[
SHH SHV

SVH SVV

]
·
[
1 δ3

δ4 ft

]

+Ns

(5)
where K is the absolute radiation amplitude phase constant and
this article does not deal with K, fr and ft are channel imbal-
ances of receiver and transmitter respectively, and subscript H/V
represents horizontal/vertical polarimetric modes, δ represents
polarimetric crosstalk, and Ns represents noise.

Performance metrics for polarimetric crosstalk of current
PolSAR systems are all better than 35 dB, such as RADARSAT-
2 [14], Gaofen-3 [12], and ALOS-2 [13], where the polarimetric
crosstalk of them is better than 42, 35, 40 dB, respectively.
Channel imbalances are only estimated in this article. In the
assessment method [27], the following formula can be derived:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
|fr|L = 1

2 (Δfα −Δfβ)

+ 1
2 (|MVV|L − |MHH|L + |MHV|L − |MVH|L)

|ft|L = 1
2 (Δfα +Δfβ)

+ 1
2 (|MVV|L − |MHH|L + |MVH|L − |MHV|L)

(6)

{
Δfα = |SHH|L − |SVV|L
Δfβ = |SHV|L − |SVH|L.

(7)

Here, | · |L represents the logarithm of the spatial average
of the absolute value squared. Δfα and Δfβ are the residuals
of copolarization and cross polarization, respectively. Phase

imbalance can be written as⎧⎪⎪⎪⎨
⎪⎪⎪⎩
|θr|L = 1

2 (Δθα −Δθβ)

+ 1
2 (P (< MHVM

∗
VH >)− P (< MHHM

∗
VV >))

|θt|L = 1
2 (Δθα +Δθβ)

− 1
2 (P (< MHVM

∗
VH >) + P (< MHHM

∗
VV >))

(8)

{
Δθα = P (< SHHS

∗
VV >)

Δθβ = P (< SHVS
∗
VH >)

(9)

where P(·) represents the phase of complex numbers. The afore-
mentioned is the channel imbalance formula derived from the
polarimetric distortion matrix model and the parameter basis for
extracting the distributed targets.

III. METHOD

In this section, the estimation of polarimetric channel im-
balance within the scene is first presented. Then, Fig. 2 shows
the architecture of the proposed distributed target extraction
network (AMHC-DTENet) and all of its components, including
the hierarchical polarimetric feature extraction network, PFCR
module, and GIC module.

A. Estimation of Polarimetric Channel Imbalance Within the
Scene

The workflow consists of data acquisition and preprocessing,
slicing and training, testing and polarimetric channel imbalance
estimation, as shown in Fig. 1. The first part includes reading
the full-polarimetric data, generating PolSAR images, and ex-
tracting the polarimetric channel residual terms. The single look
complex data of the full-polarimetric channels are first read
from the metafile of the GF-3 product, and the data of each
polarimetric channel are quantified by the quantitative constants
in the file. The data used in this article are in Quad-Pol StripmapI
(QPSI) imaging mode with a resolution of 8 m. Second, to
eliminate the effect of coherent spots, the full-polarimetric data
are subjected to multilook processing. Then, PolSAR images are
generated using Pauli basis. The polarimetric channel residual
terms are then extracted directly from the PolSAR images to the
ground targets and the dataset labels are generated by setting
a threshold condition on the polarimetric channel imbalance
residual terms in (7) and (9). Based on the current PolSAR
design metrics for the polarimetric distortion parameters [12],
[13], [14], the amplitude imbalance is better than 0.5 dB and the
phase imbalance is better than 10◦. Therefore, we set the thresh-
old conditions for the amplitude and phase imbalance residual
terms to 0.5 dB and 10◦, respectively. In addition the condition
for phase imbalance is loose [35], the targets selected by the
condition of amplitude imbalance is almost the intersection of
the two items. We use the condition of amplitude imbalance and
the contrast of the optical images for labeling all SAR image
slices.

The second part first slices the PolSAR images along the range
and azimuthal directions, with each slice having a size of 50
× 50 pixels. Next, the slice labels are generated based on the
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Fig. 1. Whole workflow of the distribution target-based polarimetric channel imbalance estimation of the scene.

Fig. 2. Aarchitecture of the AMHC-DTENet.

adaptive threshold condition. Then, the datasets are fed to the
proposed AMHC-DTENet for training and learning.

The third part first keeps the training parameters of the model,
then inputs the test images into the network, automatically
extracts the distribution targets in the images, and finally, the
channel imbalance estimation of the receiver and the transmitter
is obtained by the distributed target extracted from each scene.

B. Proposed AMHC-DTENet Architecture

Traditional network-based methods can extract effective dis-
tribution targets well in PolSAR images with uniformly dis-
tributed volume scattering targets, however, they perform poorly
in areas with irregular target distribution and large urban areas
because of their limited local feature and global information
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Fig. 3. Structure of the base network in this article. It consists of three components, a hierarchical polarimetric feature extraction network, PFCR module, and
GIC module.

extraction capabilities. In this article, in order to solve the
problems of difficulty in sampling local spatial information
due to the irregular shape of features and the difficulty in
using feature channels and global information, we propose the
AMHC-DTENet for polarimetric channel imbalance estimation.
Fig. 3 shows the architecture of its base network. In the AMHC-
DTENet, the polarimetric feature channel weights of multiple
branches are shared, and the training errors of all branches are
only gradient updated for the backbone during backpropagation,
reducing unnecessary gradient iterations.

1) Hierarchical Polarimetric Feature Extraction Network:
In the local feature extraction of some irregularly distributed
targets, the conventional convolution kernel is limited in its field
of receptive due to its fixed size, which makes it impossible
to extract more spatial information of the targets. In order to
solve the aforementioned problems, we design the hierarchical
polarimetric feature extraction network based on a residual net-
work with hybrid deformable convolutional layers, as shown in
Fig. 4. Deformable convolution is used to improve the po-
larimetric feature receptive field by additionally learning the
convolution kernel offsets, and both convolution kernels update
the weights simultaneously while performing backpropagation.

The hierarchical polarimetric feature extraction network is
divided into shallow hierarchical polarimetric feature extraction
based on traditional residual blocks and deep hierarchical po-
larimetric feature extraction based on hybrid deformable con-
volution. First, the residual blocks in the shallow hierarchical Fig. 4. Structure of the hierarchical polarimetric feature extraction network.
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Fig. 5. Structure of the PFCR.

polarimetric feature extraction are composed of convolutional,
batchnormalization, activation, convolutional, and batchnormal-
ization layers in order. The output can be expressed as

z = σrelu ((BN (w ∗ σrelu (BN(y1)) + b2) + x)) (10)

where σrelu represents relu activation function, w represents
the input weights for the layer, BN(·) represents the layer of
BatchNormalization, y1 represents convolutional layer features
output, and x represents polarimetric feature input.

After the shallow hierarchical network downsampling, the
offset needs to be learned in parallel in the deep hierarchical
polarimetric feature extraction, where the offsets are changed
by bilinear differences along the range direction and azimuth
direction, respectively, so that the polarimetric feature output
after the deformable convolution layer can be expressed as

y (p0) =
∑
pn∈R

ω (pn) ∗ x (p0 + pn +Δpn) + b (11)

where * represents convolution operation. x, y ∈ Rm×m×1 rep-
resents polarimetric feature input and output. pn represents the
location of the neighboring pixel point at position p0. Δpn
represents the range and azimuthal offsets that can be learned.
ω(pn) ∈ Rn×n×c×1 represents the polarimetric feature weights
in the convolution layer, and b represents the convolution layer
bias parameter.

2) PFCR Module: CNNs are widely used in PolSAR images.
However, the difficulty of high-dimensional data processing
caused by multiple polarimetric features as input has always
been the research topic of polarimetric feature selection. Among
them, Dong et al. [1] uses an improved squeeze excitation (SE)
block to reduce the dimension of data to achieve the polarimetric
image scene classification, but SE block has the problem of
low efficiency of capturing feature channel spatial information
and the loss of detailed information of polarimetric channel
characteristics due to direct use of fully connected layers. To
solve these problems, we propose the PFCR module based
on ECA [39], which can select effective features by capturing
spatial information between different polarimetric features in
the extraction of polarimetric hierarchical features. The PFCR
are outlined in Fig. 5, which consists of global averaging pool-
ing (GAP) layer, channel coprocessor (CP), and recalibration
operation. Relevant formulas are given to explain the principle
of this module.

For any hierarchical feature input x ∈ Rm×m×c, first by a
GAP layer aggregate into channel information, and can be
written

e = fGAP(x) =
1

m×m

m∑
h=1

m∑
w=1

xh,w (12)

Fig. 6. Structure of GIC.

where e = (e1, e2, e3, . . . , ec) represents the channel descriptor
corresponding to each polarimetric feature of the current level.
fGAP(·) denotes the GAP. m represents the space size of the
polarimetric feature, and c represents the channel size. Then,
learnable polarimetric feature channel weights are then gener-
ated by a 1-D convolutional kernel of size k, i.e.,

ω = σ (C1Dk(e)) (13)

where C1D stands for 1-D convolution, and the hyperparameter
only k. And there is a mapping relationship between k and
channel size c, namely

k = ψ(c) =

∣∣∣∣ log2(C)
γ

+
b

γ

∣∣∣∣
odd

(14)

where | · |odd represents the nearest odd number, γ and b are the
hyperparameter. Finally, the function of input and output before
and after PFCR processing is obtained, i.e.,

xPFCR = σ
(
C1Dk

(
fGAP(x)

)) · x (15)

where xPFCR represents the output after the processing of the
PFCR module.

3) GIC Module: CNN with PFCR already have good extrac-
tion of polarimetric hierarchical features. However, the direct
use of fully connected layers to process global information can
lead to ineffective utilization of high-level semantic features.
Considering the heterogeneity of global information of targets
from different regions, under the ViT architecture, we design
the GIC module to capture the long-range interrelationship of
global information using a self-attentive function. The overview
of GIC module is shown in Fig. 6. It is composed of feature
embedding layer and feature encoder. In order to better explain
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the principle of this module, we combine the text description
and related formulas to explain.

In order to match the token embeddings sequence input of
the feature encoder, first slice the 3-D hierarchical polarimetric
feature map S1 ∈ Rm×m×c into a series of flat 2-D patches
Sp
1 ∈ RN×(p2·c) in the feature embedding layer. Assuming that

there is a constant mapping vector size D, each patch is linearly
mapped to a 1-D vector with length D according to (16). The
learnable class tag embedding (sclass_token) is preinserted before
the embedded patches sequence, and the learnable 1-D position
embedding Epos ∈ R(N+1)×D is embedded in the output block
of the feature embedding. It is used to reserve the position and
relative position information before each embedded patch is
flattened. Finally, ε is input as the feature encoder.

ε =
[
sclass_token; (s

p
1)

1E; (sp1)
2E; · · · ; (sp1)NE

]
+ Epos (16)

whereN = (m/p)2 represents the total number of patches, and
p represents the size of each patch. E represents the linear
projection operator.

Then, the image output s′1 ∈ R(N+1)×D is obtained after the
feature encoder, where the feature encoder includes layer norm
(LN), multihead attention (MSA), and multilayer perceptron
(MLP) blocks

s′1 = LN (MLP (LN (εMSA)) + εMSA) (17)

where εMSA stands for connecting the output of the MSA layer
to the input jumper. The MSA layer constructs h self-attention
header functions for all ε to capture the correlation between
sequences. And each attention since the head function for a given
query Qi, key Ki, and value Vi, respectively, through training
the learning weight matrix WQ

i , WK
i , and WV

i , namely

Qi = εWQ
i ,Ki = εWK

i , Vi = εWV
i . (18)

The dot product of query and key is scaled and activated by
softmax function to get the weight of the self-attention. And
value is weighted to get the self-attention head function score
headi, that is,

headi = Attention (Qi,Ki, Vi)

= softmax

(
QiK

T
i√

dk

)
· Vi (19)

where dk represents the dimension of Ki.

IV. EXPERIMENTAL RESULTS

To verify the effectiveness of our AMHC-DTENet, four types
of experiments are carried out on the full-polarimetric SAR
datasets of GF-3 with different strips in the QPSI mode. All
experiments are conducted on a PC with PyCharm software
configured with expansion packs such as Python3.9 and Pytorch,
2.1 GHz i7-12700F CPU, NVIDIA GTX 3090Ti 24 G GPU, and
64-GB RAM.

A. Experimental Setup

1) Datasets: In order to verify the validity and reliability
of the model, the datasets used are from the C-band GF-3

full-polarimetric data in QSPI imaging mode, as described in
Section III-A. Table I shows a single look complex data that use
or test about 80 scenes, including multiple strips. The imaging
time of these scenes is between 2019 and 2023. These scenes
contain rich types of land targets, such as urban areas, farmland,
forest areas, water bodies, bare land, and so on. Fig. 7 shows
the scenarios for validation, testing, and robustness analysis
described as follows:

1) The two scenarios shown in Fig. 7(a) and (b) are used
for verification. The first verification scenario is mainly
water, forest, bare land, and urban areas. The second
verification scenario is mainly forest area and water area.
And these two verification scenarios are used to verify
the performance of the distributed target extraction of the
module.

2) The two scenarios shown in Fig. 7(c) and (d) are used
for test. The first test scenario is in Xi ’an. The second
test scenario is in Nanning. In these two scenarios, urban
areas are the main distribution, and the validity of the
distribution targets extracted by the methods in urban areas
is tested.

3) The last scenario shown in Fig. 7(e) is used for robustness
analysis due to its rich feature types, mainly including
forest areas, towns, waters, and farmland. According to
the adaptive threshold condition of polarimetric channel
imbalance, most of the forest areas in PolSAR images
are directly labeled as positive classes. Among them,
the existence of unmarked bands at the bottom of the
distribution target extraction map is because it does not
meet the slice size.

2) Evalution Metrics: In order to measure the effectiveness
of the proposed model, the accuracy of distributed target ex-
traction and polarimetric channel imbalance estimation are used
to evaluate the model. Among them, the number of predicted
correct distribution targets is expressed as true positive (TP),
while the number of targets incorrectly predicted as distribution
targets is expressed as false positive (FP), but the number of
targets incorrectly predicted in the actual distribution targets is
expressed as false negative (FN). Then precision, recall, and
F1 score are used to compare the accuracy of distributed target
extraction. These indicators are commonly used in the field of
target detection.

Precision =
TP

TP + FP
(20)

Recall =
TP

TP + FN
(21)

F1 =
2× Precision × Recall

Precision + Recall
. (22)

The precision represents the proportion of correctly predicted
distributed targets in all predicted distributed targets. The recall
represents the proportion of all actual distribution targets that are
correctly predicted as distribution targets. The F1 score provides
a measure of the accuracy of distributed target extraction for
balancing precision and recall.
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TABLE I
INFORMATION OF GF-3 SCENES USED IN QPSI MODE

Fig. 7. Pseudocolor drawings and distributed target extraction diagram in these scenes. (a)–(e) Pseudocolor drawings of the these set scenes. (f)–(j) Corresponding
distributed target extraction diagrams.

In order to measure the estimation accuracy of the polarimetric
channel imbalance of the model, the estimation value of the
polarimetric channel imbalance is obtained by the distributed
target extracted in the scene, and then, the model is compared
by the difference with the real value. The difference is mainly
divided into the amplitude and phase imbalance difference at the
receiving end (|Δfr| and |Δθr|) and the amplitude and phase
imbalance difference at the transmitting end (|Δft| and |Δθt|).

The polarimetric channel imbalance value of the extracted
distributed target is calculated according to (6) and (8). The
copolarization and cross polarization of the extracted distributed
targets should satisfy weak reciprocity [27]. According to (7) and
(9), the channel imbalance residual terms are set to zero.

3) Implementation Details: In the experiment, in addition to
the aforementioned three PolSAR images used for verification
and testing, one scene is randomly selected from each wave
code image sequence for generalization analysis. Most of the
remaining PolSAR images are used for training. In order to
extract the polarimetric features of distributed targets under

different incidence angles, we select PolSAR images for each
wave code, and a total of ten PolSAR images are selected as
training set, which contain rich feature scenes. These scenes
are sliced and mixed to form the training set. We train the
fine-tuning network with the strategy of step-by-step migration
learning and the training set needs to be updated at each training
stage.

At the same time, each PolSAR image needs to be sliced, and
the slice size is 50× 50× 3. When calculating the polarimetric
channel imbalance value of each slice, the statistical value of the
polarimetric channel imbalance value of all scattering points in
the slice is taken as the estimated value of the slice.

There are some experimental details as follows. We adopt
0.0001 initial learning rate, 0.65 drop rate, cross entropy loss
function [42], and Adam optimizer [43]. The mini batch size was
set to 128. The training iteration with random selection is over
20 000. Based on the aforementioned experimental conditions,
the models used in this article are trained and tested under the
same experimental conditions.



8528 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

Fig. 8. Distributed target extraction diagrams in the No.1 verification scenario. (a) Label image. (b) ResNet18. (c) PFCR. (d) GIC. (e) HDC. (f) Pauli pseudocolor
image. (g) PFCR + GIC. (h) PFCR + HDC. (i) HDC + GIC. (j) AMHC-DTENet.

Fig. 9. Distributed target extraction diagrams in the No. 2 verification scenario. (a) Label image. (b) ResNet18. (c) PFCR. (d) GIC. (e) HDC. (f) Pauli pseudocolor
image. (g) PFCR + GIC. (h) PFCR + HDC. (i) HDC + GIC. (j) AMHC-DTENet.

TABLE II
DISTRIBUTED TARGET EXTRACTION ACCURACY METRICS FOR DIFFERENT METHODS IN THE NO.1 VERIFICATION SCENARIO

B. Experimental Results

1) Ablation Experiments: In order to verify the effectiveness
of our proposed method, we used ResNet18 as the baseline
model and performed ablation experiments with different mod-
ules. PFCR represents the PFCR module, GIC represents the

global information capture module, and HDC represents the
hybrid deformable convolution module.

We verify the models in the two scene verification set men-
tioned previously, where Figs. 8 and 9 shows the distribution
target extraction of these methods. Tables II and III compare the
accuracy of these methods in extracting distributed targets.
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TABLE III
DISTRIBUTED TARGET EXTRACTION ACCURACY METRICS FOR DIFFERENT METHODS IN THE NO.2 VERIFICATION SCENARIO

Fig. 10. Distributed target extraction diagrams in the No.1 test scenario. (a) Label image. (b) VGGNet16. (c)SENet. (d) CBAM. (e) ResNet50. (f) MobileNet.
(g) ViT. (h) AMHC-DTENet.

In No.1 verification scenario, ResNet18 with one of the PFCR
or GIC modules and the baseline network inevitably extract
some urban areas, such as the urban area in the lower left part of
the whole scene. The network with more than two modules can
extract the distributed target area well. And compared with other
methods, the distribution of the distributed targets extracted by
the proposed method is closer to the label image. In addition,
from the comparison of the extraction accuracy of distributed
targets, it can be seen that the network performance with more
than two modules is higher than that with a single module.
Compared with the baseline network, the network Precision
with more than two modules increased by 2.91%–8.52%, the
Recall increased by 8.19%–17.48%, and the F1 score increased
by 6.25%–12.39%. Our AMHC-DTENet increased by 8.52%,
17.48%, and 12.39%, respectively. In the second verification
scenario, the distribution target extraction accuracy of the net-
work with a single module is improved but not significantly.
Compared with the baseline network, the distribution target
extraction accuracy of the network with two or more mod-
ules improved significantly, where the Precision improved by
0.82%–2.09%, the Recall improved by 4.48%–11.36%, and
the F1 score improved by 2.61%– 6.49%, compared with the
aforementioned network, the improvement of the distributed
targets extraction performance of our AMHC-DTENet is the
largest. They were 2.09%, 11.36%, and 6.49%, respectively.

The aforementioned experimental results show that the
AMHC-DTENet with PFCR, GIC, and HDC modules exerts
the advantages of each module and improves the extraction
performance of distributed targets.

2) Comparative Experiments: In order to further verify the
performance of our AMHC-DTENet, in addition to comparing
with the distributed target extraction network (VGGNet16) men-
tioned in [35], we also selected the target recognition network
methods, 50-layer residual network (ResNet50) [44], convo-
lutional block attention module (CBAM) [45], and squeeze
excitation network (SENet) [46]. In addition, we added two
network-based method in the comparative experiments. One
is MobileNet [47], a lightweight network commonly used on
mobile, and the other is ViT [40], which learns the information
between feature maps using the self-attention mechanism.

After the aforementioned network is trained according to
the strategy of segmented transfer learning, Fig. 10 shows the
extraction results of Nanning as the first test scene, in which the
urban area is mainly distributed in the center of the image, and
the surrounding area is mainly forest area. And the polarimetric
channel imbalance estimation error of the scene is obtained
by the distribution target extracted in the image, as shown in
Table IV.

Compared with the label image, all methods can extract most
of the distribution targets of the label image. However, the
distribution targets extracted by VGGNet16, SENet, CBAM,
and ViT have a large number of false detections in the central
city area. At the same time, VGGNet16, CBAM, and ViT in-
correctly extract distribution targets in the township area on the
upper right of the image. Compared to ResNet50, MobileNet
still has few misdetected targets in the center and upper right
urban areas. The distribution target distribution extracted by
the method proposed in this article and ResNet50 is close to
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TABLE IV
POLARIMETRIC CHANNEL IMBALANCE ESTIMATION ACCURACY METRICS FOR DIFFERENT METHODS IN THE NO.1 TEST SCENARIO

Fig. 11. Distributed target extraction diagrams in the No. 2 test scenario. (a) Label image. (b) VGGNet16. (c) SENet. (d) CBAM. (e) ResNet50. (f) MobileNet.
(g) ViT. (h) AMHC-DTENet.

the label image distribution. This shows that when the PolSAR
images have a large number of urban areas, the distribution target
extraction process of VGGNet16 will be affected, resulting in
a serious deviation in the distribution of the extracted distri-
bution target, which may affect the estimation accuracy of the
polarimetric channel imbalance. The method proposed in this
article can extract the distribution targets in urban areas more
accurately.

In addition, the distributed targets extracted by all methods
are used to estimate the polarimetric channel imbalance of the
scene. The results show that the amplitude imbalance errors of
the receiver and transmitter obtained by the proposed method
are 0.0236 to 0.3617 dB and 0.0271 to 0.3937 dB lower than
other methods, respectively, and 0.3414 and 0.3603 dB lower
than VGGNet16. In terms of phase imbalance estimation, the
phase imbalance errors of the receiver and transmitter obtained
by the proposed method are 0.0089 to 0.1517 rad and 0.0088
to 0.1502 rad lower than other methods, respectively, which
are 0.1354 and 0.1336 rad lower than VGGNet16. Meanwhile,
the distribution targets extracted by the lightweight network
MobileNet are close to ResNet50 in terms of polarimetric chan-
nel imbalance estimation performance, where the amplitude
imbalance estimation accuracies at the receiver and transmitter
ends differ by 0.0304 and 0.0302 dB, respectively, whereas,
the phase imbalance estimation accuracies differ by 0.0151 and
0.0154 rad, respectively.

The second test scene shown in Fig. 11 is located in Xi’an.
The mountain forest area is mainly located in the upper part
of the image, while the urban area is located in the lower part
of the image, and the middle part is mainly some rural areas.
From the results of extraction, SENet and CBAM have a large
number of misdetected targets in the lower urban region, while
VGGNet16, ResNet50, and MobileNet extracted distribution
targets with similar distribution, but misdetected targets in the
middle township region. The misdetected targets of the ViT
are mostly found in the upper forest region, and the impact of
bias in the polarimetric channel imbalance estimation obtained
may be small. In contrast, the distribution of distribution targets
extracted by the method proposed in this article is closer to the
label image.

In addition, the distribution targets extracted by all methods
are estimated for polarimetric channel imbalance, and the esti-
mated bias results are shown in Table V. The amplitude imbal-
ance deviation of receiver and transmitter obtained by CBAM
is the largest, which is 0.5866 and 0.6759 dB, respectively.
Second, the amplitude imbalance deviation of the receiver and
transmitter obtained by the proposed method in this article is
the smallest, which is 0.0917 and 0.1018 dB lower than that of
VGGNet16, respectively. From the phase imbalance estimation
results, the phase imbalance error obtained by the CBAM is
the highest. The phase imbalance deviation obtained by the
proposed method in this article is the smallest, which is 0.0495
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Fig. 12. Generalization analysis of the polarimetric channel imbalance estimation for all methods. (a) Amplitude imbalance of the receiver. (b) Amplitude
imbalance of the transmitter. (c) Phase imbalance of the receiver. (d) Phase imbalance of the transmitter.

TABLE V
POLARIMETRIC CHANNEL IMBALANCE ESTIMATION ACCURACY METRICS FOR DIFFERENT METHODS IN THE NO.2 TEST SCENARIO

and 0.0501 rad lower than that of VGGNet16 at the receiver and
transmitter, respectively. Compared to other networks, the accu-
racy of the polarimetric channel imbalance estimation obtained
by the distribution target extracted by the ViT is close to the
results obtained by the method proposed in this article, whereas
the amplitude imbalance accuracies obtained in this article are

accurate by 0.0335 dB at the receiver side and 0.0359 dB at the
transmitter side, respectively.

Combined with the results of distributed target extraction,
the wrong extraction of urban targets will seriously affect the
amplitude–phase imbalance estimation. In addition, from the
test results of these two test scenes, the proposed method is
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Fig. 13. Robustness analysis of distributed target extraction of the AMHC-DTENet. (a) Label image. (b) Add 0.2-dB amplitude imbalance. (c) Add 0.3-dB
amplitude imbalance. (d) With 3-dB SNR noise. (e) With 1.5 dB/30◦ imbalance, −10-dB crosstalk. (f) With −1 dB/−20◦ imbalance, −30-dB crosstalk and 10-dB
SNR noise.

more effective in extracting distributed targets, and can obtain
better estimation accuracy of polarimetric channel imbalance in
PolSAR images with urban as the main distribution.

V. DISCUSSION

In order to verify the generalization ability of the AMHC-
DTENet proposed in this article, we randomly select a PolSAR
image from each wave code image sequence in Table I as the
test image. The evaluation results of all methods are shown in
Fig. 12. In this experiment, each scene is performed four times,
and the average value is taken as the polarimetric channel imbal-
ance estimation result of the scene. It can be seen from Fig. 12(a)
and (b) that all methods have large deviations in the amplitude
imbalance estimation when testing the third scene, which may be
due to the fact that the distribution targets of the scene are less.
This leads to a high false detection rate of distributed targets.
Therefore, the amplitude imbalance estimate obtained from the
extracted distribution target has a large deviation. In addition,
among all the network-based methods, the ViT has a poor
generalization ability and performs poorly in most scenarios,
except for individual scenarios where it yields high accuracy in
estimating polarimetric channel imbalance.

Compared with other methods, the estimation bias of the po-
larimetric channel imbalance obtained by the AMHC-DTENet
proposed in this article is at a lower level in each wave code
test scenario. Therefore, it can illustrate the reliability of the
polarimetric channel imbalance estimation results obtained by
the AMHC-DTENet.

In order to verify the stability of the AMHC-DTENet, we
add different combinations of polarimetric distortion and noise
with different signal-to-noise ratios (SNRs) in the test scene, as

shown in Fig. 7(e), where the polarimetric distortion is added
into the real scattering matrix according to (5) to construct the
actual observation matrix, while the noise of the same variance
is added to each of the four polarimetric channels according to
the same SNR. Here, amplitude imbalance (−1.5 to 1.5 dB),
phase imbalance (−30◦ to 30◦), polarimetric crosstalk (−50 to
−10 dB), SNR of 3 dB, or −10-dB noise.

To this end, we selected several typical combinations of
polarimetric distortion parameters for robustness experiments.
The experimental results are shown in Fig. 13. Fig. 13(b)–(d)
shows that after adding a certain degree of amplitude imbalance
or noise, the extracted distribution target has a trace of false
detection target. It mainly appears in the lower part of the
image. Second, Fig. 13(e) and (f) shows the impact in extreme
cases. Although there were misdetections in the urban areas and
water areas, a large number of distributed target areas could be
extracted, indicating that the network performed well.

VI. CONCLUSION

In this article, an AMHC-DTENet is proposed for the
polarimetric channel imbalance assessment. In this network,
the PFCR module can adaptively learn the polarimetric channel
weight through 1-D convolution kernel without dimensionality
reduction, which utilizes the spatial information of the
polarimetric feature channels and avoids the loss of polarimetric
feature information caused by dimensionality reduction process-
ing of the polarimetric channel information. At the same time,
the hybrid deformable convolution module is embedded into the
deep hierarchical polarimetric feature extraction, replacing the
residual block with traditional convolution. The receptive field
size is adaptively changed by the learnable convolution offset,
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and the multiscale features of the spatial information from
irregularly shaped targets are extracted. Second, under the ViT
framework, the polarimetric high-level semantic features are
encoded and different behavior information is learned through
the self-attention mechanism, replacing the fully connected
layer, which can effectively capture global information and
exploit the heterogeneity characteristics of distributed targets
in different regions of PolSAR images. And a contrast learning
strategy is used to form a multibranch feature extraction network.

We conduct ablation experiments on two verification sets with
rich ground target types. Through the extraction performance
of distributed targets, the network module designed by us can
improve the extraction accuracy of distributed targets. Compared
with the distributed target extraction network proposed by previ-
ous scholars and the network used in remote sensing image appli-
cations, the polarimetric channel imbalance estimation deviation
obtained from the extracted distributed targets by the method
proposed in this article is lower, which shows the effectiveness
of the AMHC-DTENet proposed in this article. At the same
time, in the generalization experiment, the polarimetric channel
imbalance estimation bias obtained by the AMHC-DTENet
proposed in this article is at a low level, indicating the reliability
of the AMHC-DTENet proposed in this article. In addition,
in the robustness experiment, the AMHC-DTENet proposed
in this article performs well under different combinations of
polarimetric distortion. And through the test experiment of two
scenes of urban area as the main distribution, it can be seen that
the estimation accuracy of the polarimetric channel imbalance
obtained by the method proposed in this article is higher, and the
distributed target can be effectively extracted in the urban area.
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