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Global-Local and Occlusion Awareness Network for
Object Tracking in UAVs
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Abstract—Multiobject tracking in unmanned aerial vehicle
(UAV) scenes is a crucial task with numerous applications across
various domains. The goal of this task is to track multiple objects
such as people and vehicles over time as they move through the
scene, often captured by cameras mounted on UAV. However,
tracking objects in UAV scenes can be challenging due to several
factors, including the scale variance of objects as they move through
the scene and the frequent occlusions caused by complex scenes.
To address these issues, we propose a global-local and occlusion
awareness (GLOA) tracking network for UAVs. It comprises two
main components: global-local awareness detector (GLA-D) and
the occlusion awareness data association (OADA). The GLA-D uses
our specially designed global-local awareness block to extract scale
variance feature information from the input frames. It then out-
puts more discriminative identity information by adding identity
embedding branches to the prediction head. The GLA-D is designed
to better handle scale variance issues and improve object tracking
accuracy. The OADA method used different metrics for high- and
low-scoring detection frames was to alleviate occlusion problems
in tracking scenarios. By combining these two components, the
GLOA provides a more robust and effective solution for multiobject
tracking in UAV scenes. Experiments on two public datasets may
indicate the effectiveness of the proposed method.

Index Terms—Multiobject tracking, occlusion awareness,
unmanned aerial vehicle (UAV).

I. INTRODUCTION

IN RECENT years, unmanned aerial vehicles have been
widely applied in object tracking tasks in the field of remote
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sensing due to their advantages of small size and flexibility. They
have proven to be effective in various applications including
video surveillance and emergency rescue [1], [2], [3], [4], [5].
However, object tracking in unmanned aerial vehicle (UAV)
scenes is still a challenging task due to uncertain flight altitudes,
changes in scale variance feature information, and frequent
occlusions.

Depending on the task and application scenario the task of
tracking objects can be categorized into two types: single-object
tracking and multiobject tracking. Single object tracking is an
essential research branch in the field of UAV remote sensing. It
enables the continuous and real-time monitoring and tracking
of a single object, such as a person and vehicle [6], [7], [8], [9],
[10]. Although single object tracking is a useful research, it has
limitations when it comes to tracking multiple objects in a scene.
Therefore, multiobject tracking has emerged as a significant area
of research in the field of UAV remote sensing. This article
focuses on developing and studying multiobject tracking to meet
the needs of tracking multiple objects simultaneously.

There are two main categories of multiobject tracking net-
works: separate detection and embedding (SDE) and joint learn-
ing of detection and embedding (JDE) frameworks [11]. SDE-
based multiobject tracking algorithms use separate networks for
object detection and reidentification feature extraction [12], [13],
[14], [15], [16], [17]. They improve tracking performance in
remote sensing by using historical trajectory information and
separate network extraction of identity embedding, as shown
in [18], [19], [20], [21], [22], [23], and [24]. However, these
algorithms are complex and not suitable for real-time tracking.
JDE-based multiobject tracking algorithms have higher tracking
speed and accuracy because the detectors and embeddings are
learned jointly [25], [26]. These algorithms usually simpler and
more efficient in tracking objects, making it popular in UAV
applications [27], [28], [29], [30], [31]. These network use
convolutional neural network to extract features and enhances
tracking performance by extracting more discriminative iden-
tity embedding. Convolutional neural network (CNN)-based
multiobject tracking algorithm have limitations due to their
reliance on local perception, difficulty in modeling long-term
dependencies and capturing global features, and the negative
impact of spatial invariance and pooling operations on tracking
accuracy. Transformer has shown great success in various vision
tasks due to its ability to capture global features and long-term
modeling [32], [33], [34], [35], [36]. Therefore, using only
CNN or transformer as the detector of the tracking network
cannot adequately capture global and local features [51], [52],
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especially in the UAV scenario. This leads to a degradation of
detection performance, which in turn affects tracking perfor-
mance. However, using only CNN or transformer can lead to a
degradation in tracking performance, especially for UAV video
processing, as they cannot capture global and local features well.

Data association is critical in multiobject tracking, involving
matching objects between frames, handling new and disappear-
ing objects, and matching objects across frames. Traditional
methods for data association use operations research techniques
[37], [38], [39], [40]. Bewley et al. [12] used the Kalman filter
for prediction, while the authors in [41] and [42] used a greedy
matching algorithm for scenes with good detection results. Chen
et al. [43] introduced a trajectory scoring mechanism based
on length to improve reliability. Zhang et al. [44] addressed
low-confidence detections during occlusion and separates high-
and low-score frames to identify real objects. Xu et al. [45]
applied [44] to UAV tracking, but different treatments are needed
for high- and low-scoring frames in different scenarios.

The current UAV multiobject tracking algorithms have the
following two bottlenecks.

1) The current feature extraction methods do not fully con-
sider the complexity of the UAV scenes. As a result, they
may fail to extract salient features of tracked objects,
particularly in special scenes with scale variance feature
information.

2) The existing data association methods do not fully con-
sider the special characteristics of UAV scenes, which
affects the continuity of tracking trajectories and the ac-
curacy of occlusion objects recognition.

To solve the problem of scale variance during UAV flight,
we are inspired by [46] designed global-local awareness block
(GLA-block), it use high-order spatial interaction convolution
extract global features and model long-term interaction. To
further enhance the global and local features, we perform con-
volutional aggregation and self-attention aggregation on the
extracted features, respectively. At the same time, we incorporate
GLA-block into the feature extraction phase to form the global-
local awareness detector (GLA-D). To alleviate the occlusion
problem, we designed occlusion awareness data association
(OADA) inspired by [44]. To make it better for drone scenarios
processes, the high- and low-score detection frames separately
and uses noise-adaptive (NSA) Kalman filter for data association

In this article, we introduce a novel network for global-local
awareness occlusion awareness tracking of unmanned aerial
vehicles, called GLOA. The network is composed of two main
components: GLA-D and OADA. GLA-D employs our novel
GLA-block to extract scale variance feature information and
output more discriminative identity information by incorpo-
rating identity embedding output branches into the prediction
head. In addition, we introduce the OADA method, which is
specifically designed to address the issue of occlusions in track-
ing scenarios. Overall, our contributions can be summarized as
follows.

1) We propose a global-local and occlusion awareness track-
ing network, for multiobject tracking, which handles scale
variations and occlusions in unmanned aerial vehicles
remote sensing scenes.

2) We designed a GLA-D, which enhances the scale variance
feature extraction capability by incorporating GLA-block
into the feature extraction stage, and output more discrim-
inative identity information by adding identity embedding
branch in the prediction head.

3) We developed an OADA, it used different metric for high-
and low-scoring frames, respectively, and NSA Kalman
filter for motion modeling, which ensures the continuity
of tracking trajectories and improves the recognition ac-
curacy of occlusion objects.

II. METHOD

A. Framework Overview

The overall process of our GLOA, as shown in the Fig. 1. In the
feature extraction stage, our GLA-block is used to fully extract
global and local features to cope with the scale variance brought
about by the complex scene of the UAV. In the prediction head
part, we add a branch to extract identity embedding to output
more discriminative identity information. In the data association
stage, we use the OADA to alleviate occlusion problem and
ensure the integrity of the trajectory.

B. Global-Local Awareness Detector

We have inserted the designed GLA-block into the feature
extraction stage of GLA-D to enable better extraction of scale
variation features. In addition, we have added an identity em-
bedding output branch to the prediction head for discrimina-
tive identity information. GLA-D was composed of two main
parts.

1) Global-Local Awareness Block: The problem of scale
change arises during the flight of UAVs. At higher altitudes,
the drone can get a wider global view, but local details may
become blurred or invisible. And at lower altitudes, the UAV
can capture more local details, but the overall scene may be
partially obscured or missing. If global features are missing, it
is difficult to accurately analyze and understand the components
and interrelationships of the entire scene. If local features are
missing, it may be difficult to accurately identify objects in
the scene, especially objects that occur to be occluded. But it
is difficult to capture this feature information adequately by
methods based solely on CNN or transformer. Therefore, we
design a feature extraction module GLA-block that combines
the advantages of CNN and transformer.

The network structure of GLA-block is shown in the Fig. 2.
GLA-block consists of a feature extraction stage composed of
recursive gated convolutions (gnConv), and the stage of fea-
ture aggregation for self-attention and Conv, respectively. The
feature map undergoes a gated convolution and a feedforward
neural network with GELU activation functions to generate
the processed feature map. This processed feature map is then
convolved with three 1 × 1 filters to produce three separate
feature maps: q, k, and v. The attention weights are calculated
by correlating q,k, and location encoding. The weighted summa-
tion of v using the attention weights results in integrated features.
q, k, and v are also convolved, and the convolved features are
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Fig. 1. Overview of the proposed GLOA. Input is a video sequence captured by a drone. The detection results and identity embedding can be output at the same
time during a tracking process, and then sent to the OADA method to generate tracking results.

Fig. 2. GLA-block. It is composed of feature extraction and feature aggregation. The global and local feature can be extracted better by GLA-block.

concatenated together. Finally, the concatenated features are
further integrated.

The feature extraction stage contains a spatial hybrid layer,
consisting of gnConv and LayerNorm and a feedforward neural
network, and the core of this part is gnConv, as shown in Fig. 3.
Since the standard convolution does not consider the high-order
spatial interaction information, this results in the loss of global
information and long-term dependencies.

So we use high-order gated convolution is to preserve the
translation invariance and local relevance of ordinary convolu-
tion while better capturing global contextual information and
establishing spatial interactions of different orders. gnConv is
constructed from standard convolution, linear projection, and
elemental multiplication. The output of the gnConv can be
written as[

pHW×C
0 ,qHW×C

0

]
= φin (x), x ∈ R

HW×2 C (1)

p1 = f (q0)� p0, p1 ∈ R
HW×C (2)

y = φout (p1) , y ∈ R
HW×C (3)

Fig. 3. Overview of g3Conv. The feature x passed through a linear projection
layer φin to obtain a set of projected features p0, q0, q1, and q2. Then, gate
convolution is recursively performed on these features. Finally, the output of the
last recursive step is input into φout to obtain the result of g3Conv.

where φin, φout are linear projection layers for channel mixing
and f is a depth-wise convolution to reduce the repetition rate.
The input feature x first passes through a linear projection φin to
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obtain p0 and q0. q0 passes through a depth-wise convolution and
is then dotted with p0 to obtain p1. At this point, the first-order
spatial interaction is extracted.

In our model, we use third-order spatial interactions g3Conv
to extract features. So x needs to undergo a higher order linear
projection to obtain p0 and qk (k=0, 1, 2)

pk+1 = fk (qk)� gk (pk) /α, k = 0, 1, 2. (4)

Then, gated convolution is performed cyclically, and pk+1

can be obtained in turn, where f is the depth-wise convolution,
and g is used for dimension alignment at different levels. The
depth-wise convolution uses a 7 × 7 convolution kernel and a
global filter to enable it to have a global receptive field to better
extract global features and model long-term interactions.

Through the abovementioned operations, the order is in-
creased by 1 every time it is cycled, so g3Conv can model
third-order spatial interactions

gk =

{
Identity , k = 0
Linear (Ck−1, Ck) , 1 ≤ k ≤ 2.

(5)

In UAV remote sensing, the integrity of the image is often
more important than just focusing on the foreground objects.
Therefore, global features are often more suitable to describe
the entire image instead of local features that only capture
information from small regions. Global features have the dis-
advantage of not being able to distinguish between foreground
and background. This is especially problematic when the objects
of interest are partially or fully occluded, as the global features
may become distorted. As there are many interferences in the
remote sensing scene of UAV, occlusion will occur frequently. To
solve this problem, we perform convolution feature aggregation
and self-attention feature aggregation on the abovementioned
extracted features to make full use of the advantages of Conv
and self-attention to better extract global and local features.

Specifically, feature aggregation mainly includes two stages.
In the first stage, we enhance the utilization of intermediate fea-
tures by processing the previously generated feature maps using
three 1 × 1 convolutions. And we convolve these convolved
feature maps divide into N groups in the depth direction. This
process generates a diverse set of intermediate features that in-
cludes 3×N feature maps. The second stage operates separately
for self-attention feature aggregation and convolutional feature
aggregation. The self-attention feature aggregation path involves
grouping the intermediate features into N groups. Each group is
composed of three features obtained from 1 × 1 convolutions.
Similar to the traditional multihead self-attention module, the
three corresponding feature maps are utilized as the query, key,
and value during the self-attention process. The convolutional
feature aggregation path utilizes a lightweight fully connected
layer to produce k2 feature maps, where k is the kernel size. The
resulting features are then generated via aggregation and shift-
ing. The features output by the self-attention feature aggregation
path has global correlation and long-term dependency, while the
output of the features by the convolution feature aggregation path
has local correlation and translation invariance. By combining
the outputs of the two feature aggregation paths through splicing,
we obtain features with both global and local correlations. This

approach is more effective in handling the complex scenarios of
UAV remote sensing.

2) Prediction Head: We designed GLA-D with the target of
obtaining both detection results and identity embedding in a
single forward output process. The first target requires us to
accurately detect the object. The second target requires us to
better extracted to identity embedding. For the first target, it is
necessary to select the appropriate value for the double threshold
assigned to the foreground and background to differentiate in
order to improve the detection effect. Through testing and cal-
culation, it has been determined that an IoU threshold of greater
than 0.5 roughly ensures that a bounding box corresponds to
a foreground object, which is in line with common settings in
object detection. However, for boxes with IoU<0.4, it is more
appropriate to consider them as background instead of 0.3 in
general. This is because preliminary experiments have shown
that this threshold is effective in suppressing false positives,
which often occur in the presence of severe occlusions. The
prediction branch of GLOA has two loss functions: foreground
and background classification loss Lα and bounding box regres-
sion loss Lβ . Lα is formulated as the cross-entropy loss, and Lβ

is formulated as the smooth-L1 loss.
The second target is to obtain identity embedding. We need

instances with the same track ID to be close to each other,
while instances with different track IDs are far apart. Ideally,
the same instance should have the same track ID in different
frames, while different instances should have different track
IDs. The only information we can obtain is the track ID of the
object. Therefore, in the process of network training, we need to
convert the acquired identity embedding into sufficiently strong
semantic information. The connection layer converts identity
embedding information into track ID classification information
to enhance semantic information.

Extracting identity embedding belongs to the metric learning
task, and the classic loss function is the triplet loss function. The
triplet loss function is based on the concept of a set triplet, which
consists of an anchor, a positive, and a negative sample. Anchor
and positive are different samples of the same type, anchor and
negative are heterogeneous samples. The goal of the triplet loss
is to learn a feature space where samples of the same category
have a smaller distance in comparison to samples of different
categories. Specifically, the reference sample (anchor) should be
closer to the positive sample (positive), while the distance be-
tween the anchor and negative samples (negative) from different
categories should be larger. However, this ordinary triplet loss
function only samples one negative sample at a time and does
not consider other negative samples, which makes it difficult to
converge. Therefore, we adopt the modified triplet loss function
used in [11]

LCE = − log
exp (fg+)

exp (fg+) +
∑

i exp
(
fg−i

) . (6)

The triplet loss function composed of f , f−, and f+ three
elements, as shown in the following equation:

Ltriplet =
∑
i

max
(
0, ff−i − ff+

)
. (7)
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f is the benchmark sample, f+ means the ID is the same as f ,
and f− means the ID is different from f . So f+f represents
the cosine value between samples with the same ID, and f−f
represents the cosine value between samples with different IDs.
In the improved triplet loss function LCE, g+ is the learnable pa-
rameter corresponding to f+, and g− is the learnable parameter
corresponding to f−. The dot product of the two results in a real
number, which is the score. g+, g− are the weights of the fully
connected layer.

C. Occlusion Awareness Data Association

Data association is an essential part of multiobject tracking.
A reliable data association method can solve the problem of
object identity switching and occlusion and improve the stability
of multiobject tracking. Since the scenes from the drone view
are more complex than those from the static camera, a reliable
data association method is needed. In the process of multiobject
tracking, data association is to associate the detection frames
of the detection output, so there will be detection frames with
higher discrimination scores and lower scores. In drone scenes,
usually, low-score detection frames often indicate the detection
of objects. Simply discarding low-scoring detection boxes can
result in a significant number of missed detections and trajectory
interruptions, degrading the overall tracking performance. We
designed a data association method OADA applied in UAV
remote sensing scenarios. The OADA we designed uses Re-ID
feature metric to calculate appearance similarity to process
high-scoring detection frames, uses the DIoU metric to process
the low-scoring detection frames, and uses the NSA Kalman
filter for motion modeling.

We first divide the detection frame into a high-scoring frame
Dhigh and a low-scoring frame Dlow according to the detection
frame score. In the first data association process, we use the high-
scoring detection frame Dhigh to match the trajectory generated
by NSA Kalman filter. Since the high-scoring detection frame
means more obvious features, we use the Re-ID feature metric
to calculate the detection frame, and T the similarity between
the prediction frames is used to better identify the identity of
the tracking object. Finally, the Hungarian algorithm is used
to complete the similarity matching and retain the unmatched
detection frames Dunconfirmed and tracks Tunconfirmed, respectively.
The second data association is mainly for low-scoring detection
frames Dlow and unmatched trajectories after the first data as-
sociation Tunconfirmed. We retain unmatched trajectories after this
association Treunconfirmed and delete all unmatched low-scoring
detection frames for better to distinguish the foreground and
background, we use DIoU to calculate the similarity. Compared
with IoU, DIoU not only considers the overlapping area but also
takes into account the center distance between the two detection
frames. As low-scoring detection frames are often associated
with occlusion, incorporating the DIoU metric can enhance the
recognition of overlapping occluded objects. A new tracking
track will be generated for a detection frame that fails to match
the tracking track score after the second data association and has
a high enough score. This approach ensures that new objects are
detected and tracked, even if they were not associated with any

Algorithm 1: Pseudo-Code of OADA.
Input: UAV video sequences V; detection score threshold
τ ; object detector GLA − D, NSA Kalman Filter
NSA-KF

Output: Tracks T of UAV video
Initialization: T ⇐ ∅, Dhigh ⇐ ∅, Dlow ⇐ ∅
for frame fk in V do

/∗ predict detection boxes & scores ∗/
Dk ← GLA-D(fk)
for d in Dkdo

if d.score > τ then
Dhigh ← Dhigh ∪ {d}

else
Dlow ← Dlow ∪ {d}

end if
end for

/∗predict new locations of tracks∗/
for t in T do

t← N S A KalmanFilter(t)
end for

/∗ first association ∗/
Associate T and Dhigh using Re-ID feature metric
Dunconfirmed ← unconfirmed object boxes from Dhigh

Tunconfirmed ← unconfirmed tracks from T
/∗ second association ∗/
Associate Tunconfirmed and Dlow using DIoU metric
Tre-unconfirmed ← unconfirmed tracks from Tunconfirmed

Delete unconfirmed tracks Tre-unconfirmed

/* initialize new tracks */
for d in Dunconfirmed do

T ← T ∪ {d}
end for

end for
return T

existing track during the initial data association step. For the
tracking track that does not match the detection frame, keep 30
frames, and then match it when it appears again.

The Kalman filter is used to estimate the state of a dynamic
system based on a series of measurements with noise and is
used in conjunction with a data association algorithm. In the
prediction phase, the Kalman filter uses the current state of the
object and the motion model to make predictions and obtain
the predicted value of the state of the object in the next frame,
and in the data association phase the observations are associated
to the best matching prediction by calculating the similarity or
distance between the observations and the prediction. Finally,
the observation information is combined with the prediction
information to obtain a more accurate estimate of the object state.
To address the limitations of the conventional Kalman filter,
which applies a uniform measurement noise scale to all objects
regardless of their detection quality, we employ the NSA Kalman
filter to achieve more precise motion states. The NSA Kalman
filter adjusts the measurement noise scale in an adaptive manner
based on the quality of object detection, leading to improved
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stability for UAV scenarios with uncertain detection quality. This
approach is expected to provide better accuracy and reliability
in motion state estimation for UAVs

R̃k = (1− ck)Rk. (8)

At the same time, we use DIoU instead of IoU when calculat-
ing the similarity of low-scoring detection frames. IoU does not
provide any moving gradient when the candidate frame and the
real frame do not overlap. DIoU introduces a penalty item based
on IoU. b, bgt, respectively, represent the center point of the
anchor box and the object box p represents the calculation of the
Euclidean distance between the two center points. c represents
the diagonal distance of the smallest rectangle that can cover the
anchor and the object box at the same time

LDIoU = 1− IoU +
ρ2 (b,bgt)

c2
. (9)

One of the key advantages of using the DIoU metric for object
detection is its ability to provide accurate moving direction for
the bounding box, even when there is no overlap with the object
frame. This is achieved by taking into account the distance
between the two center points of the anchor frame and the object
frame. In addition, the DIoU metric has shown to perform better
than other IoU-based metrics in situations of occlusion, where
part of the object may be hidden or obscured. By considering
both the overlap and distance information, the DIoU metric is
able to provide a more comprehensive and reliable measure of
object detection accuracy, making it a promising approach for
improving the performance of computer vision systems.

III. EXPERIMENT

To demonstrate the effectiveness of the GLOA, we chose the
appropriate parameters and compare the GLOA with other state-
of-the-art trackers. Then, we visualize the qualitative results of
the GLOA. Finally, we construct ablation experiments to verify
the effectiveness of the GLA-D and the OADA.

A. Experimental Setting

1) Datasets: The GLOA is trained and evaluated on two chal-
lenging large-scale datasets captured by drones, namely, Vis-
Drone2019 [47] and UAVDT [48]. The VisDrone2019 dataset
was created by the Machine Learning and Data Mining Lab-
oratory of Tianjin University and is designed for tracking and
detection in UAV views. The dataset comprises a training set
(56 sequences), a validation set (7 sequences), and a test set (17
sequences) that are used in the multiobject tracking task. Each
object in every frame is annotated with a bounding box, category
label, and tracking ID. The dataset includes ten object categories,
namely, pedestrian, person, car, van, bus, truck, motor, bicycle,
awning-tricycle, and tricycle, which are considered during the
multiobject tracking evaluation.

The UAVDT dataset was introduced by ICCV2018 and in-
cludes 50 video sequences with over 80 000 frames, which
can be utilized for both object tracking and detection tasks.
This dataset is specifically designed for complex scenes and
comprises three categories: cars, trucks, and buses. The MOT

task is split into a training set (30 sequences) and a test set (20
sequences), focusing only on a single category, cars. The video
frames have a resolution of 1080 × 540 pixels and capture a
range of common scenarios, such as squares, arterial streets,
and toll stations.

2) Evaluation Metrics: To comprehensively compare the
GLOA with other state-of-the-art methods, we applied multiple
metrics to measure the tracking performance of our tracker. One
of the most commonly used metrics for evaluating object track-
ing performance is multiple object tracking accuracy (MOTA).
MOTA takes into account various errors that may occur during
the tracking process and is defined as

MOTA = 1− FN + FP + IDS
GT

(10)

where FN refers to the number of missed detections and FP refers
to the number of false alarms. The calculation of FN is based on
a comparison between the labeling of the object and the output
of the tracker. The calculation of FP is based on the comparison
between the output result of the tracker and the labeled objects
and IDS refers to the number of identity switches. The number
of IDs is affected by the detection performance, the type and
number of tracks in the actual tracking process, if the detection
performance is better, the more types and numbers of tracks are
detected then the more objects are detected, which leads to more
ID switches in the same situation. These metrics are computed
with respect to the total number of ground truth bounding boxes
(GT). Another important metric for tracking robustness is the
identification F1 score (IDF1), which is defined as follows:

IDF1 =
2IDTP

2IDTP + IDFP + IDFN
. (11)

IDTP refers to the number of correctly identified trajectories,
IDFP refers to the number of falsely identified trajectories, and
IDFN refers to the number of missed trajectories.

3) Implementation Details: To improve the robustness of
GLOA under complex scenarios, we incorporated YOLOv5’s
data augmentations and utilized the YOLOv5l backbone as the
feature extraction network. The GLOA was trained for 20 epochs
on the VisDrone2019 and UAVDT training sets using the SGD
optimizer with a batch size of 12. We set the initial learning
rate to 1×10−2 and resized each input image to a resolution
of 1088 × 608. Our experimental setup comprised a computer
equipped with Tesla V100 and used python 3.6 and PyTorch
1.7.0 as the compilation environment.

B. Parameter Setting Experiment

Different training weights are available for YOLOv5, so we
tested the different weights on two datasets. Finally, taking into
account both the number of parameters and tracking accuracy,
we have selected YOLOv5l as our training weights. The exper-
imental results are shown in Table III

At the same time, we set the confidence threshold to 0.3 to
0.5, and observed the impact of different parameters. Experi-
mentally, we found that when the confidence threshold is 0.4,
we can have the best tracking effect. Table IV displays the results
of the comparison.
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TABLE I
COMPARISON OF DIFFERENT METHODS ON VISDRONE2019

TABLE II
COMPARISON OF DIFFERENT METHODS ON UAVDT

C. Comparison With State-of-the-Arts

We compare the GLOA with preceding state-of-the-art track-
ers on VisDrone2019 and UAVDT benchmarks. The experimen-
tal results are reported in Tables I and II, the experimental results
show that the GLOA has a more significant advantage.

VisDrone2019 dataset: The performance of our method on the
VisDrone2019 test dev set is highly promising, as demonstrated
by the results presented in Section I. Specifically, our approach
achieves an impressive MOTA score of 39.1% and IDF1 score
of 46.2%, both of which outperform the existing methods. These
results suggest that our method has the potential to significantly
improve the accuracy and effectiveness of drone-based visual
tracking applications.

UAVDT dataset: We also compare our method with other
methods on the UAVDT test set. We train the GLOA using the
UAVDT training set and evaluate GLOA on the UAVDT test set.
We list a series of indicators, such as MOTA, MOTP, and IDF1,
to compare the performance of our method with other methods.
As shown in Table II, our method achieves 49.6% on MOTA
and 68.9% on IDF1 and gets significantly better results against
existing methods.

To verify the real-time performance of our model, we com-
pared the tracking speed with the current representative multiob-
ject tracking algorithms on the VisDrone2019 dataset, including
the algorithms DeepSORT and BoT-SORT, etc., based on the
SDE framework, and the algorithm UAVMOT based on the JDE

framework. The comparison results are shown in the Fig. 6, and
we can see that our model has a better real-time performance
while ensuring accuracy.

At the same time, we further demonstrate the ability of GLA-
D and OADA to solve the scale variation and occlusion problems
through Figs. 7 and 8.

D. Visualization

To demonstrate the effectiveness of our method clearly, we
have presented the tracking results on the VisDrone2019 test
dev set and UAVDT test set. As shown in Fig. 4 and Fig. 5, our
GLOA method can adapt well to the dynamic UAV environment,
particularly with its ability to capture scale variation features
and handle occlusion problems. The visualizations of the results
clearly show that the GLOA performs well in completing the
MOT task on UAV videos.

E. Ablation Study

In this section, we conduct a series of ablation experiments
on the VisDrone2019 test dev set to verify each module of
GLOA. In ablation experiments, we use JDE as the baseline
model. We consider the GLOA with the GLA-D and the OADA
removed as the baseline tracker. The experimental results are
summarized in Table V. The GLA-D aims to improve the
ability to capture global and local features. When the base-
line tracker is equipped with the GLA-D, MOTA, and IDF1
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Fig. 4. Visualization results on two datasets (a) and (b). The effectiveness of GLOA has been revealed by visualizing and comparing it with baseline and
UAVMOT. To present the visualization results more clearly the key areas have been marked in the figure with red borders. (a) Visualization results on Visdrone2019.
(b)Visualization results on UAVDT.

Fig. 5. Visualization of global feature information extraction ability. We
extracted three frames from the video for analysis. Taking the tracking object
shown by the yellow arrow as an example, our model can accurately locate the
object in all three frames as the size and object size change, and the ID of the
tracking object is always 1357 without switching. (a) Frame 150. (b) Frame 350.
(c) Frame 450.

TABLE III
EFFECT OF WEIGHT SELECTION ON RESULTS

TABLE IV
EFFECT OF CONFIDENCE THRESHOLD ON RESULTS

increase by 12.5% (24.3%–36.8%) and 10.7% (33.1%–43.8%),
respectively.OADA is designed to improve occlusion problems
and tracking stability. The OADA brings gains of 1.2% (24.3%–
25.5%) on MOTA and 2.4% (33.1%–35.5%) on IDF1 for the
baseline tracker. Meanwhile, IDS drops from 5392 to 4382.
To verify that DIoU can have better results than IoU in the
OADA, we conducted experiments on it as shown in Table VI .
When we combine both the GLA-D and the OADA into the
baseline tracker, GLOA outperforms the baseline tracker by
14.8% (24.3%–39.1%) on MOTA and 13.1% (33.1%–46.2%) on
IDF1. The ablation experiments demonstrate the effectiveness
of the GLA-D and the OADA.
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Fig. 6. Speed comparison with other multiobject tracking algorithms.

Fig. 7. Scale change robustness. By using our design GLA-D can better cope
with scale change scenarios.

Fig. 8. Ability of occlusion awareness. Occlusion problems in dense scenes
can be better mitigated by using OADA. The red circle marked as the key dense
areas. (a) Without OADA. (b) With OADA.

TABLE V
RESULTS OF THE ABLATION STUDY

TABLE VI
EFFECT OF DIOU IN OADA

IV. CONCLUSION

In this article, we proposed a novel GLOA network for
multiple object tracking in UAV remote sensing videos. To
capture scale variance feature information of the remote sensing
scenes better, we fully combine the advantages of CNN and
transformer to design GLA-block to extract global and local
features and added an identity embedding output branch to
the prediction head of GLA-D to extract more discriminatory
identity information. In addition, we designed a data association
method called OADA, in order to alleviate the occlusion problem
during UAV tracking. We conduct a series of experiments on
VisDrone2019 and UAVDT datasets and compare GLOA with
other methods. The results demonstrate that our method has
advantages compared with other existing multiobject tracking
methods in the UAV scenes. The impact of extreme weather,
such as foggy weather, rain, and snow, on tracking performance
is not fully considered in our proposed GLOA. We will improve
and address this issue in our future work.
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