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Task-Driven Onboard Real-Time Panchromatic
Multispectral Fusion Processing Approach for

High-Resolution Optical Remote Sensing Satellite
Zhiqi Zhang , Lu Wei , Shao Xiang , Guangqi Xie , Chuang Liu , and Mingyuan Xu

Abstract—Onboard real-time processing of remote sensing satel-
lites is an important means of rapidly obtaining information, and
the fusion processing of panchromatic and multispectral data is
of great significance for optical satellites. In order to ensure the
effect, most traditional algorithms perform statistical analysis or
transformation on the entire image first and then perform sub-
sequent processing. There are problems such as high algorithm
complexity and resource occupation, and it is difficult to apply to
onboard scenarios where the volume and power consumption are
strictly limited. Aiming at the requirements of onboard fusion, a
real-time processing approach for high-resolution optical satellites
is proposed. First, through the implementation of real-time geo-
metric positioning, ROI extraction is completed while the camera
is imaging, avoiding the disadvantages of traditional methods for
processing large amounts of data; then, based on the principle of
object-space consistency, by fine-tuning virtual sensor parameters,
the registration of a panchromatic multispectral image is completed
in the sensor correction step, so that the relative accuracy of the two
can meet the fusion requirements, and time-consuming pixel-level
registration processing is avoided; finally, according to the char-
acteristics of the algorithms and embedded hardware, an efficient
algorithm mapping strategy is formulated, and deep optimization is
implemented to achieve a significant improvement in performance.
Experiments show that the performance of this method is improved
by 156.23 times compared with the traditional method. Moreover,
after building a parallel pipeline, it can meet the real-time fusion
processing requirement of completing a 5000 × 5000 pixels ROI
area every 2.4 s.

Index Terms—Onboard, optical remote sensing, panchromatic
multispectral fusion, real-time, task-driven.
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I. INTRODUCTION

W ITH the advancement of science and technology,
satellite remote sensing technology has also achieved

leapfrog development. In recent years, high-resolution optical
satellites represented by GeoEye, WorldView, Pleiades, ZY se-
ries, GF series, and YG series have been successively launched.
It has entered a new era of diversified data acquisition meth-
ods and massive information [1], [2]. In order to improve the
application efficiency of optical remote sensing satellites, high
resolution, large width, and multispectral bands have become
the main goals for the development of optical remote sensing
satellites in the future. The combination of the above factors
leads to a geometric progression in the amount of data acquired
by optical remote sensing satellites. While the massive data
acquisition capability provides a rich source for subsequent
applications and services, it also brings increasing pressure on
satellite–ground data transmission links and ground systems.

In the time-sensitive application field of high-resolution re-
mote sensing data, the proportion of received remote sensing
data that can be processed in time and effectively used by users
is relatively low, and there is a problem that the concerned
information is hidden by massive data [3]. The traditional optical
satellite remote sensing data acquisition and processing proce-
dure includes three main steps: “data acquisition-satellite data
transmission-ground reception and processing.” In the process
of processing, distribution, and application, the focus is on
the data itself rather than how to apply it efficiently. In this
process, multiple steps such as compression, decompression,
communication, reception, recording, formatting, processing,
and storage are required, which consume a large amount of
transmission, computing, and storage resources. The delay in
obtaining information often exceeds tens of minutes, and the
timeliness is low. At the same time, users’ expectations for
time-sensitive applications such as area monitoring, target posi-
tioning, target tracking, disaster response, and emergency rescue
continue to increase. In order to make full use of the limited
satellite–ground transmission bandwidth and satellite transit
time window and shorten the information acquisition delay,
it is urgently necessary to carry a computing platform on the
satellite and deploy real-time processing on it and migrate key
algorithms to the satellite to realize real-time processing and
Information extraction [4], [5], thereby effectively reducing the
amount of data and reducing the pressure of satellite–ground
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data transmission and ground processing [6]. With this goal,
scholars have carried out a series of research on efficient remote
sensing algorithms that have the potential to be applied on board
[7], [8], [9], [10], [11], [12], [13].

However, the particularity of the space environment greatly
limits the onboard computing platform. For remote sensing
satellites in low-Earth orbit, the temperature difference between
the sunny side and the shady side can reach more than 300°,
and the extreme temperature exceeds the normal working tem-
perature range of typical electronic equipment. It is necessary
to use auxiliary heating and heat dissipation methods to make
electronic equipment work normally. In addition, there are high-
energy ionizing radiations such as galactic cosmic rays and solar
cosmic rays in the space environment, which are collectively
referred to as space radiation [14]. The impact of space radiation
on the onboard processing platform mainly includes the total
dose effect [15], [16], [17] and single event effect [18], which
are the main reasons for the failure of space equipment [19].
Accordingly, it is necessary to strengthen and protect electronic
equipment [20], [21], [22], [23]. Various reinforcement and
protection methods need to occupy a certain volume and weight.
Commonly used redundant backup means will also bring addi-
tional power consumption. Overall, it further limits the size,
power consumption, and performance of onboard computing
devices. Therefore, onboard processing should be task-driven,
utilizing limited onboard computing resources to process closely
related data only in real time.

In order to improve the spatial resolution and spectral resolu-
tion of images, mainstream high-resolution optical satellites use
different sensors to acquire high spatial resolution panchromatic
images and low spatial resolution spectral images, respectively.
The two focus on obtaining finer spatial textures and obtaining
spectral features of ground objects, respectively. Compared with
the direct acquisition of high-resolution multispectral images,
this strategy can significantly reduce the cost of satellite devel-
opment and data transmission pressure, so it is widely used; but
in the later stage, it is necessary to fuse panchromatic images
with multispectral images. It brings higher requirements for data
processing and application. In the field of onboard real-time
processing, research institutions around the world have carried
out a series of explorations and achieved some achievements
[24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34],
[35], but, in general, they are still limited to processing with
a small amount of data or general processing such as data
compression and radiance processing that are easy to implement
by hardware. In contrast, in panchromatic multispectral fusion
processing, a series of processes such as data analysis, radiance
correction, distortion correction, stitching, and overlapping re-
gion correction need to be performed on the separated panchro-
matic and multispectral images acquired by the camera first, to
eliminate the radiation inconsistency and geometric distortion
problems generated during satellite imaging. Then, pixel-level
geometric registration of panchromatic multispectral images is
required, and finally, pixel-level fusion can be performed. This
processing has too many steps, has a large amount of input and
output and temporary data, is difficult to implement by hard-
ware. These characteristics determine that it is very difficult to

realize real-time fusion processing based on the limited onboard
conditions.

Under the current technical conditions, the hardware that can
provide computing capabilities under limited onboard condi-
tions is mainly based on embedded devices, such as DSP and
FPGA [36], [37], [38]. This type of hardware realizes embedded
processing coupled with software and hardware, but its ver-
satility is poor, development is difficult, and it is difficult to
efficiently and intelligently meet the current and future needs
of various onboard time-sensitive remote sensing applications.
In recent years, the emergence of general-purpose computing
architectures based on embedded GPUs or AI chips has pro-
vided a feasible solution to the above problems. The computing
performance of embedded GPUs or AI chips is significantly
higher than that of DSP, and the power consumption is low, the
hardware architecture is common and has the ability to provide
high-performance computing capabilities in limited onboard
conditions.

In view of the above problems, this article adopts embedded
GPU as a low-power (TDP:15 W) onboard processing simula-
tion system and, based on this system, studies the implementa-
tion approach of onboard real-time fusion processing. The main
innovations include the following.

1) Propose a task-driven onboard fusion processing strategy
to significantly reduce the amount of data and computing,
and avoid I/O operations between internal and external
memory.

2) Propose an object-space consistency-based registration
method to avoid the computationally intensive and time-
consuming pixel-level registration processing.

3) Formulate an efficient algorithm mapping strategy and
deeply optimize the time-consuming algorithms to signif-
icantly shorten the processing time. On this basis, build
a data extraction-processing-output parallel pipeline to
achieve real-time stream computing.

II. RELATED WORK

Since the input data of onboard fusion processing is the raw
image separated by band and sensor, it is different from general
fusion processing. In order to realize task-driven onboard fusion
processing, it is necessary to accurately extract ROI data by real-
time positioning the first time and perform radiance correction,
sensor correction, band registration, stitching, and overlapping
area correction on it, and on this basis, fusion processing can be
performed. Among them, the real-time positioning of the ROI
during the imaging process is a key step in onboard processing
[39]. This section introduces the important algorithms involved
in the above process.

A. Instant Geographic Locating

1) Strict Geometric Model: For optical linear array images,
each line of the image is an independent central projection
imaging result. By interpolating the information provided by
the auxiliary data, the precise exterior orientation elements
corresponding to each line, including position and attitude in-
formation, can be obtained.
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The coordinates (Xs, Ys, Zs) [40] of the projection center of
each image line at time t are interpolated from the GPS or BD2
data by a cubic polynomial model⎧⎨

⎩
Xs (t̄) = k0 + k1t̄+ k2t̄

2 + k3t̄
3

Ys (t̄) = m0 +m1t̄+m2t̄
2 +m3t̄

3

Zs (t̄) = n0 + n1t̄+ n2t̄
2 + n3t̄

3
(1)

where k0, k1, k2, k3, m0, m1, m2, m3 n0, n1, n2, and n3 are
the coefficients of the cubic polynomial models that are fit by
the observed data; t̄ is the normalized imaging time, which is
calculated as follows:

t̄ =
t− tstart

tend − tstart
(2)

where tstart and tend are the start and end times of the satellite
position data, respectively.

Similarly, the attitude information (ϕ, ω, κ) could be interpo-
lated by a cubic polynomial model⎧⎨

⎩
ϕ (t̄) = k0 + k1t̄+ k2t̄

2 + k3t̄
3

ω (t̄) = m0 +m1t̄+m2t̄
2 +m3t̄

3

κ (t̄) = n0 + n1t̄+ n2t̄
2 + n3t̄

3
(3)

where k0, k1, k2, k3, m0, m1, m2, m3 n0, n1, n2, and n3 are
the coefficients of the cubic polynomial models that are fit by
the observed data.

On this basis, the strict geometric model can be established
as follows:⎡

⎣X −Xs (t)
Y − Ys (t)
Z − Zs (t)

⎤
⎦ = λ ·RECF

ECI (t) ·RECI
body (ϕ (t) , ω (t) , κ (t))

·Rbody
sensor

⎡
⎣tanψx

tanψy

1

⎤
⎦ (4)

where t is the imaging time of the scan line recorded by the
camera; λ is a scale factor;ψx and ψy are the look angles;Rsensor

body
is the camera install matrix calculated by inflight calibration,
which can be treated as a fixed value over a long period of
time; Rbody

ECI (ϕ(t), ω(t), κ(t)) is the rotation matrix from the
Earth-centered inertial (ECI) coordinate system to the satellite
body coordinate system converted by rotation angles ϕ(t), ω(t),
and κ(t), which are the pitch, roll, and yaw angles, respectively,
and interpolated from the attitude observation under the ECI
coordinate system by time; RECI

ECF(t) is the transformation ma-
trix from the Earth-centered fixed (ECF) coordinate system to
the ECI coordinate system; and [Xs(t) Ys(t) Zs(t) ]

T
is the

position vector of the projection center in the ECF coordinate
system, interpolated from the position observation by time.
Among them, the interior orientation elements ψx and ψy are
described by the look angle of the camera coordinates; they
are determined by laboratory calibration before launching and
updated by inflight calibration during a certain period after
launching [41], [42].

2) ROI Location: Based on the above strict geometric mod-
eling method, the geographic coordinates corresponding to each
pixel can be calculated. However, in the process of satellite
imaging, it is impossible to complete the calculation of the

positions of all image pixels and compare them with the position
of the ROI because of the limitation of the computing resources
on board. Therefore, the efficient ROI location algorithm is
described as follows.

1) Establishing the strict geometric model of the current
imaging line.

2) Calculating the geographic position of the first and last
pixels of the current line at T0, and obtaining the points
(p0, q0).

3) Repeating steps 1 and 2 to obtain the next points (p1, q1)
when T1 = T0 +Δt.

4) Determining whether the ROI center is located in the
rectangle (p0, q0, p1, q1); if not, continue to repeat the
above calculation steps after Δt time.

5) If the center of the ROI is located in the rectangle
(pi, qi, pi+1, qi+1), calculate the exact image coordinates
of the range of the ROI area.

Since only two points need to be calculated in a Δt timespan,
the calculation can be completed in several milliseconds. The
flowchart of this algorithm is shown in Fig. 1. After the locating
is successful, an affine transformation model can be established
according to the two corner points obtained in this calculation
and the two corner points calculated last time{

s = a0 + a1B + a2L
l = b0 + b1B + b2L

(5)

where a0, a1, a2, b0, b1, and b2 are the coefficients of the affine
transformation model. They can be determined by the least-
square method, and then, the pixel coordinates of the ROI
center can be calculated, and the ROI data can be clipped for
subsequent processing. ROI real-time positioning plays a very
important role in reducing the amount of data and calculation
and improving the real-time performance of onboard processing.

3) Rational Function Model: The strict geometric model
establishes the mathematical relationship between the original
image pixel coordinates and the geographic coordinates. How-
ever, there are two problems: 1) Each line of the image has
independent imaging conditions, and it is necessary to establish
similar but different strict models line by line; 2) the inverse
calculation of the strict model from geographic coordinates to
pixel coordinates requires iteration, which is computationally in-
tensive and unstable. Therefore, after extracting the ROI region,
this article uses a more general and efficient rational function
model (RFM) to replace the strict model in the subsequent
processing.

The RFM is a rational polynomial model that directly estab-
lishes the relationship between the geographic coordinates and
the pixel coordinates [43], [44], [45]. The terrain-independent
method can be used to convert the strict model to RFM with high
accuracy without relying on any ground control points [46]: A
sufficient number of virtual control points are generated using
strict models first, and then, the rational polynomial coefficients
(RPCs) of the high-precision RFM can be obtained by the
least-square method.

The RFM performs mutual conversion calculations among
pixel coordinates (l, s), geographic coordinates (B,L), and
ellipsoid height H . (ln, sn) and (U, V,W ) are the normalized
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Fig. 1. Flowchart of ROI location [39].

coordinates of pixel coordinates (l, s) and geographic coordi-
nates (B,L,H), respectively, and their relationship is{

ln = NumL(U,V,W )
DenL(U,V,W )

sn = NumS(U,V,W )
DenS(U,V,W )

. (6)

The polynomial numerator and denominator are, re-
spectively, expressed as follows. Among them, ai, bi, ci, di
(i = 1, 2, . . . , 20) are coefficients of RFM, which have been
solved when the model is generated, Equation (7) shown at the
bottom of this page

B. Panchromatic Multispectral Fusion

After extracting, the original panchromatic and multispec-
tral data covering the ROI area, sensor correction, fusion, and

geometric correction are required for both of them to obtain
the high-resolution multispectral fusion result with geographic
information.

1) Sensor Correction: Sensor correction is currently the pre-
requisite step for photogrammetric processing and application
of high-resolution optical satellite data that mainly solves the
problem caused by camera design and imaging characters, such
as image distortion caused by lens distortion and an unstable
platform, sensor image stitching, and multispectral image band-
to-band registration. The standard image product with an RFM
can be obtained after sensor correction.

Generally, the current sensor correction method can be catego-
rized into two classes: the image-space-oriented (ISO) method,
and the object-space-oriented (OSO) method [47]. Unlike the
ISO method that mainly solves the problem of sensor image
stitching and band-to-band registration based on image matching

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

NumL (U, V,W ) =
a1 + a2V + a3U + a4W + a5V U + a6VW + a7UW + a8V

2

+a9U
2 + a10W

2 + a11V UW + a12V
3 + a13V U

2 + a14VW
2

+a15V
2U + a16U

3 + a17UW
2 + a18V

2W + a19U
2W + a20W

3

DenL (U, V,W ) =
b1 + b2V + b3U + b4W + b5V U + b6VW + b7UW + b8V

2

+b9U
2 + b10W

2 + b11V UW + b12V
3 + b13V U

2 + b14VW
2

+b15V
2U + b16U

3 + b17UW
2 + b18V

2W + b19U
2W + b20W

3

NumS (U, V,W ) =
c1 + c2V + c3U + c4W + c5V U + c6VW + c7UW + c8V

2

+c9U
2 + c10W

2 + c11V UW + c12V
3 + c13V U

2 + c14VW
2

+c15V
2U + c16U

3 + c17UW
2 + c18V

2W + c19U
2W + c20W

3

DenS (U, V,W ) =
d1 + d2V + d3U + d4W + d5V U + d6VW + d7UW + d8V

2

+d9U
2 + d10W

2 + d11V UW + d12V
3 + d13V U

2 + d14VW
2

+d15V
2U + d16U

3 + d17UW
2 + d18V

2W + d19U
2W + d20W

3.

(7)
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Fig. 2. OSO sensor correction method.

Fig. 3. Flowchart of sensor correction.

[48], the OSO method establishes the corresponding relationship
between the original image and the corrected image based on
the image geometric model with the object space as an in-
termediary, and it is theoretically stricter and more desirable
for high-precision image processing and application (as shown
in Fig. 2). In the OSO method, a virtual sensor is used to
replace the original physical sensor with multiple bands [49],
and furthermore, a virtual steady reimaging model based on the
virtual sensor is used to correct the distortion caused by both
the camera and satellite [50], [51]. Therefore, this article adopts
the OSO method to solve the geometric problem of onboard
fusion processing. The procedure of sensor correction is shown
in Fig. 3.

2) Smoothing Filter-Based Intensity Modulation: Main-
stream optical satellites usually provide panchromatic images
with high spatial resolution and multispectral images with small
data volumes. After fusion processing, the two can obtain high-
resolution multispectral images and enhance the use value of

data products. Affected by the limitations of onboard processing
and real-time requirements, the algorithm suitable for onboard
processing should have the characteristics of a small amount of
calculation, no dependence on external memory, and suitable for
block-independent processing. Among many fusion algorithms,
smoothing filter-based intensity modulation (SFIM) is a high-
fidelity image fusion algorithm that can well preserve spectral
features [52], [53]. It can divide the image to be processed into
multiple blocks for parallel computing, which is suitable for
onboard processing. The principle is as follows.

Suppose the imaging band of the remote sensing image is λ,
and its pixel value is determined by the irradiance E(λ) and the
surface reflectance ρ(λ) [54]

DN (λ) = ρ (λ)E (λ) . (8)

The SFIM is defined as

DN(λ)sim =
DN(λ)lowDN(γ)high

DN(γ)low

=
ρ(λ)lowE(λ)lowρ(γ)highE(γ)high

ρ(γ)lowE(γ)low
. (9)

For simultaneous imaging of panchromatic and multispectral
data, it can be considered that the solar radiation at the imaging
moment is the same, and for images with the same resolution, it
can be assumed that E(λ) ≈ E(γ) [55]; the surface reflectance
of the same object is also the same, it can be assumed thatρlow ≈
ρhigh. E(λ)low and E(γ)low, ρ(γ)low, and ρ(γ)high in (9) can

cancel each other out, then

DN(λ)sim ≈ ρ(λ)lowE(λ)high ≈ ρ(λ)high E(λ)high

= DN(λ)high. (10)

It shows that the value obtained by the fusion model defined
by (9) is approximately equal to the real value.

Therefore, for the panchromatic multispectral fusion, we can
get

Fusion =
MS × PAN

PAN′ (11)

where MS represents a multispectral image, PAN represents
a panchromatic image, and PAN

′
represents a low-resolution

panchromatic image, Fusion represents a fusion result. PAN
PAN′

is considered to preserve the edge detail information of high-
resolution images while basically eliminating spectral and con-
trast information.

The SFIM model can be regarded as adding high-resolution
details to low-resolution images with good color retention. The
key to its fusion effect is the generation of degraded panchro-
matic images. Therefore, in this article, the Gaussian filter is used
instead of the neighborhood mean filter in the original SFIM to
degrade the panchromatic image, in order to obtain a degraded
panchromatic image closer to the multispectral image through
parameter adjustment, and then, obtain a more accurate PAN

PAN′ .
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Fig. 4. Flowchart of SFIM fusion.

Fig. 5. Indirect correction method.

The Gaussian filter can be described as

G (x, y) =
1

2πσ2
e−

x2+y2

2σ2 (12)

where (x, y) is the position in the convolution template,G(x, y)
is the value of the position. The filter effect can be adjusted by
changing the value of σ. The flowchart is shown in Fig. 4.

3) Geometric Correction: Geometric correction is the pro-
cess of geometrically transforming sensor-corrected images ac-
cording to an appropriate model and geocoding the image [56].
The commonly used geometric correction methods include the
direct correction method and the indirect correction method, as
shown in Fig. 5.

The indirect correction method establishes the relationship
between the output image and the input image, as shown in (13).
For each pixel (X,Y ) on the output image, its coordinates (s, l)
on the input image are calculated according to Fs and Fl, then
resampling is performed according to the value of surrounding
pixels. Usually, the nearest neighbor method, bilinear interpo-
lation method, and bicubic interpolation method can be used

{
s = Fs (X,Y )
l = Fl (X,Y )

. (13)

The coordinate transformation model Fs and Fl could be a
polynomial transformation model, strict geometric model, or
RPC model.

III. PROPOSED APPROACH

In the traditional data-centric processing method, the process-
ing steps are clearly divided. Each step of the algorithm only
needs to focus on the processing of independent operations,
focus on the input data, and make the output data the best
possible effect. Its disadvantage is that the algorithm of each
step is relatively fragmented, and the overall efficiency is low.
In order to realize real-time processing under the condition of
limited resources, it is necessary to consider and optimize the
algorithm processing flow in order to improve the algorithm
processing efficiency as much as possible.

A. Task-Driven Onboard Fusion Processing

1) Strategy of Task-Driven Processing: Task-driven onboard
processing performs instant geographic locating, filtering, and
processing of raw data according to the task instructions up-
loaded by ground users. It needs to be completed in real-time
under limited onboard conditions, which is more complex and
difficult than traditional processing.

As shown in Fig. 6, the preset or annotation parameters that
need to be used in the task-driven processing include camera
geometry calibration parameters, camera radiance calibration
parameters, Earth rotation parameters (precession, nutation, pole
shift), algorithm configuration parameters, and global digital
elevation model (DEM). The flow-in raw data come from the
satellite imaging system, including raw images and imaging aux-
iliary data; the attitude and position data are broadcasted through
the satellite platform bus. The processing steps include data
analysis, instant geometric positioning, ROI extraction, relative
radiance correction, sensor correction, fusion, and geometric
correction. The final output is the geometrically corrected fused
image of the ROI specified by the task instruction.

According to the ROI position specified in the task instruc-
tion, combined with instant geometric positioning calculations,
the important data can be accurately positioned as quickly as
possible when the onboard processing platform is unable to
continuously cache the whole flow-in data. And only the data
in this area are processed, thereby significantly reducing the
overall calculation amount and improving the processing time-
liness. The key lies in the high-precision geometric positioning
completed in real time during the data flow-in process.

2) Parallel Progressive Fusion Algorithm: In order to make
full use of the embedded GPU for parallel processing, the fusion
algorithm described is been adjusted: First, calculate the overlap-
ping range of sensor-corrected panchromatic and multispectral
image and divide it into small blocks; then, perform fusion pro-
cessing of each block in memory, including Gaussian filtering of
panchromatic image, fusion coefficient calculation, upsampling
of multispectral image, and pixel-level fusion; merge the fusion
results of each block, and perform the geometric correction to
get the final product. On the one hand, the improved algorithm
makes better use of the parallelizability of the SFIM method, and
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Fig. 6. Strategy of task-driven processing.

TABLE I
ANALYSIS OF OCCUPIED MEMORY SPACE

can adapt and adjust the algorithm by flexibly setting the grid
size and the number of parallel blocks, while avoiding memory
overflow caused by too large temporary data; on the other hand,
the I/O operations between the steps of the original algorithm are
omitted, which can significantly speed up the overall processing
time. The adjusted algorithm is shown in Fig. 7.

Let Wpan, Hpan, Wms, and Hms be the width and height of the
panchromatic and multispectral image respectively, and there
is a 4:1 relationship between them. w, h are the width and
height of a single block, respectively, and k is the number of
simultaneous parallel blocks. For the convenience of discussion,
letC =Wpan ×Hpan, then the occupied memory space analysis
is as given in Table I.

From the above analysis, it can be seen that if it is divided
into 20 × 20 grids and the parallelism is set to 10, the memory
capacity occupied by the method in this article is 1.5C, which
is much smaller than the 11.25C of the original method, which
can better adapt to the onboard processing condition.

B. Object-Space-Consistency-Based Registration

Traditional fusion processing requires high-precision regis-
tration of the input panchromatic and multispectral images to

keep them geometrically consistent. However, the registration
process is computationally intensive and time-consuming, and
onboard applications should be avoided as much as possible.
Considering that the panchromatic and multispectral images are
almost simultaneously imaged, there are relatively consistent
imaging conditions, and theoretically, the registration of the two
can be completed through sensor correction.

However, in the OSO sensor correction method, in order to
ensure reimaging accuracy, the ideal virtual sensor needs to be
set as close as possible to multiple physical sensors. According
to this principle, the virtual sensor is usually set in the middle
position of physical sensors. Therefore, the difference in look
angle between virtual sensor and physical sensors could be
as small as possible, so as to keep the geometric positioning
accuracy of the virtual sensor and multiple physical sensors as
consistent as possible. Therefore, the set panchromatic virtual
sensor and the multispectral virtual sensor cannot overlap on
the camera focal plane, resulting in a certain deviation in the
geometric position of the same ground object obtained after the
two perform sensor correction respectively, so it cannot be fusion
directly. As shown in Fig. 8, green represents the panchromatic
physical sensors (solid line) and the virtual sensor (dotted line),
and blue represents the multispectral physical sensors (solid
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Fig. 7. Parallel progressive fusion algorithm.

line) and the virtual sensor (dotted line). It can be seen that the
virtual panchromatic sensor does not overlap with the virtual
multispectral sensor in the camera focal plane.

Therefore, in order to fuse directly from the panchromatic
and multispectral sensor correction results, it is necessary to
fine-tune the settings of virtual sensors, to make the two overlaps
in the camera focal plane. The look angle of every sensor pixel
can be described as [46]{

Ψx (s) = a0 + a1s+ a2s
2 + a3s

3

Ψy (s) = b0 + b1s+ b2s
2 + b3s

3 (14)

where a0, a1, a2, a3, b0, b1, b2, and b3 are polynomial co-
efficients, s represents the pixel index number of the sensor.
A complete set of parameters represents a piece of physical
or virtual sensor on the camera focal plane. According to the
parameters, the look angle of each pixel on the sensor can be
obtained. For an ideal virtual sensor without distortion, the other
parameters except a0, b0, and b1 can be set to 0, where a0 and b0
represent the position of the first pixel from the left of the sensor
on the camera focal plane, and b1 indicates the size of the pixel.

For the convenience of discussion, we introduce the super-
script mark on the coefficient to identify the sensor and take a
panchromatic virtual sensor as an example. As long as aPAN

0 ,
bPAN
0 , and bPAN

1 are set correctly, the ideal panchromatic virtual
sensor is set correctly. It can be set as follows through the
parameters of the physical sensors⎧⎪⎨

⎪⎩
aPAN
0 = aPAN1

0

bPAN
0 =

∑4
i=1 bPANi

0

4

bPAN
1 =

∑4
i=1 bPANi

1

4

. (15)

Similarly, the parameters of multispectral virtual sensor can
be obtained (j identifies the band index number)⎧⎪⎪⎨

⎪⎪⎩
aMS
0 = aMS1

0

bMS
0 =

∑4,4
i=1,j=1 bMSij

0

16

bMS
1 =

∑4,4
i=1,j=1 bMSij

1

16

. (16)

On this basis, in order to make the panchromatic virtual sensor
and the multispectral virtual sensor overlap on the camera focal
plane and to consider the impact of the new virtual sensor settings
on panchromatic and multispectral physical sensors, a0 and b0
of virtual sensors can be adjusted according to (15) and (16){

aFinal
0 =

(
aPAN
0 + aMS

0

)
/2

bFinal
0 =

(
bPAN
0 + bMS

0

)
/2

. (17)

Then, set a0 and b0 of the panchromatic virtual sensor and the
multispectral virtual sensor to the values obtained by (17), and
set b1 of the multispectral virtual sensor to four times b1 of the
panchromatic virtual sensor, namely: bMS

1 = bPAN
1 × 4.

Furthermore, due to differences in panchromatic multispectral
pixel size and integration time, the positional relationship be-
tween the actual panchromatic and multispectral virtual sensors
is shown in Fig. 9. Green represents panchromatic virtual pixels
and blue represents multispectral virtual pixels. It is necessary
to make fine-tuning to the multispectral virtual sensor, that is, to
move 1.5 panchromatic pixels to the right and down to move it
to the red position{

aMS
0 = aFinal

0 − 1.5× bPAN
1

bMS
0 = bFinal

0 + 1.5× bPAN
1

. (18)

It should be noted that when fine-tuning, it is necessary to pay
attention to the definition of the direction of the x and y axes of
the camera focal plane, and the sign of bPAN

1 , which is negative
here.

The adjusted panchromatic and multispectral virtual sensors
overlap at the camera focal plane, making it possible to directly
fuse the images after sensor correction.

C. Algorithm Mapping Strategy

In order to fully adapt to the characteristics of the onboard
embedded GPU architecture and improve the use efficiency, it
is first necessary to analyze the characteristics of the algorithm.
Then, specify the overall algorithm mapping strategy and op-
timize the time-consuming algorithm as much as possible to
pursue real-time performance.

1) Algorithm Analysis and Overall Mapping Strategy: The
onboard fusion processing involved in this article mainly in-
cludes four steps: 1) data analysis, 2) ROI extraction, 3) sensor
correction, and 4) fusion and geometric correction. Among
them, the main operation of data analysis is receiving, and the
calculation amount can be ignored, so it will not be discussed
later.

Table II analyzes the 4 steps and 17 types of algorithms
involved in this article from two aspects: 1) computing load
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Fig. 8. Sensors on camera focal plane.

Fig. 9. Fine-tuning of multispectral virtual sensor.

TABLE II
CHARACTERISTICS OF ALGORITHM

and 2) parallelizability. In general, algorithms with light com-
puting load or low parallelizability are mapped to the CPU
cores for processing, including attitude interpolation, orbit in-
terpolation, strict modeling, ROI location, radiance correction;
algorithms with a slightly higher computing load, including

RPCs calculation and image stitching, only need to be run
once, and mapping them to the CPU for multicore parallel
processing can meet the requirements well; algorithms that re-
quire pixel-by-pixel processing, with heavy computing load and
high parallelizability are compatible with the large-scale parallel



ZHANG et al.: TASK-DRIVEN ONBOARD REAL-TIME PANCHROMATIC MULTISPECTRAL FUSION PROCESSING APPROACH 7645

Fig. 10. Overall mapping strategy.

architecture of the GPU, and are mapped to the GPU for parallel
processing, including resampling, Gaussian filtering, coefficient
calculation, multispectral upsampling, pixel-level fusion, and
geometric correction. The overall mapping strategy is shown in
Fig. 10.

The embedded GPU module Terga X2 used in this article
contains six CPU cores. For the satellite data including four
linear array sensors in this article, a parallel processing strategy
of four physical sensors and one virtual sensor can be used.
The processing tasks related to each sensor are handled by 1
CPU core. The remaining 1 CPU core is responsible for pro-
cessing other auxiliary computing tasks, such as data exchange,
thread scheduling, system services, etc. When the system is
running, each sensor starts an independent thread for processing,
and the operating system of Terga X2 will align and schedule
to ensure that they can be allocated to their respective CPU
cores. For algorithms such as resampling, Gaussian filtering,
coefficient calculation, multispectral upsampling, pixel-level

fusion, and geometric correction that involve a large number of
pixel-by-pixel operations, 256 CUDA cores of the embedded
GPU are used for parallel processing.

Considering the processing flow, assume that the first CPU
core (recorded as CPU core 0 in Fig. 10) starts to execute the
main process: According to the continuously flow-in attitude
data and orbit data, using the parameters of the virtual sensor,
the first core performs attitude interpolation, orbit interpolation,
strict modeling, and ROI location to determine whether the
current push-broom imaging range covers the center point of
the ROI. Once it is successfully covered, the accurate range of
the ROI area is further calculated, and the rest of the CPU cores
(CPU cores 1–4), respectively, perform cropping and radiance
correction on the four physical sensor images according to
the obtained range and, then, perform strict modeling. At the
same time, CPU core 0 calculates the RPCs of the ROI area.
Using the RPCs obtained by CPU core 0 and the strict model
constructed by CPU cores 1–4, the pixel-by-pixel mapping
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TABLE III
PSEUDOCODE OF SENSOR CORRECTION

relationship from the original physical image to the virtual
image can be obtained. According to this mapping relationship,
the resampling operation is performed in parallel on the 256
CUDA cores of the GPU to obtain virtual images. Then, the
CPU core 0 stitches the virtual images to obtain the whole
panchromatic and multispectral virtual image of the ROI area.
Furthermore, algorithms such as Gaussian filtering, coefficient
calculation, multispectral upsampling, pixel-level fusion, and
geometric correction are performed on the 256 CUDA cores
of the GPU to complete fusion processing and obtain the final
high-resolution multispectral product of the ROI.

2) Time-Consuming Algorithm Mapping Strategy: Time-
consuming algorithms that require pixel-by-pixel processing
with heavy computing load and high parallelizability consume
most processing time of the system and are the bottleneck
of the system. Effectively improving their performance plays
a decisive role in improving the overall performance of the
onboard processing. Their mapping strategies are discussed as
follows.

a) Sensor correction: The final step in the sensor correc-
tion process is pixel-by-pixel resampling. First, according to the
physical sensor strict model and virtual sensor RPCs model ob-
tained in the previous steps, the pixel-by-pixel correspondence
between the original images and the virtual image in the ROI
area can be obtained; on this basis, the corresponding position
of any pixel of the virtual image on the original image can be
obtained; then according to the original value of the adjacent
points on the original image, the virtual image pixel can be
obtained by interpolation. The pseudocode of the algorithm is

Fig. 11. CPU/GPU collaboration process of sensor correction.

shown in Table III, and the CPU/GPU collaboration process of
the algorithm is shown in Fig. 11.

b) Fusion and geometric correction: Fusion and ge-
ometric correction process the stitched panchromatic and
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TABLE IV
PSEUDOCODE OF FUSION AND GEOMETRIC CORRECTION

multispectral virtual images of the ROI area. First, the blurred
panchromatic image is obtained through Gaussian filtering; on
this basis, the edge information of the panchromatic image is
extracted through the ratio of the original panchromatic image
and the blurred panchromatic image; then, according to the
resolution of the original panchromatic image, the upsampling is
performed on the multispectral image; then, fuse the extracted
edge information with the upsampled multispectral image; fi-
nally, according to the corresponding relationship between the
pixels of the fusion product and their geographical location,
resampling is performed on a band-by-band and pixel-by-pixel
to obtain the geometrically corrected fused image of ROI. The
pseudocode of the algorithm is shown in Table IV, and the
CPU/GPU collaboration process of the algorithm is shown in
Fig. 12.

3) Pipeline Parallelism: The execution of any computer al-
gorithm includes three major steps: 1) data input, 2) data process-
ing, and 3) data output. For the onboard fusion processing, the
data to be processed are remote sensing images, and the amount
of data itself is large. Compared with the time-consuming data
processing step, the data input and data output steps are also
time-consuming and cannot be ignored. Fortunately, in a com-
puter system, data input and output are executed by communica-
tion interfaces or external memory while processing is executed
by the CPU cores and internal memory, which are different
components. Therefore, considering that the Tegra X2 module
is equipped with an operating system based on a complete
Linux kernel, it has the ability to efficiently manage computing
resources, storage resources, and communication interfaces.
Using the multitasking capability of the Tegra X2 module,
parallel pipelines can be built. The data input, data processing,

and data output can be regarded as three parallel steps of the
pipeline, thereby hiding time-consuming and improving overall
efficiency. In fact, under appropriate scenarios and settings, this
strategy can be applied not only within a single computing node
but also in the collaboration of multiple computing nodes.

Fig. 13 shows the principle of building a parallel pipeline be-
tween multiple computing nodes and within a computing node:
the data source sends data to each processing node continuously;
and each processing node automatically segments the data, and
internally parallelize the input, processing, and output steps;
at the same time, the processing nodes are also parallelized
through data segments. In order to compare the time-consuming
difference before and after the parallel pipeline, let t0, t1, and t2
be time consumption of input, processing, and output, and the
number of data segments is n, the number of nodes is m, then,
in general, the processing time ts equals

ts = (m− 1) × t0 +

2∑
i = 0

ti × n

m
(19)

in pipeline parallel mode, the processing time tp equals⎧⎪⎪⎪⎨
⎪⎪⎪⎩
tp = (m− 1) × t0 +

⎛
⎜⎝∑2

i = 0,
i �= max

ti +
n
m tmax

⎞
⎟⎠

tmax = max (t0, t1, t2)

. (20)

Theoretically, if the data segments are divided finely enough,
then there is n→ ∞. At this time, under the same input data and
the same number of processing nodes, the parallel acceleration
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Fig. 12. CPU/GPU collaboration process of fusion and geometric correction.

Fig. 13. Timeline of a parallel pipeline.
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Fig. 14. Hardware architecture of simulation platform.

ratio of the pipeline is

lim
n→∞

(
ts
tp

)
= 1 +

∑2

i = 0,
i �= max

ti

tmax
. (21)

Equation (21) shows the following.
1) Dividing finer data segments is more conducive to improv-

ing the performance of parallel pipelines.
2) Ideally, when t0 = t1 = t2 , the processing performance

can be increased up to three times.
3) For the case of only one processing node in this article,

the value of m is 1, which does not affect the above
conclusions.

It should be noted that if t1 or t2 is significantly bigger
than t0, it means that not all input data can be processed in
time. At this time, either adjust the algorithm to reduce t1,
t2, or periodically discard part of the flow-in data to meet
the stream processing constraints. Under ideal circumstances,
the pipeline can significantly improve the overall efficiency
of the system, but the conditions for maintaining its stability
in actual scenarios are relatively harsh. In actual processing,
affected by dynamic factors such as data characteristics, singular
values, and thread scheduling delays, the processing time of
similar tasks fluctuates, which may cause local delays and waits,
and such delays will accumulate. In severe cases, the pipeline
will be seriously delayed or even crushed. In order to alleviate
this situation, usually enough buffer is set between parallel steps
or enough performance margin is left when setting up, but the
former will waste more system memory, and the latter will
reduce the overall timeliness. Therefore, whether to adopt this
strategy needs to be analyzed in detail according to the actual
measurement situation.

IV. EXPERIMENTS

A. Experiment Design

1) Simulation Onboard Platform: In this article, referring
to the actual onboard embedded GPU processing hardware

architecture, without affecting the performance of the core em-
bedded GPU processing system, commercial hardware is used
to build an alternative platform as shown in Fig. 14 to examine
the performance of the proposed approach.

The experimental system uses the nVidia Tegra X2
(TDP:15 W) as the processing core, and the Intel 750 1.5 TB
solid drive to replace the FPGA in the real onboard system,
and replaces the interaction between the FPGA and the satellite
system by reading and writing files, including platform system,
imaging system, data transmission system, and uploading sys-
tem. The choice of the hardware architecture of the experimental
system is mainly based on the following considerations.

a) 4x PCIE 2.0 bandwidth can reach 32 Gb/s, which is the
highest speed interface supported by Tegra X2 module,
and the actual onboard device also uses this interface to
transmit data.

b) Intel 750 1.5 TB solid drive supports the 4x PCIE 3.0
interface, the bandwidth can reach 64 Gb/s, which can
meet the bandwidth requirement of the Tegra X2 module
and can be used as a simulated substitute for FPGA and
external satellite subsystems.

c) Compared with data transmission, the bottleneck of on-
board fusion processing is processing, and the alternative
I/O scheme will not substantially affect the methods and
conclusions of this article.

2) Experiment Data: The experiment in this article is carried
out based on the data of a high-resolution remote sensing satellite
of China. The panchromatic sensor has a spatial resolution of
0.7 m, and the multispectral sensor has a spatial resolution of
2.8 m, which includes four spectral bands: 1) blue, 2) green, 3)
red, and 4) near-infrared. In this article, a section of imaging
strip data covering Lijiang City, Yunnan Province, is selected to
carry out the experiments, and the size of the region of interest
is set to 5000 × 5000 pixels.

B. Registration Accuracy

In the process of fusion processing in this article, sensor
correction is first applied to the panchromatic and multispectral
data of the ROI, respectively, and then, the fusion is performed.
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Fig. 15. Relative accuracy of panchromatic-multispectral. (a) Scene 1. (b) Scene 2. (c) Scene 3. (d) Scene 4. (e) Scene 5.

TABLE V
RELATIVE ACCURACY OF PANCHROMATIC-MULTISPECTRAL IMAGES (UNIT:

PANCHROMATIC PIXEL)

Fusion processing can be implemented on embedded hardware
by omitting the pixel-based registration process. Taking advan-
tage of the almost simultaneous imaging characteristics of the
panchromatic and multispectral images, this article fine-tunes
the parameters of the virtual sensors based on the principle of
object-space consistency, so as to obtain geometrically consis-
tent panchromatic and multispectral images through the sensor
correction and, then, fuse them to get the ROI fusion product.
In order to verify the registration accuracy of this method, this
section generates panchromatic and multispectral sensor calibra-
tion products, respectively, and measures the relative accuracy
of the corresponding images through grid matching, as shown
in Fig. 15.

Table V lists the relative accuracy experimental results of five
standard scenes. It can be found that the method in this article
can keep the geometric deviation of panchromatic and multi-
spectral images within one panchromatic pixel through sensor
correction, which can meet the fusion processing requirements.

C. ROI Fusion Product

With the data length of 2.4 s (about one standard scene)
as an interval, 5 ROI area products (5000 × 5000 pixels) are
continuously generated by the task-driven fusion processing
method in this article. The red box in the ROI product intercepts
a small area of 500 × 500 pixels for comparison (with details of
100 × 100 pixels), as shown in Figs. 16 –20. It can be seen that
the application of the ROI fusion processing method based on

the principle of object-space consistency in this article can effec-
tively incorporate spatial details while maintaining the spectral
characteristics of the original multispectral image. Compared
with the original panchromatic and multispectral products, the
fusion product contains more information.

It can be seen from Fig. 16 that the spectral characteristics of
the fused image are consistent with the multispectral image, in
the vegetation scene, the grass texture is clearly visible, the edge
outline of the trees is clear enough, and the vehicles on the road
are also clearly identifiable.

It can be seen from Fig. 17 that the spectral characteristics of
the fused image are consistent with the multispectral image, the
boundaries of the bushes on the natural wasteland are clear, and
the green color of the pond indicates that the water body is rich
in algae.

It can be seen from Fig. 18 that the spectral characteristics
of the fused urban image are consistent with the multispectral
image, the edges of small objects are clear, and the color repro-
duction is accurate.

It can be seen from Fig. 19 that the photovoltaic power gen-
eration panels on the roofs of residents can be clearly observed
in the fused suburban scene image, and the color reproduction
of factory buildings and bare soil with large contrast with the
surrounding features is accurate.

It can be seen from Fig. 20 that in the fused image, the fields
planted with different crops are clearly layered, and the plants
are clearly identifiable.

D. Performance

This article performs performance experiments based on a
simulated embedded GPU platform. First, the performance of
the traditional method based on the standard scene is mea-
sured and used as a baseline (Method 1). That is, the original
data are first automatically divided into scenes, the size of the
panchromatic scene is set to about 29 000 lines (2.4 s), and
the size of the standard scene is about 26 000 × 29 000 pix-
els; then, sensor correction, panchromatic multispectral fusion,
and geometric correction are performed on the standard scene
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Fig. 16. Textures of vegetations in ROI 1 (Lon:100.26284050, Lat:27.16015811). (a) PAN. (b) MS. (c) FUSION.

Fig. 17. Color of the waterbody in ROI 2 (Lon:100.24079662, Lat:27.03169744). (a) PAN. (b) MS. (c) FUSION.
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Fig. 18. Edges of small objects in ROI 3 (Lon:100.22883569, Lat:26.83364415). (a) PAN. (b) MS. (c) FUSION.

Fig. 19. Roofs of residents in ROI 4 (Lon:100.13476250, Lat:26.82424107). (a) PAN. (b) MS. (c) FUSION.
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Fig. 20. Layers of plants in ROI 5 (Lon:100.17543804, Lat:26.66730138). (a) PAN. (b) MS. (c) FUSION.

image. The method uses openmp for parallel acceleration where
appropriate.

Due to the large amount of image data, most methods that
first register the entire panchromatic and multispectral images
and then fuse them either rely on external storage or require
a large amount of memory to store temporary data. Since this
article discusses onboard processing in a limited platform, all
methods involved in this article are done using only internal
memory. And limited by Tegra X2’s hardware with only 8 GB
of internal memory, the fusion processing method using large
internal memory or external memory cannot be realized in
this circumstance. Therefore, the parallel progressive fusion
algorithm and the registration strategy based on object-space
consistency proposed in this article have been already adopted
in Method 1.

Furthermore, this article adopts the task-driven onboard fu-
sion processing strategy to improve the baseline method, that
is, while the data are flow-in, only the data in the ROI are ex-
tracted and processed according to the real-time high-precision
geometric locating calculation. Thereby significantly reducing
the overall calculation load and improving processing timeliness
(Method 2).

On this basis, the algorithm mapping strategy proposed in
this article is applied to transform the time-consuming steps
into GPU parallelization to achieve a significant improvement
in processing performance (Method 3).

TABLE VI
TIME CONSUMPTION OF KERNEL FUNCTION (UNIT: SECOND)

Finally, in order to further improve the performance of the on-
board processing bottleneck algorithm, the CUDA kernel func-
tions involved in Method 3 were deeply optimized and modified:
through a large number of experiments, the execution parameters
of the kernel functions were deeply optimized (see: Appendix,
Method 3+); and according to the ability of Tegra X2, the kernel
functions are partially simplified and approximated, and the fur-
ther CPU/GPU heterogeneous parallel optimization is applied
for them (Method 4). As shown in Table VI, the performance
of CUDA kernel functions has been improved by 5.44 times,
which has brought a significant improvement in the overall
performance.

In order to objectively measure the performance improvement
effect of different methods, as shown in the following equation,
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TABLE VII
PERFORMANCE COMPARISON (UNIT: SECOND)

TABLE VIII
TIME CONSUMPTION OF ROIS (UNIT: SECOND)

this article uses the speedup ratio S to measure the degree of
performance improvement:

S =
M

T2
/
M

T1
=
T1
T2

(22)

where M represents calculation amount, and T1 and T2 are the
processing time of Method 1 and Method 2 participating in the
comparison, respectively.

It can be seen from Table VII that the resampling, fusion, and
geometric correction processing in the baseline takes a long time,
accounting for the vast majority of the total time consumption,
and is the bottleneck of the onboard fusion processing. After
applying the task-driven onboard fusion processing strategy pro-
posed in this article, the ROI area is located by instant geographic
positioning while the data are flow-in, so that only the data of
the target ROI area (5000 × 5000 pixels) be processed, which
can greatly reduce the amount of calculation and significantly
shorten the processing time. So that Method 2 is accelerated
by 26.56 times compared with the baseline; on this basis, after
applying the algorithm mapping strategy of this article to trans-
form the bottleneck algorithms to GPU, Method 3 has obtained
a 67.62 times acceleration; furthermore, combining algorithm
features and device features, after deeply optimizing the algo-
rithm migrated to GPU, Method 4 has obtained a 156.23 times
acceleration.

The processing time of Method 4 includes data analysis
t0(1.939 s), processing t1 (2.292 s), and data output t2 (2.411
s), which can basically complete the processing of 5000 × 5000
pixels ROI from every 2.4 s data in time (roughly equivalent to
a standard scene).

From the above results, it can be seen that the time consump-
tion of the steps of the optimized onboard fusion are roughly the
same. A parallel pipeline can be built based on the multitasking
capability of the operating system carried by the embedded
GPU, so as to achieve the purpose of hiding transmission and
analysis delays and further improving real-time performance.

Considering that there are random fluctuations in the time con-
sumption of algorithm processing and I/O, when building the
parallel pipeline, it is necessary to configure sufficient buffer
between each step to improve system stability. In this article,
the experiment is carried out according to the frequency of 1
ROI in 2.4s, and a total of 5 ROI products are obtained. The
actual time consumption records are shown in Table VIII.

It can be seen from Table VIII and Fig. 21 that after construct-
ing the parallel pipeline according to the measured performance,
the system can basically complete the real-time fusion process-
ing of 1 ROI in every 2.4 s. However, because the ROI2 area is
slightly far away from the ROI1 area, the system is temporarily
idle for a short time and some data is backlogged, making
the whole processing completion time longer than expected.
It is particularly worth noting that in pipeline processing, the
impact of similar waiting will gradually accumulate until the data
exceeds the buffer and cause the pipeline to crash. Therefore, in
the actual industrial system that needs to run for a long time,
it is necessary to add auxiliary security strategies. For example,
discard ROI tasks that are delayed or too late to process, or leave
a certain margin in the settings to ensure the correct operation
of the pipeline system.

V. DISCUSSION

In this article, the embedded GPU Terga X2 (TDP:15 W)
is adopted as a simulation low-power onboard processing plat-
form, and research is carried out based on this platform. First
of all, while the data are flowing in, through real-time posi-
tioning, the ROI area can be quickly located and extracted
to avoid wasting precious resources due to processing a large
number of irrelevant data; on this basis, the fusion process
and algorithm are reconstructed, and based on the principle of
object-space consistency, the registration of panchromatic and
multispectral data is realized in the sensor correction step by
adjusting the virtual sensor parameters; furthermore, referring
to the computing resource characteristics of the embedded GPU,
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Fig. 21. Timeline of stream computing.

a reasonable algorithm mapping strategy was formulated and
deeply optimized to greatly improve the performance, and a
pipelined parallel processing was constructed based on this. The
experimental results show that the relative accuracy between
the panchromatic and multispectral images before fusion is less
than one panchromatic pixel, which can meet the requirements
of fusion processing; the spectral characteristics of the real-time
fusion product are highly consistent with the original image, and
the spatial details are rich, which can meet the needs of visual
interpretation. In the performance experiment, after reasonable
algorithm mapping and deep optimization, compared with the
baseline, the performance has been improved by 156.23 times,
and real-time processing can be completed at the frequency of
1 ROI (5000 × 5000 pixels) every 2.4 s.

VI. CONCLUSION

Constrained by the space environment, onboard process-
ing of remote sensing satellites faces the problems of limited
computing power, large amount of data, and high timeliness
requirements, which are very difficult and challenging. This
article focuses on the onboard real-time fusion processing re-
quirements of high-resolution optical remote sensing satellites
and explores a real-time fusion processing approach for the
ROI area under the conditions of limited volume and power
consumption. The experimental results show that under certain
prerequisites, the approach proposed in this article can realize the
real-time fusion processing of high-resolution optical satellites
and obtain usable fusion results. However, this article mainly
focuses on the realization of real-time fusion processing in a
limited onboard environment, focusing on efficiency rather than
the fusion effect. In subsequent research, it is necessary to focus
on the improvement of the fusion effect. In addition, under the
framework of the approach in this article, the relative accuracy of
the sensor correction results between panchromatic and multi-
spectral is about 0.9 panchromatic pixels in both the x and y direc-
tions. Theoretically, it is also possible to improve the geometric
consistency by improving the camera calibration accuracy,

Fig. 22. Parameters of Tegra X2.

thereby improving the fusion effect. From the perspective of
practical application, the approach in this article is implemented
based on embedded GPU. In the future, the adaptation method
based on other hardware systems such as DSP, FPGA, and other
kinds of embedded devices can be studied according to actual
application requirements.

APPENDIX

Since there are many factors that affect the performance
of CUDA kernel functions, it is necessary to understand the
influence of core parameter settings such as thread block size,
occupancy, and number of registers used during execution on
performance and then carry out targeted optimization.

Using the deviceQuery program that comes with CUDA on
Tegra X2, the main performance parameters of Tegra X2 are
shown in Fig. 22. It can be seen that the thread package (Warp)
size it supports is 32, and the maximum thread block size is 1024.
Therefore, first, adjust the thread block parameters (Tx, Ty) of
the onboard algorithm and analyze the theoretical and actual
occupancy and time consumption of kernel functions in different
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Fig. 23. Resample_2D ( × 4).

Fig. 24. Resample_2D ( × 8).

situations. Take Ty= 4, Tx take 8, 16, 24, …,256 in turn; then,
take Ty= 8, Tx take 4, 8, 12, …,128 in turn. After changing
the settings each time, recompile the program and execute it,
use the nvprof tool to measure the theoretical occupancy, actual
occupancy, time consumption, register usage, and other related
dynamic parameter values of the kernel functions, and then
choose the best setting with the best performance. The Appendix
shows the tuning process of Methods 3 to Method 4 in the
performance experiment of this article.

Step1: The register requirements of the kernel functions (re-
sample_2D, resample_3D, and fusion) are (68, 68, and 40). The
statistics of the execution results of the three kernel functions
under different settings are as follows.

1) resample_2D: Take Ty= 4, Tx take 8, 16, 24, …,256 in
turn, the statistics of the execution results of the kernel function
resample_2D is shown in Fig. 23.

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics
of the execution results of the kernel function resample_2D is
shown in Fig. 24.

2) resample_3D: Take Ty= 4, Tx take 8, 16, 24, …,256 in
turn, the statistics of the execution results of the kernel function
resample_3D is shown in Fig. 25.

Fig. 25. Resample_3D ( × 4).

Fig. 26. Resample_3D ( × 8).

Fig. 27. Fusion ( × 4).

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics
of the execution results of the kernel function resample_3D is
shown in Fig. 26.

3) fusion: Take Ty= 4, Tx take 8, 16, 24, …,256 in turn, the
statistics of the execution results of the kernel function fusion is
shown in Fig. 27.
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Fig. 28. Fusion ( × 8).

TABLE IX
TIME CONSUMPTION OF KERNEL FUNCTION

Fig. 29. Resample_2D ( × 4).

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics of
the execution results of the kernel function fusion is shown in
Fig. 28.

Table IX shows the time consumption of kernel function.
Step2: After applying kernel function optimization, CUDA

core occupancy optimization, and kernel function storage access
optimization, the register requirements of the kernel functions
(resample_2D, resample_3D, and fusion) reduced from (68, 68,
and 40) to (32, 64, and 32). The statistics of the execution
results of the three kernel functions under different settings are
as follows.

1) resample_2D: Take Ty= 4, Tx take 8, 16, 24, …,256 in
turn, the statistics of the execution results of the kernel function
resample_2D is shown in Fig. 29.

Fig. 30. Resample_2D ( × 8).

Fig. 31. Resample_3D ( × 4).

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics
of the execution results of the kernel function resample_2D is
shown in Fig. 30.

2) resample_3D: Take Ty= 4, Tx take 8, 16, 24, …,256 in
turn,the statistics of the execution results of the kernel function
resample_3D is shown in Fig. 31.

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics
of the execution results of the kernel function resample_3D is
shown in Fig. 32.

3) fusion: Take Ty= 4, Tx take 8, 16, 24, …,256 in turn, the
statistics of the execution results of the kernel function fusion is
shown in Fig. 33.

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics of
the execution results of the kernel function fusion is shown in
Fig. 34 .

As shown in Table X, compared with Method 3, the perfor-
mance of the CUDA kernel function in Method 3+ has been
improved by 3.55 times.

Step3: After the kernel functions are partially simplified and
approximated, the register requirements of the kernel functions
(resample_2D, resample_3D, and fusion) are further reduced
from (32, 64, and 32) to (30, 32, and 26). The register require-
ments of all kernel functions are lower than the threshold of 32
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Fig. 32. Resample_3D ( × 8).

Fig. 33. Fusion ( × 4).

Fig. 34. Fusion ( × 8).

TABLE X
TIME CONSUMPTION OF KERNEL FUNCTION

Fig. 35. Resample_2D ( × 4).

Fig. 36. Resample_2D ( × 8).

Fig. 37. Resample_3D ( × 4).

of Tegra X2, which means that the performance of all kernel
functions is no longer limited by the number of registers of
hardware devices. The statistics of the execution results of the
three kernel functions under different settings are as follows.

1) resample_2D: Take Ty= 4, Tx take 8, 16, 24, …,256 in
turn, the statistics of the execution results of the kernel function
resample_2D is shown in Fig. 35.
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Fig. 38. Resample_3D ( × 8).

Fig. 39. Fusion ( × 4).

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics
of the execution results of the kernel function resample_2D is
shown in Fig. 36.

2) resample_3D: Take Ty= 4, Tx take 8, 16, 24, …,256 in
turn, the statistics of the execution results of the kernel function
resample_3D is shown in Fig. 37.

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics
of the execution results of the kernel function resample_3D is
shown in Fig. 38.

3) fusion: Take Ty= 4, Tx take 8, 16, 24, …,256 in turn, the
statistics of the execution results of the kernel function fusion is
shown in Fig. 39.

Take Ty= 8, Tx take 4, 8, 12, …,128 in turn, the statistics of
the execution results of the kernel function fusion is shown in
Fig. 40.

As shown in Table XI, compared with Method 3, the per-
formance of the CUDA kernel function in Method 4 has been
improved by 5.44 times, which has brought a significant im-
provement in the overall performance of Method 4.

Fig. 40. Fusion ( × 8).

TABLE XI
TIME CONSUMPTION OF KERNEL FUNCTION

ACKNOWLEDGMENT

The authors would like to thank the anonymous reviewers
and members of the editorial team for their comments and
suggestions.

REFERENCES

[1] G. Dial et al., “IKONOS satellite, imagery, and products,” Remote Sens.
Environ., vol. 88, no. 1, pp. 23–36, 2003.

[2] D. Li, “China’s first civilian three-line-array stereo mapping satellite: ZY-
3,” Acta Geodaetica et Cartographica Sinica, vol. 41, no. 3, pp. 317–322,
2012.

[3] J. Y. Yang. Study on Parallel Processing Technologies of Photogrammetry
Data Based on GPU. Zhengzhou, China: Inf. Eng. Univ., 2011.

[4] D. Li et al., On Construction of China’s Space Information Net-
work. Wuhan, China: Geomatics Inf. Sci. Wuhan Univ., vol. 40, no. 6,
pp. 711–715, 2015.

[5] D. Li, “Towards geo-spatial information science in big data era,” Acta
Geodaetica et Cartographica Sinica, vol. 45, no. 4, pp. 379–374, 2016.

[6] Z. Bing, “Intelligent remote sensing satellite system,” J. Remote Sens.,
vol. 15, no. 3, pp. 415–431, 2011.

[7] W. Mi et al., “Stream-computing based high accuracy on-board real-time
cloud detection for high resolution optical satellite imagery,” Acta Geo-
daetica Cartographica Sinica, vol. 47, no. 6, pp. 760–769, 2018.

[8] G. Xie et al., “Near real-time automatic sub-pixel registration of panchro-
matic and multispectral images for pan-sharpening,” Remote Sens., vol. 13,
no. 18, 2021, Art. no. 3674.

[9] G. Xie et al., “On-board GCPS matching with improved triplet loss
function,” ISPRS Ann. Photogrammetry, Remote Sens., Spatial Inf. Sci.,
vol. 2, pp. 105–112, 2020.

[10] M. Wang, G. Xie, Z. Zhang, Y. Wang, S. Xiang, and Y. Pi, “Smoothing
filter-based panchromatic spectral decomposition for multispectral and
hyperspectral image pansharpening,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 15, no. 4, pp. 3612–3625, Apr. 2022.

[11] S. Xiang et al., “Dual-task semantic change detection for remote sensing
images using the generative change field module,” Remote Sens., vol. 13,
no. 16, 2021, Art. no. 3336.



7660 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

[12] Z. Zhang, H. Zheng, J. Cao, X. Feng, and G. Xie, “FRS-Net: An efficient
ship detection network for thin-cloud and fog-covered high-resolution
optical satellite imagery,” IEEE J. Sel. Topics Appl. Earth Observ. Remote
Sens., vol. 15, no. 12, pp. 2326–2340, Dec. 2022.

[13] Z. Zhang et al., “MKANet: An efficient network with sobel boundary loss
for land-cover classification of satellite remote sensing imagery,” Remote
Sens., vol. 14, no. 18, 2022, Art. no. 4514.

[14] B. Zhang et al., “A high reliability on-board parallel system based
on multiple DSPs,” in Proc. Int. Conf. Mechatron. Sci., 2013,
pp. 1984–1988.

[15] K. Hänsler et al., “TID and SEE performance of a commercial 0.13µm
CMOS technology,” in Proc. Radiat. Effects Compon. Syst., vol. 536,
pp. 119–125.

[16] D. N. Nguyen and F. Irom, “Total ionizing dose (TID) tests on non-volatile
memories: Flash and MRAM,” in Proc. Radiat. Effects Data Workshop,
2007, pp. 194–198.

[17] L. Ding et al., “Analysis of TID failure modes in SRAM-based FPGA under
gamma-ray and focused synchrotron X-ray irradiation,” IEEE Trans. Nucl.
Sci., vol. 61, no. 4, pp. 1777–1784, Aug. 2014.

[18] D. Yigang, “Single event effects in space radiation environment,” Space-
craft Environ. Eng., vol. 24, no. 5, pp. 283–290, 2007.

[19] M. Tafazoli, “A study of on-orbit spacecraft failures,” Acta Astronautica,
vol. 64, no. 2, pp. 195–205, 2009.

[20] J. Plante and H. Shaw, “Evaluation of 3D plus packaging test structures
for NASA Goddard Space Flight Center,” in Proc. Eur. Space Compon.
Conf., 2002, pp. 213–219.

[21] Y. Wang et al., “Study on the deep submicron radiation hardened SRAM
circuit for RHBD technologies,” Bandaoti Jishu (Semicond. Technol.),
vol. 37, no. 1, pp. 18–23, 2012.

[22] A. D. Franklin et al., “Scalable and fully self-aligned n-type carbon nan-
otube transistors with gate-all-around,” in Proc. Electron Devices Meeting,
2012, pp. 4–5.

[23] H. Nan, W. Wang, and K. Choi, “Circuit design for carbon nanotube field
effect transistors,” in Proc. SoC Des. Conf., 2013, pp. 351–354.

[24] A. D. S. Curiel et al., “First results from the disaster monitoring constel-
lation (DMC),” Acta Astronautica, vol. 56, no. 1, pp. 261–271, 2005.

[25] S. Yuhaniz, T. Vladimirova, and M. Sweeting, “Embedded intelligent
imaging on-board small satellites,” in Proc. Asia-Pacific Conf. Adv. Com-
put. Syst. Architecture, 2005, pp. 90–103.

[26] R. J. Norman et al., “Radio occultation measurements from the Australian
microsatellite FedSat,” IEEE Trans. Geosci. Remote Sens., vol. 50, no. 11,
pp. 4832–4839, Nov. 2012.

[27] B. Zhukov et al., “Spaceborne detection and characterization of fires during
the bi-spectral infrared detection (BIRD) experimental small satellite
mission (2001–2004),” Remote Sens. Environ., vol. 100, no. 1, pp. 29–51,
2006.

[28] W. Halle and W. Skrbek, “Thematic data processing on board the satellite
BIRD,” in Proc. Soc. Photographic Instrum. Engineers, 2000, vol. 4540,
pp. 412–419.

[29] S. J. Visser and A. S. Dawood, “Real-time natural disasters detection and
monitoring from smart earth observation satellite,” J. Aerosp. Eng., vol. 17,
no. 1, pp. 10–19, 2004.

[30] D. C. Utley, “NEMO satellite sensor imaging payload,” Proc. SPIE, vol.
3437, pp. 29–40, 1998.

[31] T. Bretschneider et al., “X-Sat mission progress,” in Proc. Small Satell.
Earth Observ., Special Issue Int. Acad. Astronaut., 2005, pp. 145–152.

[32] M. Arnaud et al., “The Pleiades optical high resolution program,” in Proc.
57th Int. Astronaut. Congr./Int. Astronaut. Federation/Indian Accounting
Assoc. Valencia: Int. Astronaut. Congr., 2006, Art. no. IAC-06-B1.

[33] J. Huang and G. Zhou, “On-board detection and matching of feature
points,” Remote Sens., vol. 9, no. 6, 2017, Art. no. 601.

[34] X. Xuemin, Research and Implementation of JPEG2000 Satellite Image
Compression. Changsha, China: Nat. Univ. Defense Technol., 2007.

[35] M. Wang et al., “Embedded GPU implementation of sensor correction
for on-board real-time stream computing of high-resolution optical satel-
lite imagery,” J. Real-Time Image Process., vol. 15, no. 6, pp. 565–581,
2018.

[36] M. Hsueh and C. I. Chang, Field Programmable Gate Arrays (FPGA) for
Pixel Purity Index Using Blocks of Skewers for Endmember Extraction in
Hyperspectral Imagery. Newbury Park, CA, USA: Sage. 2008.

[37] E. El-Araby et al., “Reconfigurable processing for satellite on-board
automatic cloud cover assessment,” J. Real-Time Image Process., vol. 4,
no. 3, pp. 245–259, 2009.

[38] C. González et al., “FPGA implementation of the pixel purity index
algorithm for remotely sensed hyperspectral image analysis,” EURASIP
J. Adv. Signal Process., vol. 2010, no. 1, pp. 1–13, 2010.

[39] Z. Zhang et al., “Expandable on-board real-time edge computing architec-
ture for Luojia3 intelligent remote sensing satellite,” Remote Sens., vol. 14,
no. 15, 2022, Art. no. 3596.

[40] H. Bock, “Efficient methods for determining precise orbits of low earth
orbiters using the global positioning system,” Ph.D. dissertation, Astro-
nomical Inst., Univ. Berne, Bern, Switzerland, vol. 65, 2003.

[41] M. Wang et al., “On-orbit geometric calibration model and its applications
for high-resolution optical satellite imagery,” Remote Sens., vol. 6, no. 5,
pp. 4391–4408, 2014.

[42] W. Xu, J. Gong, and M. Wang, “Development, application, and prospects
for Chinese land observation satellites,” Geo-Spatial Inf. Sci., vol. 17, no. 2,
pp. 102–109, 2014.

[43] J. Grodecki and G. Dial, “Block adjustment of high-resolution satellite
images described by rational polynomials,” Photogrammetric Eng. Remote
Sens., vol. 69, no. 1, pp. 59–68, 2003.

[44] C. S. Fraser and H. B. Hanley, “Bias-compensated RPCs for sensor
orientation of high-resolution satellite imagery,” Photogrammetric Eng.
Remote Sens., vol. 71, no. 8, pp. 909–915, 2005.

[45] C. S. Fraser, G. Dial, and J. Grodecki, “Sensor orientation via RPCs,”
Int. Soc. Photogrammetry Remote Sens. J. Photogrammetry Remote Sens.,
vol. 60, no. 3, pp. 182–194, 2006.

[46] C. V. Tao and Y. Hu, “A comprehensive study of the rational function
model for photogrammetric processing,” Photogrammetric Eng. Remote
Sens., vol. 67, no. 12, pp. 1347–1358, 2001.

[47] F. Hu Research on Inner FOV Stitching Theories and Algorithms for Sub-
Images of Three Non-Collinear TDI CCD Chips. Wuhan, China: Wuhan
Univ., 2010, pp. 71–77.

[48] J. Pan et al., “Parallel band-to-band registration for HJ-1A1B CCD images
using openMP,” in Proc. Int. Symp. Image Data Fusion, 2011, pp. 1–4.

[49] K. Jacobsen, “Calibration of imaging satellite sensors,” Int. Arch. Pho-
togrammetry Remote Sens., vol. 36, pp. 1–7, 2006.

[50] X. Tang et al., “Inner FoV stitching of spaceborne TDI CCD images based
on sensor geometry and projection plane in object space,” Remote Sens.,
vol. 6, no. 7, pp. 6386–6406, 2014.

[51] M. Wang et al., “Correction of ZY-3 image distortion caused by satellite
jitter via virtual steady reimaging using attitude data,” ISPRS J. Pho-
togrammetry Remote Sens., vol. 119, pp. 108–123, 2016.

[52] J. G Liu, “Smoothing filter-based intensity modulation: A spectral preserve
image fusion technique for improving spatial details,” Int. J. Remote Sens.,
vol. 21, no. 18, pp. 3461–3472, 2000.

[53] B. Han and Y. Zhao, “An improved smoothing filter-based intensity
modulation algorithm for hyperspectral image fusion,” Remote Sens. Inf.,
vol. 27, no. 5, pp. 44–47, 2012.

[54] C. Elachi and P. D. Zimmerman, “Introduction to the physics and tech-
niques of remote sensing,” Phys. Today, vol. 41, p. 126, 1988.

[55] L. J. Guo, M. J. MOORE, and J. D. Haigh, “Simulated reflectance tech-
nique for ATM image enhancement,” Int. J. Remote Sens., vol. 18, no. 2.
pp. 243–254, 1997.

[56] E. M. Mikhail, J. S. Bethel, and J. C. McGlone Introduction to Modern
Photogrammetry. Hoboken, NJ, USA: Wiley, 2001.

Zhiqi Zhang received the B.Sc. degree in geographic
information system from Huazhong Agricultural Uni-
versity, Wuhan, China, in 2006, the B.Eng. degree in
computer science and technology from the Huazhong
University of Science and Technology, Wuhan, in
2006, and the M.Eng. degree in computer technology
and the Ph.D. degree in photogrammetry and remote
sensing from Wuhan University, Wuhan, in 2015 and
2018, respectively.

He is currently an Associate Professor with the
School of Computer Science, Hubei University of

Technology, Wuhan. His research interests include system architecture, algo-
rithm optimization, AI, and high-performance processing of remote sensing.



ZHANG et al.: TASK-DRIVEN ONBOARD REAL-TIME PANCHROMATIC MULTISPECTRAL FUSION PROCESSING APPROACH 7661

Lu Wei received the B.Eng. degree in software en-
gineering from the Wuhan University of Technol-
ogy, Wuhan, China, in 2006, and the M.Eng. de-
gree in computer technology from Wuhan University,
Wuhan, in 2019.

She was a Senior Engineer with Huawei Technolo-
gies Corporation and is currently an Associate Profes-
sor with the School of Information Science and En-
gineering, Wuchang Shouyi University, Wuhan. Her
research interests include image radiance correction,
multisensor image fusion, image quality assessment,

and intelligent image processing.

Shao Xiang received the B.S. degree in automation
engineering from Hefei University, Hefei, China, in
2017, and the M.S. degree in automation from the
College of Electrical and Information Engineering,
Hunan University, Changsha, China, in 2020. He is
currently working toward the Ph.D. degree in pho-
togrammetry and remote sensing in photogrammetry
and remote sensing with the State Key Laboratory of
Information Engineering in Surveying, Mapping and
Remote Sensing, Wuhan University, Wuhan, China.

His research interests include change detection,
image compression, image fusion, object detection, and semantic segmentation
of remote sensing.

Guangqi Xie received the M.Sc. degree in remote
sensing of resources and environment from the China
University of Geosciences, Wuhan, China, in 2018,
and the Ph.D. degree in photogrammetry and remote
sensing from the State Key Laboratory of Informa-
tion Engineering in Surveying, Mapping, and Remote
Sensing, Wuhan University, Wuhan, in 2021.

He is currently a Lecturer with the School of
Computer Science, Hubei University of Technol-
ogy, Wuhan. His research interests include image
matching and registration, pansharpening, and image

superresolution.

Chuang Liu received the B.Sc. degree in computer
science and technology from the Wuhan University
of Engineering Science, Wuhan, China, in 2022. He
is currently working toward the M.Eng. degree with
the School of Computer Science, Hubei University of
Technology, Wuhan.

His research interests include intelligent remote
sensing image processing, image fusion, and deep
learning.

Mingyuan Xu is currently working toward the B.Eng.
degree with the School of Computer Science, Hubei
University of Technology, Wuhan, China.

His research interests include digital image pro-
cessing and deep learning.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


