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Abstract—Inverse synthetic aperture radar (ISAR) imaging for
noncooperative targets with complex translational motion (TM)
and 3-D rotational motion (RM) face the problem of spatial-variant
(SV) and high-order phase modulation. The existing ISAR tech-
nique cannot compensate for the phase modulation completely,
especially under low signal-to-noise ratio (SNR). In this work, an
efficient ISAR imaging approach is proposed for non-cooperative
targets under low SNR. First, the signal model for noncooperative
targets with TM and 3-D RM are established, where the high-order
2-D SV phase error are deduced by utilizing a nonstationary
image projection plane model. Second, to mitigate the influence
of noise, an adaptive denoising filter is generated by exploring
the similarity between the profiles of echoes. In addition, inspired
by the characteristic that all scatterers share the same TM, the
compensating factors are extracted from the prominent scatterers,
which can absolutely avoid the accumulation of residual TM errors.
Meanwhile, the signal coherence is fully utilized to compensate for
the SV phase errors caused by the RM. Finally, both simulated
and electromagnetic data experiments validate the effectiveness
and robustness of the proposed method.

Index Terms—Adaptive denoising filter, inverse synthetic
aperture radar (ISAR) imaging, low signal-to-noise ratio (SNR),
noncooperative targets, nonstationary image projection plane
(IPP).

I. INTRODUCTION

INVERSE synthetic aperture radar (ISAR) [1], [2], [3] has
the advantages of all-day, all-weather, and remote sensing.
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The high-resolution of an ISAR image in range dimension and
cross-range dimension, respectively, are obtained by transmit-
ting the signals with large bandwidth and by the relative motion
between radar and targets. Besides, the attitude information of
targets including size and structure can also be retrieved from
the echoes. Therefore, as a vital imaging radar platform, ISAR
technology has become increasingly important in many fields
such as national defense and geological hazard detection.

For cooperative targets, the attitude remains relatively stable
during imaging. In this case, the signal-to-noise ratio (SNR)
of echoes is relatively high, and the Doppler frequency is rela-
tively simple. However, for noncooperative targets [4], [5], for
example, ship targets under high sea state, the movement usually
consists of translational motion (TM) and 3-D rotational motion
(RM). Due to TM, its effects would seriously blur ISAR images
because all scatterers share the same one. The complex 3-D
RM motion including roll, pitch, and yaw obviously decreases
the SNR of echoes. In addition, the Doppler frequency of the
echoes also presents the characteristic of time-varying, which
makes ISAR imaging more challenging.

For noncooperative targets ISAR imaging, many algorithms
have been developed, and they can be roughly divided into
two categories, e.g., parametric-based and nonparametric-based
methods. For the parametric-based approaches, the imaging
principle is that the Doppler phases of scatterers in a range cell
are modeled as a polynomial phase terms in terms of azimuthal
time, e.g., quadratic polynomial or cubic polynomial. As a result,
the phase terms of those scatterers are reconstructed by esti-
mating the corresponding coefficients of the polynomial phase
with parameter estimation approaches, and several approaches
have been developed such as CPF [6], PGCPF [7], CIGCPF
[8], IHAF_ICPF [9], to name a few. After reconstructing the
signals for all scatterers, high-quality ISAR images are thus
obtained. However, those methods are time-consuming because
the number of scatterers and the Doppler phase corresponding
to each scatterer need to be estimated according to the energy
threshold of echoes. The latter is based on joint time-frequency
analysis (JFTA) such as short-time Fourier transform (FT) [10]
and Wigner-Ville distribution (WVD) [11]. The imaging prin-
ciple of which is that the echoes in a range cell are processed
utilizing the JFTA method, and the well-focused ISAR images
are generated joint the time-frequency results in each range
cell. However, the JFTA methods would inevitably suffer from
serious cross-term interferences. Moreover, the ISAR imaging
methods based on the selection of optimal imaging interval [12],
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[13], [14] are also widely adopted for noncooperative targets,
where the Doppler frequency of echoes are analyzed to select the
time interval of relatively stationary as the coherent processing
time. Nevertheless, when the sea state is high and the ship body
is quickly fluctuating, there may be no desired imaging inter-
vals. Some autofocusing methods including Doppler centroid
tracking [15] and phase gradient autofocusing (PGA) [16], are
also applied for noncooperative targets imaging. However, they
either have a low resolution or need to artificially determine the
number of iterations.

Additionally, the existing ISAR imaging methods assume that
the TM errors are perfectly compensated for and only consider
the RM errors. However, the TM and RM should be compensated
simultaneously to meet the requirements of practical applica-
tions. The methods of TM compensation (TMC) algorithm are
also divided into nonparametric-based and parametric-based
methods. The nonparametric-based methods mainly include
range alignment and phase adjustment [17], [18], [19], [20].
The parametric-based methods formulate the translational com-
ponents in the form of high order polynomial [21], [22], [23].
The coefficients of the high-order polynomial are iteratively
estimated based on the image indicator, e.g., images entropy
and images contrast. However, in this way, the TM errors will
be accumulated under low SNR condition, which will affect the
compensation of RM error and degrade the ISAR imaging.

To obtain a well-focused ISAR image for noncooperative
targets with a complex motion under low SNR, considering the
nonstationary characteristic, the signal model of nonstationary
image projection plane (IPP) are established. Meanwhile, the
TM errors and spatial-variant (SV) phase errors are theoreti-
cally derived. By deducing the inherent mechanism between the
echoes, the TM errors are compensated. After that, an adaptive
denoising filter is developed to mitigate the effect of noise. To
compensate the SV phase errors, a novel SC that determines the
focusing properties of the scatterers is devised as an indicator
for the estimation of motion parameters, and golden section
method (GSM) is applied to effectively improve the efficiency
of parameter estimation. The main contributions are as follows.

1) To reasonably describe the mobility of the noncooperative
targets with TM and 3-D RM, the geometry and signal
model with nonstationary IPP are established, where the
high-order phase model is deduced to describe the 2-D SV
phase errors.

2) By exploring the similarity between the profiles of echoes,
an adaptive denoising filter is generated to mitigate the
influence of noise for the purpose of extracting prominent
scatterers.

3) Compared with the existing TM phase error compensation
methods based on parameter estimation, the proposed
method fully utilizes the signal itself as a compensating
factor, which can absolutely avoid the accumulation of
residual errors. Additionally, the signal coherence is fully
utilized to compensate for the SV phase errors caused by
the RM, and the coherent integration is realized by using
the SC.

The rest of this work is organized as follows. In Section II,
the geometric and signal model for noncooperative targets with

Fig. 1. General geometry model for ship target with complex motion.

nonstationary IPP are introduced, and the imaging problems are
also analyzed. An efficient ISAR imaging approach is presented
in Section III, where the analysis for the echoes of noncoop-
erative targets, the methods of TMC, the adaptive denoising
filter method, and the method for the compensation of SV phase
errors, are respectively provided in each section. Some consid-
erations for practical application are presented in Section IV,
where the computational complexity, the Doppler frequency, and
the phase errors compensation are respectively analyzed. The
experimental results and corresponding analysis with simulated
and electromagnetic (EM) data are presented in Section V and
Section VI concludes this article.

II. IMAGING GEOMETRY AND SIGNAL MODEL FOR

NONCOOPERATIVE TARGET

In this section, the ISAR imaging geometry and ship targets
with TM and RM are presented for the algorithm developments.
The general geometry model of ISAR imaging is depicted in
Fig. 1, where the Cartesian coordinate (X,Y, Z) is established
in the target body, the origin O is the rotating center, ηl and
ϕl denote the elevation and azimuth angles of the radar line-of-
sight (LOS), respectively, θy , θr, and θp represent the angular
motion yaw, roll, and pitch, and they rotate aroundZ,X, Y axes,
respectively. In addition, the TM velocity of the target is v.

A. Signal Model of Noncooperative Targets With Complex
Motion

In this work, the linear frequency modulated (LFM) signals
are transmitted, given by

s (tr, ta) = rect

(
tr
Tp

)
· exp

(
j2π

(
fct+

1

2
Krt

2
r

))
(1)

where rect(x) =

{
1, |x| ≤ 1/2
0, |x| > 1/2

, tr, ta, fc,Kr, Tp denote the

fast time, slow time, carrier frequency, frequency mod-
ulation rate, and pulse width, respectively, t = tr +m ·
Tp, (m = 0, 1, . . .M) denotes the full time, and M is the total
number of received pulses. In Fig. 1, an arbitrary scatterer P
is located on the target body, and its coordinate is denoted by
(xp, yp, zp).
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With the transmitted LFM signal, the echoes of the scatterer
P satisfy

s (tr, ta) = σp · rect

(
tr − 2Rp (ta)/c

Tp

)
rect

(
ta
Ta

)

× exp
(
j2π

(
fc(t− 2Rp(ta)/c)

+
1

2
Kr

(
tr − 2Rp(ta)/c

)2))
(2)

where σp, c, Ta denote the reflection coefficient, speed of light,
and coherent integration time, respectively. The instantaneous
slant range from scatterer P to radar is Rp(ta) that can be
decomposed into TM component Rt(ta) and RM component
Rr(ta) [25], given by

Rp (ta) = Rr (ta) +Rt (ta) . (3)

The TM component Rt(ta) can be modeled as a quadratic
polynomial in terms of slow time ta, and it is

Rt (ta) = Rp0 + vta +
1

2
αt2a (4)

where Rp0, v, and α respectively denote the initial range, veloc-
ity, and acceleration.

In addition, the RM component Rr(ta) can be calculated by
using the rotational matrix rot(ta), given by [26]

Rr (ta) = [rot (ta) ·P]T · ilos (5)

where P = (xp, yp, zp) is the coordinate of the scatterer P , [·]T
denotes the transpose of [·], ilos is the radar LOS, which can be
written as

ilos = [cos (ϕl) cos (ηl), cos (ϕl) sin (ηl), sin (ϕl)] . (6)

For cooperative targets, the attitude of which keeps stable
during the coherent processing interval (CPI) [27], which means
the IPP is constant. However, for noncooperative targets, they
undergo complex 3-D RM and nonstationary IPP during CPI,
and existing ISAR imaging algorithms cannot perform well.
Therefore, to accurately present the complex motion charac-
teristic for noncooperative targets, the angle of radar LOS is
modeled as a linear function with respect to slow time ta, given
by

ϕl (ta) = ϕ0 + κ · ta
ηl (ta) = η0 + γ · ta. (7)

Substituting (6) into (7), and using second-order Taylor ex-
pansion for trigonometric function yields

ilos = [i1 (ta), i2 (ta), i3 (ta)] (8)

where

i1 (ta) = k1 + k2ta
i2 (ta) = k3 + k4ta
i3 (ta) = k5 + k6ta

(9)

where

k1 = 1− 1
2η0 − 1

2ϕ0 +
1
2ϕ0η0

k2 = − 1
2

(
γ + κ− 1

2ϕ0γ − 1
2η0κ

)
k3 = η0 − 1

2ϕ0η0, k4 = γ − 1
2ϕ0γ − 1

2κη0
k5 = ϕ0, k6 = κ.

(10)

Based on [27], rot(ta) can be written as

rot (ta) =

⎡
⎣a11 a12 a13
a21 a22 a23
a31 a32 a33

⎤
⎦ (11)

where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a11 = cos (θp (ta)) cos (θy (ta))
a12 = − cos (θp (ta)) sin (θy (ta))
a13 = sin (θp (ta))
a21 = sin (θr (ta)) sin (θp (ta)) cos (θy (ta))

+ cos (θr (ta)) sin (θy (ta))
a22 = − sin (θr (ta)) sin (θp (ta)) sin (θy (ta))

+ cos (θr (ta)) cos (θy (ta))
a23 = − sin (θr (ta)) cos (θp (ta))
a31 = − cos (θr (ta)) sin (θp (ta)) cos (θy (ta))

+ sin (θr (ta)) sin (θy (ta))
a32 = cos (θr (ta)) sin (θp (ta)) sin (θy (ta))

+ sin (θr (ta)) cos (θy (ta))
a33 = sin (θr (ta)) cos (θp (ta))

(12)

where ⎧⎪⎨
⎪⎩
θr (ta) ≈ ωrta +

ω′
r

2 t2a
θp (ta) ≈ ωpta +

ω′
p

2 t2a
θy (ta) ≈ ωyta +

ω′
y

2 t2a

. (13)

Substituting (5) into (6)–(13), and using second-order Taylor
expansion for trigonometric function, RM component Rr(ta)
can be re-expressed as

Rr (ta) = Kp0 +Kp1ta +Kp2t
2
a (14)

where

Kp0 = k1xp + k3yp + k5zp

Kp1 = (xp (k2 + k3ωy − k5ωp) + yp (−k1ωy + k4 + k5ωr)

+ zp (−k3ωr + k1ωp + k6))

Kp2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

xp

(
−k1

(
ω2

p

2 +
ω2

y

2

)
+
(
ωrωy − ω′

p

2

)
k5

− k6ωp + k4ωy + k3

(
ω′

y

2 + ωpωr

))
+yp

(
−k2ωy − k1

ω′
y

2 − k3

(
ω2

r

2 +
ω2

y

2

)
+ k6ωr

+ k5

(
ω′

r

2 + ωpωy

))
+zp

(
−k4ωr − k3

ω′
r

2 − k5

(
ω2

p

2 + ω2
r

2

)
+

k1ω
′
p

2 + k2ωp

)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(15)

From the analysis above, the values of Kp0,Kp1,Kp2 are
related to the coordinate of the scatterer, which means the RM is
accompanied by the characteristic of SV, and the instantaneous
slant range Rp(ta) can be rewritten as

Rp (ta) = Rr (ta) +Rt (ta)

= Rp0 + vta +
1

2
αt2a + [rot (ta) ·P]T · ilos



YANG et al.: ISAR IMAGING FOR NONCO-OPERATIVE TARGETS BASED ON SHARPNESS CRITERION UNDER LOW SNR 7693

≈ Rp0 + vta +
1

2
αt2a +Kp0 +Kp1ta +Kp2t

2
a.

(16)

Conducting FT along with tr in (2), the echoes can be re-
expressed as

S (fr, ta) = σp · rect

[
ta
Ta

]
·

× exp

(
−j2π (fr + fc)

2
(
Rp0 + vta +

1
2αt

2
a

)
c

)

× exp

(
−j2π (fr + fc)

2
(
Kp0 +Kp1ta +Kp2t

2
a

)
c

)
.

(17)

B. Problem Presentation

It should be pointed out that, from (17), the phase of the signal
in (fr, ta) domain is composed of two parts. The former and the
latter, respectively, are induced by the TM and RM. Furthermore,
both of those phase terms are second-order functions in terms
of slow time ta. To produce high-quality ISAR images, the TM
phase and RM phase should be accurately compensated. It is
of interest to point out that all scatterers share the same TM
components, while the RM errors are determined by the posi-
tions of scatterers, which are referred as SV phase errors. For the
existing imaging methods, the phase compensation procedure is
conducted mainly using the cascading concept. This involves
compensating for TM errors first, followed by compensating for
RM errors. For TM errors, existing methods either model the TM
components as polynomial phase functions with azimuth time or
utilize the operation of range alignment and phase adjustment.
The image quality indicator of image entropy [28] or image
contrast [29] can be used to iteratively align the range profiles
and adjust the phase terms. However, using the cascading con-
cept results in estimation errors accumulation [30], especially
under low SNRs. Additionally, iterative parameter estimation
operations are required during the compensation of both TM and
RM error, leading to the increased computational complexity
of the algorithms. Therefore, to overcome these limitations, an
efficient approach needs to be designed for ISAR imaging of
noncooperative targets with complex motions.

III. PROPOSED IMAGING METHOD

A. Signal Analysis

Rewriting (17) gives

S (fr, ta) = σp · rect

[
ta
Ta

]
· wa (ta) ·

× exp

(
−j

4π (Rp0 +Kp0) fr
c

)
·

× exp

(
−j

4π (Kp1 + v) ta
λ

)
·

× exp

(
−j

4π((v+Kp1)ta+( 1
2α+Kp2)t2a)fr

c

)
·

× exp

(
−j

4π
(
1
2α+Kp2

)
t2a

λ

)
·

× exp

(
−j

4π (Rp0 +Kp0)

λ

)
. (18)

It is worthy to be recalled that, from (18), the signal consists
of five phase terms. The first phase term and the second one are
related to the coordinate in range and azimuth dimensions of
scatterers in ISAR image, respectively. The third one is related
to the range migration term that should be compensated for. The
fourth one is a second-order phase term with slow time. The last
one is a constant that can be neglected. Therefore, to produce a
high-quality ISAR image, the third and the fourth phase terms
should be compensated for. The keystone transform is typically
utilized to eliminate the range migration associated with the
third phase term. However, the fourth one, which corresponds
to the coordinate of the scatterer Kp2 and acceleration of target
α, cannot be completely compensated for at once.

After correcting the range migration term and omitting the
constant term, the signal in (18) can be re-expressed as

S (fr, ta) = σp · rect

[
ta
Ta

]
· wa (ta) ·

× exp

(
−j

4π (Rp0 +Kp0) fr
c

)
·

× exp

(
−j

4π (Kp1 + v) ta
λ

)
·

× exp

(
−j

4π
(
1
2α+Kp2

)
t2a

λ

)
. (19)

Conducting inverse FT (IFT) for S(fr, ta) along with fr
yields

s (tr, ta) = σp · wa (ta) · sinc
[
Br

(
tr − 2(Rp0+Kp0)

c

)]
· exp

(
−j

4π( 1
2αt

2
a+vta)
λ

)
· exp

(
−j

4π(Kp1ta+Kp2t
2
a)

λ

)
.

(20)
Performing FT operation in terms of ta, one obtains

s (tr, fa) = Fta→fa {s (tr, ta)}

=

∫ ∞

−∞
s (tr, ta) · exp (−j2πfata) dta

= σp · sinc

[
Br

(
tr − 2 (Rp0 +Kp0)

c

)]
·

× sinc

[
Ta

(
fa − Kp1

λ

)]

⊗ta→fa {Γ (α, v)}⊗ta→fa {Γ (Kp2)} (21)

where Fta→fa{·} denotes the FT operator along with ta,
⊗ta→fa{·} is the convolution operator along with ta, Γ(α, v)



7694 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

and Γ(Kp2), respectively, can be written as

Γ (α, v) = Fta→fa

{
exp

(
−j4π

(
1

2
αt2a + vta

)/
λ

)}
(22)

Γ (Kp2) = Fta→fa

{
exp

(−j4π
(
Kp2t

2
a

)/
λ
)}

. (23)

It should be pointed out that, the term ⊗ta→fa{Γ(α, v)}
and ⊗ta→fa{Γ(Kp2)} could seriously blur the ISAR images.
Therefore, to obtain well-focused ISAR images, the phase term
exp(−j4π( 12αt

2
a + vta)/λ) and exp(−j4π(Kp2t

2
a)/λ) must be

compensated. The former is caused by the TM, which is shared
by all scatterers and can be compensated for at once. The latter
one, on the other hand, is caused by the 3-D RM and introduces
completely different phase errors for each scatterer. Therefore, it
is necessary to compensate for these errors accurately by taking
into account the coordinate of each pixel [31].

B. Adaptive Denoising Processing

Due to the complex motion of the scatterers, such as the
presence of TM and 3-D RM, the SNR of echoes are obviously
decreased. Consequently, to extract prominent scatterers for
the purpose of TM error compensation introduced in the next
section, the effect of noise should be suppressed.

Motived by the characteristic that the profiles of the echoes
have similarities in CPI, in this work, an efficient adaptive
denoising window filter is designed to suppress the strong noise,
and it can be defined as

h (tr) =

∑M
a=1 |s (tr, ta)|

max
{∑M

a=1 |s (tr, ta)|
} (24)

where h(tr) denotes the adaptive denoising window filter,
max{·} is the maximum. Of particular note is that, in (24), the
filter works on the amplitude and does not change the phase of
the signals.

After filtering out the noise by using the filterh(tr), the signals
s̃(tr, ta) can be expressed as

s̃ (tr, ta) = s (tr, ta) · h (tr) (25)

where s̃(tr, ta) is

s̃ (tr, ta) = σ′
p · wa (ta) · sinc

[
Br

(
tr − 2 (Rp0 +Kp0)

c

)]
·

× exp

(
−j

4π
(
1
2αt

2
a + vta

)
λ

)
·

× exp

(
−j

4π
(
Kp1ta +Kp2t

2
a

)
λ

)
(26)

where σ′
p represents the amplitude of the signals after filter

processing.

C. TM Compensation

Based on the analysis above, in this work, the signal in
a specified range cell that contains prominent scatterers are

selected as the compensation factors of TM phase error. Thanks
to the internal mechanism in the echoes, the initial range Rp0,
velocity v and, acceleration α do not need to be estimated.
The advantage of this operation is that the TM errors can be
completely compensated for and the real-time performance of
ISAR imaging can be guaranteed. In addition, the accumulated
errors caused by the operation of multiply parameters estimation
for the compensating of TM and RM phase errors are avoided.

In general, amplitude normalized variance (ANV) is utilized
to evaluate the existence of a prominent scatterer in a specified
range bin. The ANV of mth range bin can be defined as [32]

δm = 1− |E {|s̃ (tmr , ta)|}|2

E
{
|s̃ (tmr , ta)|2

} (27)

where E{·} denotes the expectation operator, s̃(tmr , ta) repre-
sents the signal inmth range bin. The small the δm that compared
with those in the other range bins, the more likely the prominent
scatterer contained in the mth range bin.

Suppose the signal s̃(tm1
r , ta) in m1th range bin that contains

a prominent scatterer is selected, and it can be written as

s̃ (tm1
r , ta) = σm1

p · wa (ta) · sinc
[
Br

(
tr − 2(Rp0+Kp0)

c

)]
·

× exp

(
−j

4π
(
vta +

1
2αt

2
a

)
λ

)
·

× exp

(
−j

4π
(
Km1

p1 · ta +Km1
p2 · t2a

)
λ

)
(28)

where σm1
p denotes the amplitude in m1th range bin, Km1

p1 and
Km1

p2 respectively are the first-order and second-order coeffi-
cients of the phase term caused by the RM.

Furthermore, the signals s̃(tm2
r , ta) in m2th range bin can be

expressed as

s̃ (tm2
r , ta) = σm2

p · wa (ta) · sinc
[
Br

(
tr − 2(Rp0+Kp0)

c

)]
·

× exp

(
−j

4π
(
vta +

1
2αt

2
a

)
λ

)
·

× exp

(
−j

4π
(
Km2

p1 · ta +Km2
p2 · t2a

)
λ

)
(29)

where σm2
p denotes the amplitude in m2th range bin, Km2

p1 and
Km2

p2 are respectively the first-order and second-order coeffi-
cients of the phase term induced by the RM.

By multiplying the conjugate of s̃(tm2
r , ta) and s̃(tm1

r , ta),
and the resulting signal is

s̄ (tm2
r , ta) = s̃ (tm2

r , ta) · s̃∗ (tm1
r , ta)

= σ̃p · wa (ta) · exp
(
−j

4π
((
Km2

p1 −Km1
p1

)
ta
)

λ

)
·

× exp

(
−j

4π
((
Km2

p2 −Km1
p2

)
t2a
)

λ

)
(30)
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where s̃∗(tm1
r , ta) represents the conjugate of s̃(tm1

r , ta),
s̄(tm2

r , ta) denotes the product of s̃∗(tm1
r , ta) and s̃(tm2

r , ta),
respectively, σ̃p stands for the amplitude after the conjugate
multiplication.

What is noteworthy is that, from (30), the phase errors in-
duced by the TM are completely compensated for in s̄(tm2

r , ta).
Obviously, there are two phase terms present in s̄(tm2

r , ta). The
first phase term represent the Doppler center of the scatterers.
Actually, compared with the Doppler center in (29), the initial
location Km2

p1 has shifted to Km1
p1 , which does not affect the

focusing of the Doppler phase in the azimuth dimension. The
second one is the SV phase error because it is completely differ-
ent from each other in the pixel domain. To compensate those
phase errors, the parameters (Km2

p2 −Km1
p2 ) must be accurately

estimated.

D. SV Phase Errors Compensation

After conducting the compensation of the TM phase errors,
the SV phase error terms exp[−j4π((Km2

p2 −Km1
p2 )t2a)/λ] in

(30) should be precisely compensated for. Due to the SV char-
acteristic for each scatterers, the parameters (Km2

p2 −Km1
p2 ) in

different range bins are also different. Accordingly, to estimate
the parameters (Km2

p2 −Km1
p2 ) in all range bins, the compensa-

tion terms can be constructed as

Hr (μ, ta) = exp
(
j4πμt2a

/
λ
)

(31)

where μ is an arbitrary constant.
Performing the compensation with Hr(μ, ta) in (30) yields

ŝ (tm2
r , ta) = s̄ (tm2

r , ta) ·Hr (μ, ta)

= σ̃p · wa (ta) · exp
(
−j

4π
((
Km2

p1 −Km1
p1

)
ta
)

λ

)
·

× exp

(
−j

4π
(((

Km2
p2 −Km1

p2

)− μ
)
t2a
)

λ

)

(32)

where ŝ(tm2
r , ta) denotes the signal after the compensation of

SV phase errors. The second phase term denotes the residual
phase error term after conducting SV phase error compensation.

With an iterative search for the parameter μ, the SV phase
error terms can be accurately estimated in m2th range bins. The
sharpness S of the ISAR images that determines the focusing
performance of scatterers is defined as the criterion for estimat-
ing the optimal parameter μoptimal, and it is [33]

S = argmax
μ

×
⎧⎨
⎩
∑
fa

∣∣Fta→fa

{
s̄ (tm2

r , ta) · exp
(
j4π

(
μt2a

)/
λ
)}∣∣4

⎫⎬
⎭

(33)

where
∑

fa
| · | denotes the summation along withfa, maxμ{·}

represents the maximum value in terms of the parameter μ.
During the compensation process of SV phase errors, the change
of the parameter δi = |μi − (Km2

p2 −Km1
p2 )| is reflected by the

Fig. 2. Schematic diagram of parameter search.

change of sharpness S, where the larger S is, the smaller the
residual phase errorexp(−j4π(((Km2

p2 −Km1
p2 )− μi)t

2
a)/λ) is,

the closer μ is to the true value, shown in Fig. 2, where
δi(i = 1, 2, . . . , 5) can be utilized to denote the estimated pa-
rameter and δreal denotes the real parameter. As a result, when
the estimated parameter, e.g., δ3, is closer to the real parameter
(Km2

p2 −Km1
p2 ), e.g., δreal, the sharpness S reache a maximum.

By using the iterative search for the parameter μoptimal, the SV
phase error terms in m2th range bin are perfectly compensated
for, and it is

s̃ (tm2
r , ta) = s (tm2

r , ta) ·Hi
r (μoptimal, ta)

= σ̃p · exp
(
−j

4π
((
Km2

p2 −Km1
p2

)
ta
)

λ

)
. (34)

Conducting FT operation in terms of ta for (34), it can be
written as

s (fa) = Fta→fa {s̃ (ta)}
= σ̃p · sinc

[
fa −

(
Km2

p1 −Km1
p1

)]
. (35)

By combining (21) with (35), the scatterers in m2th range bin
are focused in the location of (Rp0 +Kp0,K

m2
p1 −Km1

p1 ) in the
ISAR images.

Furthermore, as explained above, the SV phase errors are
determined by the space coordinates and motion parameters
of scatterer. Therefore, the optimal parameter μoptimal should
be estimated one by one for each range bin. Meanwhile, the
optimal parameter μoptimal in a specified range bin should be it-
eratively estimated. However, in a real-world application, echoes
consist of multiple range bins, and this operation can be time-
consuming. In terms of this issue, the GSM is adopted to improve
imaging efficiency.

As a result, the realization procedure of the proposed method
is as follows.

Step 1) The raw echoes s(tr, ta) of the targets are received by
radar.

Step 2) Finishing the range compression obtains s(fr, ta).
Step 3) Correcting the range migration via using keystone trans-

form gives s(tr, ta).
Step 4) Appling the adaptive de-noising filter h(tr) to suppress

the noise and the resulting signal is denoted by s̃(tr, ta).
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Fig. 3. ISAR imaging procedure of the proposed method.

Step 5) Extracting the signal s̃(tm1
r , ta) with prominent scatter-

ers via the ANV method.
Step 6) Using s̃(tm1

r , ta) to compensate for the TM phase error
produces s̄(tm2

r , ta).
Step 7) Constructing compensation factors of SV phase errors

term Hr(μ, ta) and using the sharpness S as an image quality
indicator for ISAR imaging to accurately estimate the optimal
parameter μoptimal in m2th range bin. In addition, using the
GSM can improve the imaging efficiency.

Step 8) Iteratively estimate the optimal parameter μoptimal in all
range bins, and obtain the high-quality ISAR images.

Finally, the realization procedure of the proposed approach for
non-cooperative target ISAR imaging is summarized in Fig. 3.

IV. SOME CONSIDERATIONS IN APPLICATION

A. Computational Complexity Analysis

In this section, the computational complexities of PGA,
WVD, IHAF_ICPF, and the proposed method are theoretically
analyzed. In general, some procedures with low-computational
complexity are neglected, and N log2(N) floating-point opera-
tions (FLOPs) are needed to compute N -point FT or IFT, and
N FLOPs are needed to calculate one-time complex multipli-
cation forN -point data. Suppose the size of the ISAR image is
(Nr ×Na).

The imaging procedure of the PGA method con-
sists of coarsely range-Doppler (RD) imaging, center
shifting operation, windowing operation, phase gradient
estimation, and iterative phase errors correction. The
computational complexity of coarsely RD imaging com-
posed of range compression and azimuth compression is,
O[2NaNr log2(Nr) +NaNr +NrNa log2(Na)]. The compu-
tational cost of center shifting operation, windowing opera-
tion, phase gradient estimation, and iterative phase error cor-
rection are O[NaNr], O[NrNa log2(Na)], O[2NaNr], and
O[NrNa log2(Na)], respectively. In addition, the computational
load of range migration correction is O[NaNr]. Therefore, the

total computational complexity of the PGA method is

CPGA = O

[
3NrNalog2 (Na) + 5NaNr

+2NaNrlog2 (Nr)

]
. (36)

The realization procedure of the WVD method consists of
range compression, range cell migration correction, and TF pro-
cessing in azimuth dimension. The computational complexity of
range compression and range migration correction respectively
are O[2NaNr log2(Nr) +NaNr] and O[NaNr]. WVD method
is a nonlinear transformation method, and the computational
load forNa-point data is O{4N3

a +N2
a log2(Na)}. Therefore,

the total computational cost of the WVD method is

CWVD = O

{
2NaNrlog2 (Nr) + 2NaNr

+Nr

(
4N3

a +N2
a log2 (Na)

)} . (37)

The IHAF_ICPF method in [9] is utilized to estimate the am-
plitude and phase of scatterers in a specified range bins. Mean-
while, the phase term is modeled as a cubic polynomial function.
The computational complexities for the estimation of third-
order coefficient, second-order coefficient, and first-order coef-
ficient areO{N4

a},O{N3
a},O{Na log2(Na)}, respectively. Be-

sides, the computational complexity of range compression and
range migration correction are O[2NaNr log2(Nr) +NaNr]
and O[NaNr], respectively. Suppose there are P scatterers in
arbitrary range bin, and the total computational complexity of
the IHAF_ICPF method is

CIHAF _ICPF = O

{
2NaNrlog2 (Nr) + 2NaNr

+NrP
(
N4

a +N3
a + 2Na log2 (Na)

)} .

(38)
According to the imaging procedure provided in Fig. 3,

the computational complexities of range compression and
range migration correction of the proposed method are
O[2NaNr log2(Nr) +NaNr] and O[NaNr], respectively. The
computational load of adaptive denoising operation, ex-
tracting range cell with single prominent scatterer and
TM correction respectively are O{2NrNa}, O{NrNa} and
O{NrNa}. Suppose the number of optimal parameter esti-
mation with GSM is L, and thus the computational cost is
O{Nr(L(Na +Na log2(Na)) +Na +Na log2(Na))}. There-
fore, the computational complexity of the proposed method is

CPROP = O

{
2NaNrlog2 (Nr) + 6NaNr

+Nr ((L+ 1) (Na +Na log2 (Na)))

}
. (39)

It can be observed, from Table I, that the PGA method takes
the least computational time, followed by the proposed method.
The third one is the WVD method, and IHAF_ICPF takes the
most time. Obviously, compared with WVD and IHAF_ICPF,
the proposed method has an advantage in terms of imaging
efficiency. In addition, compared with the proposed method,
although the computational complexity of the PGA method is
superior, its imaging performance is not comparable.

B. Doppler Frequency Analysis

The Doppler frequency for noncooperative targets with com-
plex motions is analyzed in this section. Based on (1), the
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TABLE I
COMPARISON OF COMPUTATIONAL COMPLEXITY FOR DIFFERENT METHODS

Doppler frequency can be expressed as

fd (ta) = − 1

2π

d {φ (ta)}
dta

=
2

λ

d {Rp (ta)}
dta

= f trans
d (ta) + frotat

d (ta)

=
2

λ
{v + αta}+ 2

λ
{Mx · xp +My · yp +Mz · zp}

(40)

where f trans
d (ta) and frotat

d (ta) respectively, denote the
Doppler frequency caused by the TM and RM of noncooperative
targets, and φ(ta) = −4πRp(ta)/λ, Mx, My and Mz , respec-
tively, can be written as (41), (42), and (43) shown at the bottom
of this page.

Based on (40), the Doppler frequency of the noncoopera-
tive targets with complex motion consists of f trans

d (ta) and
frotat
d (ta), where the Doppler frequency f trans

d (ta) induced by

the TM is the same for all scatterers. Meanwhile, the Doppler
frequency frotat

d (ta) caused by the RM is related to the positions
of scatterers, which presents SV features. Therefore, the Doppler
frequencyfd(ta) of noncooperative targets is accompanied by
the time-varying characteristic.

C. Phase Errors Compensation Analysis

During TMC, the existence of noise may lead to extra phase
errors, given by

s
(
tn1r , ta

)
= σn1

p · exp
(
−j

4π
(
vta +

1
2αt

2
a

)
+ ε1n1

λ

)
·

× exp

(
−j

4π
(
Kn1

p1 ta +Kn1
p2 t

2
a

)
+ ε2n1

λ

)

(44)

where ε1n1 and ε2n1 denote the phase errors caused by the TM
and RM, respectively.

Substituting (30) into (44), the signal can be expressed as

s
(
tn2r , ta

)
= s

(
tn2r , ta

) · s∗ (tn1r , ta
)

= σn2
p · σn1

p · exp
(
−j

4π
(
Kn2

p1 −Kn1
p1

)
ta

λ

)
·

× exp

(
j
4π

(
Kn1

p2 −Kn2
p2

)
t2a

λ

)
· exp (jφ (� ε))

(45)

where φ(�ε) represents the angle errors after TMC.
Based on the analysis of the adaptive denoising filter, the

amplitude of the noise is suppressed. By doing so, the signal

Mx =

⎛
⎜⎜⎜⎜⎜⎜⎝

− (
ηϕ
2 − η + ta

(
ηκ+γϕ

2 − γ
)) (

ωy + 2
(

ω′
y

2 + ωpωr

)
ta

)
+
(

ω2
p+ω2

y

2 t2a − 1
) (

γ+κ
2 − ηκ+γϕ

4

)− κ
((

ω′
p

2 − ωrωy

)
t2a + ωpta

)
− (

ηκ+γϕ
2 − γ

) ((ω′
y

2 + ωrωp

)
t2a + ωyta

)
− (ϕ+ κta)

(
ωp + 2ta

(
ω′

p

2 − ωrωy

))
+2ta

(
η+ϕ
2 − ηϕ

4 − 1 +
(
γ+κ
2 − ηκ+γϕ

4

)
ta
) (ω2

p+ω2
y

2

)

⎞
⎟⎟⎟⎟⎟⎟⎠

(41)

My =

⎛
⎜⎜⎜⎜⎜⎝

+2
(

ω2
r+ω2

y

2

)
ta
(
ηϕ
2 − η + ta

(
ηκ+γϕ

2 − γ
))

+κ
((

ω′
r

2 + ωpωy

)
t2a + ωrta

)
+ (ϕ+ κta)

(
ωr + 2ta

(
ω′

r

2 + ωpωy

))
+
(
ηκ+γϕ

2 − γ
) (ω2

r+ω2
y

2 t2a − 1
)
+
(

ω′
yt

2
a

2 + ωyta

) (
γ+κ
2 − ηκ+γϕ

4

)
+
(
η+ϕ
2 − ηϕ

4 − 1 +
(
γ+κ
2 − ηκ+γϕ

4

)
ta
) (

ωy + ω′
yta

)

⎞
⎟⎟⎟⎟⎟⎠ (42)

Mz =

⎛
⎜⎜⎜⎜⎝

(ωr + ω′
rta)

(
ηϕ
2 − η + ta

(
ηκ+γϕ

2 − γ
))

−
(

ω′
pt

2
a

2 + ωpta

) (
γ+κ
2 − ηκ+γϕ

4

)− κ
(

ω2
p+ω2

r

2 t2a − 1
)

+
(
ηκ+γϕ

2 − γ
) (ω′

rt
2
a

2 + ωrta

)
− (ϕ+ κta) 2ta

(
ω2

p

2 + ω2
r

2

)
− (

η+ϕ
2 − ηϕ

4 − 1 +
(
γ+κ
2 − ηκ+γϕ

4

)
ta
) (

ωp + ω′
pta

)

⎞
⎟⎟⎟⎟⎠ . (43)
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Fig. 4. Schematic diagram of coordinate and amplitude with different SNRs.
(a) Coordinate. (b) Amplitude.

can be rewritten as

s̃
(
tn2r , ta

)
= σ′

p · exp
[
−j

4π
(
Kn2

p1 −Kn1
p1

)
ta

λ

]
·

× exp

(
j
4π

(
Kn1

p2 −Kn2
p2

)
t2a

λ

)
· exp (jφ (� ε))

(46)

where σ′
p is the amplitude of signal after filter processing. It

should be noted that σ′
p is less than the maximum amplitude in

(45).
Now, suppose the SV phase error terms have been compen-

sated for, and the signal can be written as

s̃
(
tn2r , ta

)
= σ′

p · exp
[
−j

4π
(
Kn2

p1 −Kn1
p1

)
ta

λ

]

· exp (jϑ (Δε)) (47)

where ϑ(Δε) denotes the residual phase error that contains the
TM and RM compensation errors.

Conducting FT for (47) with ta produces

s
(
tn2r , fa

)
= F−1

ta→fa

{
s̃
(
tn2r , ta

)}
= σ′

p · δ
(
fa −

((
Kn2

p1 −Kn1
p1

)
+ ϑ (� ε)

))
.

(48)

Fig. 4(a) and (b), respectively, provide the focal positions and
corresponding amplitude for the scatterer with SNRs from −10
to 20 dB, where the experiments are conduct with 500 runs,
the solid blue line and red dotted line, respectively, represents
the estimated value and unreferenced value. It is indicated that,
from Fig. 4, the noise has a small effect on the scatterer’s
position in the image. However, the noise can affect the focused
amplitudes of scatterers under low SNRs, from −10 to −6 dB.
Furthermore, consider the magnitude of the amplitude is 104,
the influence of noise on the focused amplitude is also relatively
small. Therefore, based on the analysis above, the proposed
method has a powerful anti-noise performance.

D. Analysis of Filter Windows for Weak Scatterers

It is worthy to be noted that, from (26), the filter affects the
amplitude σ′

p. Therefore, to analyze the effect of the filter on
weak scatterer, in this section, the system parameters of radar and

Fig. 5. Effect of filter on the focusing of scatterers. (a) Slice in azimuth
dimension. (b) Slice in range dimension.

Fig. 6. Three-dimensional model of ship targets. (a) Three-dimensional
model. (b) Top view. (c) Left view. (d) Rear view.

motion parameters of targets are provided in Section V-A. Fur-
thermore, the SNR of echoes is 5 dB. In contrast, the amplitudes
of echoes for strong scatterers and weak scatterers, respectively,
are set as 1 and 0.5. The imaging performance of the same
scatterer is analyzed, shown in Fig. 5, where the range slice
and azimuth slice are provided in Fig. 5(a) and (b), respectively.
It is indicated that the sidelobe of the strong scatterer is 0.71 dB
smaller than that of the weak scatterer in range dimension, shown
in Fig. 5(a), and the sidelobe of the strong scatterer is 0.57 dB
smaller than that of the weak scatterer in Doppler dimension,
shown in Fig. 5(b). Therefore, the real value filter has a small
influence on the imaging results of weak scatterer that can be
ignored.

V. EXPERIMENTAL RESULTS

In this section, the simulated and EM data are utilized to
verify the effectiveness of the proposed method. Meanwhile,
to present the effectiveness of the proposed method, the results
obtained with the proposed method are compared with those of
the classical ISAR imaging approaches, e.g., autofocus method
(PGA), time-frequency analysis method (WVD), and parameter
estimation approach (IHAF_ICPF).
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Fig. 7. Imaging results with different methods. (a) PGA method. (b) WVD method. (c) IHAF_ICPF method. (d) Proposed method.

Fig. 8. Imaging results with different methods under different complex white Gaussian noises. (a)–(d) The imaging results of PGA, WVD, IHAF_ICPF and
the proposed method under SNR = −14 dB, respectively. (e)–(h) Imaging results of PGA, WVD, IHAF_ICPF and the proposed method under SNR = −7 dB,
respectively. (i)–(l) Imaging results of PGA, WVD, IHAF_ICPF and the proposed method under SNR = 0 dB, respectively.

Fig. 9. Image entropy and contrast against different SNRs. (a) Image entropy.
(b) Image contrast.

A. ISAR Imaging With Simulated Experiments

The simulated echoes are generated for non-cooperative mov-
ing ship targets using the radar system parameters and the motion
parameters of targets provided in Tables II and III, respectively.

TABLE II
SYSTEM PARAMETERS

The 3-D model of the ship targets is shown in Fig. 6, where
Fig. 6(a)–(d), respectively, are the 3-D model, top view, left view,
and rear view of the ship target. The imaging results obtained
using PGA, WVD, IHAF_ICPF, and the proposed method are
provided in Fig. 7(a)–(d), respectively. As is shown in Fig. 7,
the PGA method produces defocused images, and the WVD
method results in serious cross-term interference and broadened
reconstructed ISAR images. Although both the IHAF_ICPF
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TABLE III
TARGET MOTION PARAMETERS

TABLE IV
COMPARISON OF IMAGE ENTROPY, CONTRAST, AND IMAGING TIME

method and the proposed method can reconstruct the contour
of the ship target, the proposed method offers clearer focusing
performance, as shown in Fig. 7(d).

To further demonstrate the validity of the proposed method,
the image entropy IE and image contrast ICare used to indicate
the focal performance, and they are defined by

IE = −
M∑

m=1

N∑
n=1

|g (m,n)|2
G

log
|g (m,n)|2

G
(49)

where G =
∑M

m=1

∑N
n=1 |g(m,n)|2, g(m,n) denotes the m

and nth pixel of the ISAR image.

IC =

√
E
{
(g2 (m,n)− E (g2 (m,n)))2

}
E {g2 (m,n)} (50)

where E{·} denotes the expectation operator.
The image entropy, contrast, and imaging time for PGA,

WVD, IHAF_ICPF, and the proposed method are provided in
Table IV, where MATLAB 2014a on an Intel(R) Core(TM)
i5-8400 CPU @ 2.8 GHz, and 8 GB RAM, and Microsoft Win-
dow 10 operating system is used. The signals of scatterers are
reconstructed using the IHAF_ICPF method by estimating the
number, amplitude, and phase for all scatterers with the threshold
of energy, and there are zero values in the imaging results if
the reflected energies of the scatterers are small. Consequently,
the image entropy and contrast for the imaging results of the
IHAF_ICPF method cannot be calculated. What is noteworthy
is that, from Table IV, the image entropy for the imaging results
of the proposed method is less than that of the PGA, WVD. In
addition, the contrast for the imaging results of our proposed
method is larger than that of the PGA and WVD method, which
means that the clarity of the imaging results with the proposed
method is higher than the PGA and WVD methods. Moreover,

the imaging times of those methods are consistent with the
theoretical analysis presented in Section IV-A. Therefore, taking
the tradeoff between the imaging performance and the compu-
tational complexity into consideration, the proposed method is
promising.

B. Performance Analysis in the Presence of Noise

In this section, the white Gaussian noise is added to the echoes
(after range compression) to verify the anti-noise performance,
and the SNR is defined as

SNR = 10 log10

(
Mean power of signal

Power of noise

)
. (51)

Fig. 8 provides the imaging results under different SNRs
of −14, −7, and 0 dB. The imaging results of PGA, WVD,
IHAF_ICPF, and the proposed method are shown in Fig. 8.
It should be pointed that, from Fig. 8, compared with the
other three approaches, the proposed method presents a better
anti-noise performance, especially the noise suppression for the
background of the targets, shown in Fig. 8(d), (h), and (l).

To further evaluate the anti-noise performance, 100 Monte
Carlo simulations are conducted against different SNRs to obtain
the average of image entropy and contrast. The image entropy
and contrast for the imaging results of PGA, WVD, and the
proposed method are, respectively, depicted in Fig. 9(a) and (b).
It can be seen from Fig. 9 that the image entropy of the proposed
method is less than that of the PGA and WVD method, and the
contrast of our proposed method is higher than that of the PGA
and WVD. Therefore, it can be concluded that the proposed
method has an advantage in noisy environments compared with
the PGA and WVD.

C. ISAR Imaging With Different Motion Parameters

To further verify the effectiveness, the ISAR imaging re-
sults under the conditions of different motion parameters are
presented in Fig. 10, where the model is as Fig. 6, and the
motion parameters of targets are provided in Table V. It is clearly
indicated that the defocusing of the imaging results with PGA
method is obviously under different motion parameters, shown
in Fig. 10(a), (e), and (i). Furthermore, the imaging results of
WVD are broadening in azimuth dimension and the structure
of the ship body is shifted in azimuth dimension, provided in
Fig. 10(b), (f), and (j). In addition, the contour of the ship target
can also be reconstructed, shown in Fig. 10(c), (g), and (k).
However, the focused performance is poorer than that of the
proposed method. Besides, the imaging results with the proposed
method are provided in Fig. 10(d), (g), and (l), where the target
body is clearly reconstructed under different motion parameters.
Therefore, it can be concluded that the proposed method can be
utilized to imaging of targets with different motion parameters
compared with PGA, WVD, and IHAF_ICPF.

D. ISAR Imaging With EM Data

In order to further verify the performance of the proposed
method in a more realistic environment, in this section, the radar
cross-section (RCS) data are produced using an EM scattering
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Fig. 10. Imaging results under different motion parameters with different imaging method. (a)–(d) Imaging results of PGA, WVD, IHAF_ICPF and the proposed
method under case one, respectively. (e)–(h) Imaging results of PGA, WVD, IHAF_ICPF and the proposed method under case two, respectively. (i)–(l) Imaging
results of PGA, WVD, IHAF_ICPF and the proposed method under case three, respectively.

TABLE V
TARGET MOTION PARAMETERS

prediction technique, which is an effective and economical
way to obtain the radar echoes for noncooperative targets with
complex motions. The well-known physical optical technique
[34], which is one of the widely adopted techniques for high-
frequency EM computation, is utilized to generate the RCS data.
The original target model is provided in Fig. 11(a). The imaging
results obtained by PGA, WVD, IHAF_ICPF, and the proposed
method are provided in Fig. 11(b)–(e), respectively. What is
noteworthy is that, from Fig. 11, the method of PGA, WVD, and
the proposed method can reconstruct the contours of the targets.
In addition, the contours of the imaging results using the WVD
method are broadened, shown in Fig. 11(c). Furthermore, the
contours of the imaging results with the IHAF_ICPF method
are obscure in contrast to that of other approaches. Moreover, to
further evaluate the quality of imaging results, the image entropy,
contrast, and the imaging time of each method are summarized
in Table VI, where the image entropy of the imaging results
by using the proposed method is less than that of the PGA
and WVD method, and the contrast of the imaging results of
the proposed method is larger than that of the PGA and WVD

TABLE VI
COMPARISON OF IMAGE ENTROPY, CONTRAST, AND IMAGING TIME

method. The running times of different method are consistent
with the simulation results in Table III. Therefore, considering
the tradeoff between the imaging quality and imaging efficiency,
the proposed method is a promising candidate.

VI. DISCUSSION

ISAR imaging for targets plays an important role in target
detection and recognition thanks to the all-weather, and all-day.
However, for noncooperative targets with complex TM and 3-D
RM, the echoes are companied by SV phase error and high-order
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Fig. 11. Imaging results with different methods. (a) Original model. (b) PGA
method. (c) WVD method. (d) IHAF_ICPF method. (e) Proposed method.

phase error, resulting in poor imaging performance due to the
cascaded compensating mode for TM and RM, especially under
low SNR condition. To obtain high-quality ISAR images for
noncooperative with complex TM and 3-D RM, in this work,
the time-varying instantaneous slant range is introduced where
the LOS is modeled as a function about slow time. In addition,
to eliminate the phase error caused by the cascade compensation
operation, the TM phase error is compensated for by utilizing
the signal that contains prominent scatterers, which can avoid
the residual TM phase error. Meanwhile, to obtain the signal
with prominent scatterers, the similarity between the profiles of
echoes is explored to generate an adaptive denoising filter for
mitigating the effects of noise. The signal coherence is fully
utilized in the azimuth dimension to compensate for the SV
phase errors caused by the RM. The experimental results using
simulations and EM data demonstrate that the proposed method
has a tradeoff between imaging efficiency and imaging quality.

Up to now, the ISAR imaging principle of most existing ap-
proaches is that the 3-D structure of the targets is projected onto a
2-D plane, resulting in an unintuitive target details. Therefore, as
a continuation of the work, from the view of target recognition,
we can explore the approaches for reconstructing 3-D structure
of ship targets.

VII. CONCLUSION

Due to the complex motions of noncooperative, e.g., TM and
3-D RD, existing algorithms cannot obtain satisfactory results.
As a result, in this work, an efficient ISAR imaging method

for noncooperative targets with complex motion is proposed.
First, the geometry and signal model for noncooperative targets
TM and 3-D RM are established, where the high-order 2-D SV
phase error are deduced by utilizing a nonstationary IPP model.
Second, to mitigate the influence of noise, an adaptive denoising
filter is generated by exploring the similarity between the profiles
of echoes. In addition, inspired by the characteristic that all
scatterers share the same TM, the compensating factors are
extracted from the prominent scatterers, which can absolutely
avoid the accumulation of residual TM errors. Meanwhile, the
signal coherence is fully utilized to compensate for the SV phase
errors caused by the RM. The main contributions are as follows.

1) To reasonably describe the mobility of the noncooperative
targets with TM and 3-D RM, the geometry and signal
model with nonstationary IPP are established, where the
high-order phase model is deduced to describe the 2-D SV
phase errors.

2) By exploring the similarity between the profiles of echoes,
an adaptive denoising filter is generated to mitigate the
influence of noise for the purpose of extracting prominent
scatterers.

3) Compared with the existing TM phase error compensation
methods based on parameter estimation, the proposed
method fully utilizes the signal itself as a compensating
factor, which can absolutely avoid the accumulation of
residual errors. Additionally, the signal coherence is fully
utilized to compensate for the TM error. The experimental
results using the simulated and EM data demonstrate the
effectiveness and robustness of the proposed method.
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