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Through Hybrid Parallelization
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Abstract—This article presents the optimization and hybrid par-
allelization of a spatial–spectral feature extraction (FE) method
from hyperspectral images (HSIs) using local covariance matrix
(CM) representation, exploiting hybrid parallelism through mul-
ticore and manycore processors. The aim is to evaluate the per-
formance of parallel versions of this innovative algorithm that
characterizes spatial–spectral information prior to classification
when conducting FE. The HSI is first projected into a subspace,
using the maximum noise fraction method. Then, for each test pixel,
its most similar neighbors are clustered using the cosine distance
measurement. The result is used to calculate a local CM with each
nondiagonal entry characterizing the correlation between differ-
ent spectral bands. Such matrices represent the spatial–spectral
features and are fed to a support vector machine for classification.
To optimize the successive parallelization process, a new version
of the original MATLAB code has been first developed using C
language. This serial version serves as baseline for hybrid paral-
lelization in OpenMP and CUDA. Performance analysis has been
conducted using publicly available HSI datasets, confirming that
our parallel implementation ensures the quality of the classification
while significantly reducing the involved processing times.

Index Terms—Covariance matrix (CM), feature extraction (FE),
graphic processing unit (GPU), hyperspectral imaging (HSI),
parallelization.

I. INTRODUCTION

HYPERSPECTRAL image (HSI) classification plays a cru-
cial role in various application fields. However, when the

training samples available a priori are limited, classification
accuracy can significantly degrade due to multiple causes. To
address this problem, feature extraction (FE) methods, which
include supervised and unsupervised approaches, have been pro-
posed. As a consequence, characterization of the spatial–spectral
information in HSI prior to classification is a fundamental task
in terms of efficiency [1]. In the case of limited availability of
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training samples, the challenge is to find new methods that can
outperform state-of-the-art techniques.

HSIs are made of hundreds of spectral bands [1], where
each pixel is a high-dimensional vector (also defined as spectral
signature) providing spectral information that can be used to
distinguish between different materials [2]. Single pixels carry
information from across the electromagnetic spectrum of an
image; the associated spectral signature is formed by many
contiguous wavelengths, which generally cover the visible and
infrared parts of such spectrum [3]. Their main advantage is the
ability to collect these unique “fingerprints” that can be later
used for classification purposes. Specifically, HSIs enable the
identification of the materials that compose a specific object,
providing a better understanding of the scene under analysis. For
this reason, they have been widely used in many applications,
such as target and change detection [4], [5], image enhancement
[6], and classification [7].

Nevertheless, the huge amount of data collected needs to be
processed and analyzed, typically using complex algorithms
with a heavy computational burden, reducing the amount of
time required as much as possible. This fact often prevents
the use of HSI-based systems in applications with real-time
or near real-time constraints. Parallel processing using paral-
lel hardware devices, such as field programmable gate arrays
(FPGAs) and graphic processing units (GPUs), offers a possible
solution for this problem. For example, many works describe the
implementation of the entire unmixing chain into GPUs [8], [9],
[10], [11], [12], providing the fastest results with independence
of the size and content of the HSI and the characteristics of the
used GPU architecture [12].

This work presents the optimization and hybrid parallelization
of an innovative method to simultaneously exploit the correlation
among different spectral bands and the spatial information in the
HSI, allowing for a more discriminative FE process, through the
concept of local covariance matrix representation (LCMR).

This article is organized as follows. Section II provides a
review of relevant related works. Section III presents the al-
gorithm for spatial–spectral FE with LCMR and support vector
machine (SVM) classification, which we have considered for
parallelization purposes. Section IV presents the code opti-
mization from the original MATLAB algorithm to the serial C
language version, together with parallelization techniques for
this method using OpenMP paradigm and CUDA language.
Section V discusses the conducted performance analysis, which
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compares serial and parallelized versions with the same pub-
licly available HSI images (standard test datasets used in the
remote-sensing field). Finally, Section VI concludes this article.

II. RELATED WORK

A. Parallelization Challenges

HSIs are widely used in a variety of fields, due to their richness
of information, such as image processing [5], [6], [7], [8], [9],
[10], [11], [12], [13], precision agriculture [14], urban mapping
[15], and environmental monitoring [16].

Hyperspectral sensors acquire scenes at different wavelengths
of the electromagnetic spectrum and they produce a cube [17].
Contiguous wavelengths are grouped into bands, and each pixel
is represented by three components (x, y, z), where x and y denote
the two-dimensional spatial position, whereas z identifies the
band. Due to its high memory size (that can range from hundreds
of megabytes up to many gigabytes) and the complexity of the
algorithms used, HSI analysis is characterized by high computa-
tional requirements. Therefore, different approaches have been
designed to reduce information redundancy, caused by the high
correlation between adjacent bands of the HSI [18]. A common
strategy is dimensionality reduction (DR), which produces a new
compact dataset by applying a transformation based on a suitable
criterion. Another approach is the band selection (BS), which can
be divided into supervised and unsupervised BS [19], [20], [21].
Newer methods are based on the distance covariance descriptor
for exploring spectral–spatial relationships, especially linear and
nonlinear interdependence in the spectral domain, or on the
principal component analysis (PCA) combined with the 2-D
singular spectral analysis [22], [23].

An important aspect in HSI processing is that pixel resolution
is generally not fine enough to separate different endmembers
[4]. As a consequence, there is the need to develop real-time
implementations of spectral unmixing techniques [24].

A possible downside is the processing of huge amounts of
data, typically using complex algorithms with a considerable
computational burden. This can limit their use in applications
under real-time or near real-time constraints. Parallel processing
using appropriate hardware devices offers a possible solution [3].

B. Available Parallelization Techniques

To accelerate processing speed and reduce storage for the clas-
sification, a series of parallel and distributed-based approaches
have been proposed [25], [26].

Anomaly detection is another field where recent advances
require parallel and distributed systems for efficient implemen-
tations [27].

This poses issues for their applications in real-time contexts
without the aid of proper high-performance computing (HPC)
techniques and technologies [28]. More specifically, the latter
have been used in many works for various stages of the unmixing
process because of their speed [29], [30], whereas GPUs are able
to implement the entire unmixing chain with optimal results,
independent to the specific HSIs and the device model involved
[8], [9], [10], [11], [12]. Other approaches make use of OpenCL
(Open Computing Language), a high-level design language that
can efficiently parallelize code on multiple types of devices [12].

Moreover, in recent years, cloud computing has emerged
as the new paradigm for many remote-sensing parallelization
and optimization applications. In fact, a cloud-based technique
has been developed for spectral analysis and compression of
HSIs of the autoencoder deep neural network for nonlinear
data compression [31]. In addition, cloud computing is used for
deep learning inference at FE, metric mapping, and semantic
segmentation [32].

In specific remote-sensing contexts, especially in onboard
scenarios where high computational complexity algorithms are
extremely useful though demanding, low power consumption
HPC architectures are promising solutions [33].

1) Hybrid Parallelization: Hybrid parallelism is a form of
parallelization technique that makes use of different languages
or methodologies, which are combined together in a specific
application or approach.

Recently, a combination of model and data parallelization
methods has been proposed to minimize communication over-
head in multidevice parallel training of DNN models. More-
over, a hybrid CPU-GPU real-time implementation of the un-
mixing chain has been proposed that makes use of GPU’s
CUDA CuBLAS library for linear algebra routines, together
with OpenMP and BLAS for multicore parallelization [10]. In
fact, performance of existing parallelization methods can still be
improved by optimally allocating model computations and data
partitions to the devices for better model training performance
[34].

In this work, a hybrid parallelization approach has been
implemented combining two parallel programming languages:
OpenMP and CUDA for GPU.

2) OpenMP: OpenMP is a standard application program-
ming interface for shared memory programming [35]. It com-
prises compiler directives, library routines, and environment
variables that make this an easy parallel and portable program-
ming model [36].

3) CUDA: NVIDIA’s Compute Unified Device Architecture
(CUDA) is a coevolved hardware–software architecture that
enables the development of massively parallel programs with
GPUs providing a development environment using C program-
ming language [37], [38]. Threads run on streaming processors,
each executing the same portion of code in single-instruction-
multiple-thread fashion [39].

GPUs can be understood as an array of independent proces-
sors. Each of these processors corresponds with an indepen-
dent thread of execution. The parallelism that can be inferred
in this architecture totally differs from the FPGA architecture
parallelism. Hence, the parallelism inferred in the GPU can be
efficiently exploited when there is a situation in which a set of
operations is to be independently performed to many different
elements of a dataset.

The GPU models used in this work are the Tesla K40c active
and the GeForce RTX 2080: this kind of accelerators can process
datasets that have twice the dimensions of previous models, since
they have an integrated memory of 12 GB of RAM. This family
of devices can have up to ten times the performance of CPUs
thanks to the GPUBoost functionality, by converting available
power in performance increase, which is directly managed by
the user. For the Tesla model, the main characteristics are a
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memory bandwidth of 288 GB/s with 2880 CUDA cores and a
maximum power consumption of 235 W; the system interface
is a PCI Express 3.0 × 16 with a clock frequency of 875 MHz.

In the case of the RTX device, the bandwidth is 448 GB/s
with 2944 CUDA cores with a clock frequency of 1.8 GHz and
a maximum power consumption of 225 W; the system interface
is a PCI Express 3.0 × 16.

C. Classification Methods

HSI classification is one of the main challenges regarding their
processing. Various classifiers have been adopted, including
SVMs [40], neural networks [41], random forests [42], and
sparse representation techniques [43]. However, when a priori
training samples are limited, the accuracy [40], [41], [42] can
significantly degrade due to the Hughes effect. To find a subspace
in which the separability among the transformed samples can be
enlarged, many FE methods have been developed, which can
be both supervised (e.g., linear discriminant analysis [44]) and
unsupervised. Regarding the latter, typical approaches are PCA
[45], independent component analysis [46], and maximum noise
fraction (MNF) [47].

More specifically, SVMs represent an important classifier in
this context. Many works have benefited from this approach
since the SVMs can deal with small-sized training datasets
and provide higher classification accuracy than other traditional
methods. Besides, SVMs have high memory efficiency and
strong generalization [48].

A convolutional neural network (CNN) based on one-
dimensional SVM convolution operations has been proposed
to perform pixel-based classification with one-dimensional HSI
signatures, analyzing each pixel spectrum independently from
the pixel spatial neighborhood [49].

Another application concerned a novel PCA and segmented-
PCA (SPCA) based multiscale 2-D-singular spectrum analysis
(2-D-SSA) fusion method for joint spectral–spatial HSI FE and
classification [50]. PCA and SPCA are used for spectral dimen-
sion reduction, whereas multiscale 2-D-SSA extracts abundant
spatial features at different scales and is followed by PCA for
DR. The obtained multiscale spatial features are then fused to
form multiscale spectral–spatial features, whose performance is
evaluated using the SVM classifier.

D. Spatial–Spectral FE and Covariance Matrix (CM)
Approaches

Spatial and spectral information are used together to achieve
superior classification performance. A recent example imple-
mented Gabor filtering for spatial FE in conjunction with sparse
random projections for spectral FE and DR. Finally, a super-
vised classification with a 3-D CNN performed volumetric data
analysis [51].

Many spatial–spectral FE techniques have been proposed in
recent years, such as the extended morphological profile, which
extracts spatial information based on the structure of HSIs using
morphological operations [52]. Based on the assumption that
there is a strong correlation among neighboring pixels, various
works use edge-preserving filtering to combine spatial and spec-
tral information [53], [54].

In addition, deep learning algorithms have been used, such as
CNNs, due to their success in the computer vision community
[55], [56], [57], [58]. In all these cases, usually a DR method
is first applied. The resulting bands are therefore processed
separately by the filters or feature descriptors. However, the main
drawback of deep models is the need of large labeled datasets to
be successfully trained.

Another approach when using a limited number of training
samples is based on the SuperPixel-based multiple statistical
FE [59]. For each dimension-reduced pixel obtained by MNF,
the most similar superpixel-based neighbors of different sizes
are highlighted based on the spatial structures of the HSIs to
exploit contextual spatial information. Then, the mean, covari-
ance descriptor, and a Gaussian feature are extracted to explore
spatial geometry information, correlations between spectral
bands, and spatial–spectral variations. Next, multiple kernels
map these features in the Euclidean and Riemannian manifold
spaces (MSs) to a uniform Hilbert space and embed them into a
multitask kernelized sparse representation classification model,
effectively fusing the features for classification performance and
robustness.

LCMR is an effective feature representation method that
can make use of the correlation between different features and
is applied for fusion of spatial and spectral data [41], [42].
Each nondiagonal element represents the covariance between
two features. The aim is to obtain discriminative features of
different pixels by computing CMR from the local neighborhood
determined by a sliding window.

III. ALGORITHM CONSIDERED FOR PARALLELIZATION

In this article, we present a parallelization of a spatial–spectral
FE method for HSIs using local CM representation, to highlight
correlation between spectral bands and their spatial-contextual
information.

To exploit this method, a novel LCMR approach is proposed,
enabling a more discriminative FE process.

Here, the first step is the application of the MNF-based DR
to the input HSI, useful to reduce the computational complexity
and to remove noise. Its aim is to identify a linear transformation
matrix to maximize the SNR.

After that, for each test pixel of the image, the K−1 most
similar neighboring pixels are measured using cosine distance.
A window with size T×T is used to extract the neighbors of
a central pixel; then, the cosine-distance-based K-NN filter is
computed on these pixels. Such local neighbors are both spatially
and spectrally close to the reference pixel. This approach is
used because of its simplicity and effectiveness, especially for
classification purposes [60], [61]. In addition, it does not need
careful parameter setting or heavy computational burden [43],
[62]. The next step is the CM calculation for the K pixels, the
test pixel, and its neighboring ones. Each nondiagonal entry of
the CM represents the correlation among two spectral bands.
Finally, such covariance matrices are given as input to an SVM
as spatial–spectral features, for the final classification and la-
bel assignment with the Log-Euclidean-based kernel, since the
covariance matrices lie on the Riemannian MS and not on the
Euclidean space. In fact, a regularization is necessary to serve as
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Fig. 1. Flowchart of the LCMR approach, showing all the main steps [1].

Algorithm 1: Original Classification Algorithm.
1: Load HSI
2: Define and initialize parameters: labels, number of

classes, window_size, K, number of training iterations
3: MNF for dimensionality reduction
4: if FE not done:
5: LCMR
6: else
7: Load the FE HSI
8: end
9: for i from 0 to n_training_iterations:

10: Generate the sample image
11: Set variables for training and test sets
12: Calculate covariance matrix
13: Apply SVM for classification
14: Calculate error matrix
15: end
16: Build the classification matrix and print as output

input for learning algorithms. Fig. 1 shows the following main
consecutive steps of the considered classification method: 1)
MNF-based DR; 2) cubes localization; 3) cubes vectorization
resulting in MNF feature matrices; 4) KNN-based neighboring
pixel refining; 5) local CM calculation; and 6) kernel-based SVM
for label assignment.

The SVM is executed using the LIBSVM library [63] adopting
a Gaussian kernel. In this case, the number of MNF PCs is the
same as in the case of LCMR.

The pseudocode in Algorithm 1 presents the structure of the
algorithm: after loading the HSI to be processed, all parameters
are defined and initialized. This is followed by the MNF and by
the LSMR if the FE has not been done already, otherwise the
processed image is loaded for the successive steps.

During training, the sample image is generated together with
setting all variables for test and training sets; hence, the CM
is calculated, followed by the SVM; finally, the error matrix is
obtained.

The output is represented by the classification matrix.

IV. CODE OPTIMIZATION AND PARALLELIZATION

A. Optimization in C Language

The original algorithm was developed in MATLAB and eval-
uated using a set of synthetic images that represent standard HSI
testbed. It defines 9 classes as final output, 25 as the window size,

102 as the K-NN parameter, and 36 samples used for training.
Usually, a good practice is to have a number of samples that
is approximately 5 times the number of labeled pixels in the
classes. In this case, an appropriate compromise is to have 4
samples per class, as presented also in [1].

The first step is to perform DR by applying the MNF algorithm
to the image.

Since it is done multiple times, the next step is to check
whether FE has already been applied to the image: if so, the
processed image is loaded, otherwise the LCMR method is per-
formed taking into account both previously defined parameters
and the result of the MNF. Successively, the sample image is
generated to train the algorithm. The outputs, which are the test
and training ids, labels, covariance, and K-NN matrices, are then
used as input for the classification with SVM. To highlight the
classified pixels, different colors have been used in order to have
a clearer representation of the classification map.

Since the aim of this work is to evaluate the performance of
a parallelization using multicore and manycore approaches, the
first step of the optimization is to convert the original MATLAB
code into a serial C algorithm. This is very useful because both
OpenMP and CUDA languages are written on a C code base.

Therefore, attention has been paid to maintain all the elements
of the original approach: DR, covariance calculus, training and
test of SVM, and errors processing. The algorithm initializes all
parameters and calculates MNF and LCMR; then, memory is
allocated for all variables and parameters in order to apply SVM.

B. Proposed Hybrid Parallelization

The presented approach is suitable for the use of the libsvm li-
brary; therefore, this has been integrated into the algorithm as the
classification step. It is preceded by DR with the MNF approach,
followed by the LCMR. This choice has been made because
this function is already optimized in terms of performance and
accuracy of results. After that, profiling is performed.

This has also influenced the hybrid parallelization process,
combining parts with OpenMP and other portions of code using
CUDA language on GPU.

In particular, the SVM classification has not been subject of
parallelization, since this is not the most burdensome part of
the computation, whereas the best results can be obtained by
parallelizing all the matrices calculations, which make up about
80% of the whole methodology. Moreover, the training of an
SVM model is not a task that can be efficiently implemented
on GPUs, since the obtained acceleration is very low [64].
The sample generation has been parallelized using OpenMP,
together with the error calculus after applying SVM: in fact, the
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entire function errorMatrixGeneration, which is the first to be
applied, is composed of a for loop with many operations to be
done and this can be efficiently parallelized. Following this part,
accuracy estimation has been kept in the serial C version. On the
contrary, the training part of the algorithm has been optimized
using CUDA on GPU. cuBLAS library has been adopted, since
it allows faster linear algebra computations, whereas the rest of
the training phase has been parallelized with OpenMP.

The pseudocode in Algorithm 2 shows the hybrid paralleliza-
tion approach: after all parameters and variables initialization,
the HSI is loaded and memory is allocated for all matrices
involved in the algorithm.

If the FE has not been done previously, the minimum noise
fraction, followed by the LCMR, is performed; otherwise, the
already processed image is loaded.

The successive step is to first allocate memory in the host CPU
for all data involved in the learning and classification phases and
then allocate memory in the device GPU for data involved in the
training phase, since this is the part that is parallelized with
CUDA. Hence, data are copied from host to device memory
and grid and blocks are initialized for the execution of the GPU
kernel for the training. The sample image is generated in parallel,
by creating a matrix containing samples for each class. The
threads copy from the input images a subset of the spectral pixels
ensuring that the classes are balanced. Here, the cuBLAS library
has been adopted because it is a standard library for arithmetic
operations. To use this library, a special variable called handle
is declared and initialized. This variable stores all information
need by the library to perform the operation and is given as
first input parameter to all the cuBLAS functions. In particular,
the cublasDgemm routine has been adopted. It computes the
standard matrix–matrix product, which can be used to estimate
the CM. This routine takes as input two matrices already stored
in the GPU memory and performs the multiplication, saving the
resulting matrix in the GPU memory. It also allows to automati-
cally transpose the input matrices, if needed by the computation.
Moreover, it adopts the column-major matrix storage format.
This is not the standard data layout for the C language, which
adopts the row-major format. This issue is solved by exploiting
the property of the matrix–matrix multiplication and transposing
the first input matrix.

The entire training is performed in CUDA, generating
the sample image, applying covariance, followed by copying
the output data back from device GPU to host CPU, since
the cublasDgemm library stores the results only in the GPU
memory space.

OpenMP parallelization is used to calculate probability values
for the classification, which is not parallelized on the GPU (since
it is not the most demanding computational phase in this specific
case), together with the SVM prediction step. In particular,
the #pragma omp parallel for directive has been exploited. It
distributes the different for loop iterations among the parallel
threads. Moreover, it accepts clauses to manage data partitions
and load balancing. The shared and private clauses indicate
which data are private to a single thread and the information
shared among all threads, respectively. In the proposed parallel
implementation, the loop variables, such as the indices, are kept
private to the single thread while the covariance matrices are

Fig. 2. Summary of the proposed hybrid parallelization strategy. The vertical
black dashed line represents the separation of the address spaces of CPU and
GPU. The blue dashed arrow represents the memory copy from host to device,
whereas the red dashed arrow denotes the data copy from device to host.

shared among the threads. Concerning the load balancing, it is
managed by the schedule clause. OpenMP gives five possible
scheduling modes, namely static, dynamic, guided, auto, and
runtime. In the static mode, the iterations are equally distributed
among the threads. On the other hands, the dynamic scheduler
iterations are organized in chunks and each chunk is assigned
to a thread. The chunks are assigned to the threads following
the “first-come first-do” approach. The guided mode is a special
case of the dynamic scheduler in which the chunk size is not
fixed but it is exponentially decreasing. The auto mode and the
runtime mode demand to the operating system the choice of the
scheduling approach. In this case, after several experiments, we
choose the dynamic scheduling, since it is the one with the lowest
processing times. Fig. 2 summarizes the hybrid parallelization
approach, highlighting the data transfers between host and de-
vice. The blue dashed arrow denotes the data transfer from host
to device, whereas the red dashed arrow indicates the copy from
device to host.

The error matrix is calculated without parallelization and, at
last, all memory allocations in the CPU are freed.

The sample generation code has been parallelized using
OpenMP: for each class, regarding the test set, the id, label,
and class index initializations have been parallelized. After that,
the training data are set and the sample is generated, as shown
in Algorithm 3.

Also, the error matrix calculation has been performed with
OpenMP (see Algorithm 4); after loading memory, parameters,
and variables, the main cycle for generating the matrix is paral-
lelized. Finally, the accuracy is evaluated.

V. DISCUSSION

To analyze the performance of the parallelized algorithm and
evaluate the differences with the serial version, a set of real
HSIs, which are widely used in the remote-sensing field, have
been adopted.
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Algorithm 2: Hybrid Parallelization Approach.
1: Parameters and variables initialization
2: Read HSI
3: Host memory allocation for all matrices involved
4: if FE not done:
5: Apply MNF
6: Apply LCMR
7: else
8: Read the already processed image
9: end

10: Host memory allocation for all data involved in
learning and classification

11: Device memory allocation for data involved in training
12: Copy data: host -> GPU device
13: Grid and blocks initialization for GPU kernel

execution
14: cublasCreate(&handle);
15: cudaStreamCreate(&stream1);
16: for i from 0 to n_training_iterations:
17: Generate the sample image
18: loadTrainData<<<dimGrid,dimBlock>>>…
19: cublasDgemm( …); for covariance calculation
20: cudaDeviceSynchronize();
21: end
22: Copy data: GPU device -> host
23: #pragma omp parallel for private(jj,j)

schedule(dynamic)
24: {
25: OpenMP parallelization of the probability values

for each pixel, for the classification step
26: }
27: Apply SVM training function
28: #pragma omp parallel for private(j) schedule(dynamic)
29: {
30: OpenMP parallelization of SVM prediction step
31: }
32: Error matrix calculation
33: Free memory allocations

Computation has been performed on an Intel Processor
i7-3770 working at 4.08 GHz with ten iterations for the training
part.

The first validation has been performed between the serial C
version and the original MATLAB code [1] to ensure that the
results were the same. Then, the hybrid parallel version results
have been compared against the C serial version. In this case,
the classification accuracy differed for only about 10-3 between
the two implementations. Therefore, the error introduced by the
parallel version is negligible considering that accuracy is often
expressed as a percentage.

More specifically, the same datasets involved in the analysis
of the serial implementation have been adopted, for comparison
purposes [1], which are as follows.

1) University of Pavia: Acquired by the ROSIS-03 sensor
over the campus at the University of Pavia, Pavia, Italy.

Algorithm 3: Sample Generation.
1: for each class:
34: #pragma omp parallel for private(i)
35: {
36: OpenMP parallelization of:
37: - id and label initialization for the test set
38: - Initialization of the class_index
2: }
3: Set the training data
4: Construct the sample

Algorithm 4: Error matrix calculation.
1: Load parameters and initialize variables
2: Load memory
3: Apply error matrix generation function:
39: #pragma omp parallel for private(variables)

schedule(dynamic)
40: {
41: OpenMP parallelization of the main for cycle that

represents the generation
42: }
43: Kclass accuracy calculation
44: Overall accuracy calculation

This dataset contains 103 spectral bands after the noise-
corrupted bands are discarded; each band is of size 610
× 340. The spatial resolution is 1.3 m, and the spectral
coverage ranges from 0.43 to 0.86 µm.

2) Pavia town center: Acquired by the same ROSIS-03 sen-
sor over the town center of Pavia, Italy. This dataset con-
tains 102 spectral bands after the noise-corrupted bands
are discarded; each band is of size 1096 × 1096. The
spatial resolution is 1.3 m, and the spectral coverage ranges
from 0.43 to 0.86 µm.

3) Indian Pines: It covers the agricultural Indian Pines test
site in Northwestern Indiana and was collected by the
AVIRIS sensor. The dataset is of size 145 × 145 × 220,
with a spatial resolution of 20 m and a spectral range from
0.2 to 2.4 µm. Before the classification, 20 spectral bands
(i.e., 104th–108th, 150th–163rd, and 220th) are discarded
due to low SNR. The HSI image contains 16 classes.

4) Salinas: This image was also collected by the AVIRIS
sensor over the Salinas Valley, CA, USA. The dataset is
of size 512 × 217 × 224, with a spatial resolution of 3.7
m/pixel. Before classification, 20 water absorption bands
were removed (namely: 108th–112th, 154th–167th, and
224th).

Different parameters have been evaluated, which are as fol-
lows.

1) Processing time and speedup: The main loop of the al-
gorithm is subject to parallelization with both OpenMP
and CUDA, hence the analysis focused on the comparison
between this version with the MATLAB and the C codes,
together with the speedup parameter. It can be observed
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TABLE I
PERFORMANCE ANALYSIS IN TERMS OF PROCESSING TIMES FOR THE MAIN

FOR LOOP

Fig. 3. Speedup of the C language implementation regarding the MATLAB
original version: this parameter progressively decreases with the increase of the
HSI dimensions, even though it is almost always over 1. This means that, apart
from the Pavia town center image (for which the MATLAB algorithm remains
the fastest to complete), in all other cases, the combination of OpenMP and
GPU is the best one in term of elaboration times. In particular, the best results
are obtained in the comparison with the C code.

from Table I that, among the two serial versions, MATLAB
is always faster than C language. In fact, the four images
under evaluation have been tested applying ten iterations
for the training, showing the main for loop, where the
parallelization is implemented. The serial C version is
slower than MATLAB code, whereas the parallelized al-
gorithm greatly decreases computation times by a factor
between 5,31 and 12,25 in the case of C version and
in the range [0,89-2,61] for the original code. However,
the parallelization significantly reduces elaboration times,
making this approach the fastest one, as can be highlighted
also by the speedup. In the case of the smaller images, it
can reach a value higher than 10 for the C code and it
is usually twice as fast as the MATLAB implementation.
In the case of the speedup, this progressively reduces with
the increase of the dimension of the image to be processed
(see Fig. 3).

2) Processing time and speedup for the generation of covari-
ance matrices and noise reduction parts: Due to the nature
of the algorithm, these portions of code were parallelized
using only OpenMP and not through hybrid paralleliza-
tion (see Table II). Concerning the speedup for the C
implementation, the parallelization shows better results
for all the images, whereas the MATLAB version remains
faster than the other two approaches. This is due to the
HSI images used (details of each image are reported in
Table III) and, more importantly, due to the nature of the
algorithm, which does not allow to parallelize many parts,
since it has a series of sequential steps.

TABLE II
PERFORMANCE ANALYSIS IN TERMS OF PROCESSING TIMES FOR GENERATION

OF THE COVARIANCE MATRICES AND NOISE REDUCTION

TABLE III
CHARACTERISTICS OF THE PROCESSED HSIS

Fig. 4. CPU usage for different parts of the algorithm.

3) Another important parameter is the percentage of CPU
used in different portions of the code. Fig. 4 shows the
amount of work done for two specific parts of the algo-
rithm: The main loop and the error matrix generation.

The Tesla K40 device is a mature technology that has been
developed mainly for HPC purposes, whereas the RTX 2080
model is an evolution of the Tesla family of GPUs and it has
been conceived not only for the HPC field, but also for graphics
applications. Its clock is higher than the first GPU, therefore in
terms of throughput, the RTX 2080 is faster.

As a consequence, tests performed with the RTX model
aimed at minimizing possible outliers due to the different
configurations of this device. Hence, 400 iterations have been
done for each of the four datasets available. As shown in
Table IV, execution times are comparable among the two GPUs
for the smaller datasets, due to their reduced dimensions that
do not allow to fully exploit GPU advantages. However, in the
University of Pavia dataset, even though both GPUs have similar
execution times, it is possible to note a better speedup in the
case of the RTX 2080 device. Moreover, the Pavia town center
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TABLE IV
PERFORMANCE COMPARISON WITH TWO GPU MODELS

dataset shows a reduction in the RTX 2080 model, which can be
observed also considering the speedups.

The reason for the different performance of the two boards
is the architectural organization of the CUDA cores. The Tesla
K40c GPU features 15 SMX and can then process 15 threads
blocks in parallel. On the other hand, the RTX 2080 board is
equipped with 128 SMX, allowing to process more blocks in
parallel than the Tesla K40c board. This is a critical issue when
the data dimensionality increases. In other words, more SMX
allow to process more blocks in parallel and to elaborate more
data at the same time. When the data dimensionality is low,
the number of blocks processed in parallel is no more a critical
issue, whereas having more cores inside the same SMX allows
to obtain a better performance since more cores can process data
while the others are accessing the memory. These considerations
are supported by the processing times of Table IV, where the
Tesla K40c GPU achieves the best performance with the two
smallest image, whereas the RTX 2080 board outperforms the
first device with the other images.

VI. CONCLUSION

This article presents the optimization and hybrid paralleliza-
tion of an FE methodology applied to HSIs, using the LCMR.
Our aim is to accelerate the execution of the original MATLAB
code and optimize portions of the algorithm, which are suitable
for OpenMP (multicores) and CUDA (manycores). The hybrid
parallelization approach, in contrast with solely OpenMP or
CUDA, has been evaluated as a better option, since it allows
to optimize every eligible portion with the most appropriate
parallelization technique. For this reason, a first optimization
has been performed by obtaining a new serial version of this
algorithm in C language, since this is the backbone of both
OpenMP and CUDA parallelization. The algorithm applies, at
first, a DR with the maximum noise reduction operator, then the
LCMR is calculated for FE purposes. After that, the SVM is
used for the classification and, at last, the error matrix calcula-
tion is performed and the classification matrix is produced as
output. Specific parts of the procedure have been written with
the addition of OpenMP directives, such as the generation of
the sample and the error matrix calculation. Concerning GPU
implementation, CM calculation has been performed with this
approach. This version has been tested using four test sets of real
HSIs, which are usually applied in the remote-sensing context.
The parallelized solution demonstrates optimal results compared
to the serial C code while performance remains faster in the case
of the original MATLAB implementation. This is due to the
dimensions of such images and also the nature of the algorithm,
which does not allow complete parallelization.
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