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A 40-Year 1-km Daily Seamless Near-Surface Air
Temperature Product Over Yellow River
Basin of China

Meiling Gao ", Huihui Xu"”, Zhenyu Tan

Abstract—Near-surface air temperature (NSAT) is an important
environmental parameter; however, there is a lack of long-term,
fine-scale NSAT products that offer complete spatiotemporal con-
tinuity. Although several available products cover different periods
and regions, obtaining gridded NSAT data outside of the provided
regions and periods remains challenging. Using multiple source
data (ERAS5-Land, global land data assimilation system, remotely-
sensed data, and several auxiliary factors), a new high-efficient
framework for estimating NSAT is presented using the random
forest algorithm and implemented on the Google Earth Engine
platform in this study. Thereby, the 1-km daily seamless NSAT
product (containing daily maximum, mean, and minimum) from
January 1st 1981 to December 31st 2020 over the Yellow River
Basin in China is generated. To our knowledge, this is the first
product that satisfies the conditions of high resolution, seamless
coverage, and long-term continuity simultaneously for the Yellow
River Basin. Tenfold cross validation shows that the RMSE, MAE,
and R? for the maximum NSAT are 1.746-1.932 K, 1.351-1.486 K,
and 0.968-0.974, respectively; for the mean NSAT are 1.219-1.354
K, 0.940-1.035 K, and 0.984-0.987; and for the minimum daily
NSAT are 1.663-1.732 K, 1.280-1.322 K, and 0.975-0.997. In ad-
dition, a user-friendly NSAT estimation tool was developed for the
first time, enabling users to derive NSAT products for specific areas
and time periods of interest. Evaluation of the tool indicates that
the accuracy of temporally extended NSAT is satisfactory, while
the accuracy of spatially extended NSAT is lower compared to the
original region. The generated long-term finer-scale NSAT product
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and the developed NSAT estimation tool hold potential benefits for
ecoclimate researchers and environmental policy makers.

Index Terms—ERAS5-land, global land data assimilation system
(GLDAS), remotely-sensed data, Google Earth Engine (GEE),
random forest (RF), near surface air temperature (NSAT).

1. INTRODUCTION

EAR-SURFACE air temperature (NSAT) typically refers
N to the air temperature measured 1.5-2.0 m above a surface.
A high-accuracy and fine-scale seamless NSAT product can be
valuable for various environmental applications. For example,
NSAT is widely utilized in assessing responses to global warm-
ing [1], [2] and the impacts of drought hazards [3]. It can provide
supplementary information for intelligent agriculture [4] and
plays a crucial role in evaluating urban ecological environments
[5], [6]. The significance of NSAT as an essential parameter in
earth system-related studies has increased in recent years. In
addition to mean NSAT, which is commonly used at different
spatial or temporal scales, extreme NSAT is also of great im-
portance. For instance, the daily NSAT range, calculated as the
difference between the daily extreme maximum and the daily
extreme minimum NSAT, significantly affects plant growth [7].

Several methods can be used to obtain the extreme and
mean NSAT. In situ measurements are a traditional method
for acquiring NSAT with higher accuracy [8]. However, the
sparse distribution of in situ observation stations limits its ap-
plication over large-scale regions. Thus, several methods have
been developed to derive the spatial distribution of NSAT [9],
[10], [11], [12], [13], [14]. Mapping the spatial distribution
of NSAT based on remotely-sensed land surface temperature
(LST) and auxiliary variables becomes a valid method because
NSAT and LST correlate strongly, and satellite sensors can
easily provide gridded LST [9], [15], [16]. For example, Dos
Santos [17] estimated the daily maximum air temperature in
London using machine learning and MODIS LST data. Shen
et al. [18] mapped the daily air temperature over China using
a deep belief network based on MODIS LST. Zhang et al. [9]
estimated hourly NSAT by blending geostationary datasets from
the two-satellite system of the GOES-R series. However, most of
these previous studies covered only short-time periods, typically
one year, and their products were spatially discontinuous due to
missing remotely-sensed LST pixels [9], [18], [19]. The NSAT
products retrieved through remotely-sensed LST usually have
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finer spatial scales, but cloud contamination of the original LST
data often results in the NSAT not being spatially continuous
unless a remedial strategy is adopted to extrapolate the missing
pixels.

Besides the methods based on satellite-derived LST with aux-
iliary variables for NSAT estimation, simulation with dynamic
models [20], [21] is also an efficient way to retrieve NSAT. For
example, global land data assimilation system (GLDAS) encom-
passes an enormous archive of modeled and observed global
and surface meteorological data, parameter maps, and output. It
includes 1° and 0.25° resolution simulations of several different
land surface models, from which NSAT can be obtained [22].
ERAS5-land (land component of the fifth generation of European
Re-Analysis) is a global dataset published by European Centre
for Medium-Range Weather Forecasts (ECMWF) that contains
NSATs with a spatial resolution of 0.1° and a temporal resolution
of 1 h [23]. The China Meteorological Forcing Dataset contains
several meteorological parameters, including NSAT, with a res-
olution of 0.1° and a temporal resolution of 3 h [24]. Many
other datasets also provide the 2-m temperature product, such
as CLDAS [25] and NCAR-NCEP reanalysis datasets [26]. Such
NSAT products usually cover a long period and update regularly,
and they are seamless in space and have a fine-grained temporal
interval. However, their spatial resolutions are relatively coarse
(e.g., 0.1° for ECMWEF and 0.25° for GLDAS products). These
coarse resolutions for NSAT are insufficient for recognizing
details in regional related applications.

The methods for retrieving NSAT based on satellite-derived
LST often suffer from spatial discontinuity caused by cloud
contamination or sensor issues, while reanalysis or modeling
products tend to have coarse spatial resolutions. Consequently,
some researchers have explored using gap-filled LST to estimate
NSAT [19] or downscaled reanalysis and modeling datasets [10].
Recent studies have started to estimate NSAT by combining
remotely-sensed LST with modeling or reanalysis products
instead of relying on a single LST source [27], [28], [29].
Numerous studies have focused on developing NSAT estimation
models and generating products with finer spatial resolutions and
shorter temporal intervals, covering longer periods. For instance,
Chen et al. [27] developed a 1-km daily averaged surface air
temperature product over mainland China for 2003-2019 using
MODIS LST and GLDAS datasets. Fang et al. [30] combined in
situ data, remotely-sensed data, and reanalysis data to retrieve
the 0.1° daily maximum, minimum, and mean NSAT in China
from 1979 to 2018. Zhang et al. [29] generated the 1-km daily
mean air temperature for the Tibetan Plateau from 1980 to 2014.
However, to our knowledge, it remains challenging to find an
NSAT product that simultaneously satisfies the requirements
of high spatial resolution (e.g., 1-km), small temporal intervals
(e.g., daily), spatial-temporal seamlessness, coverage of long-
term periods, and inclusion of both extreme and mean values.
Furthermore, the existing products are not easily extendable to
other time periods and regions, leaving users with limited options
until the release of new versions. Therefore, there is a need to
provide an accessible tool for users.

Considering that the Yellow River Basin of China has been
identified as a national priority for ecological protection, the
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Fig.1. Map of the Yellow River Basin (in situ observations from 2020 depicted
as small points. Stations that have maintained their locations since 1981 are
represented by red points, while stations that have changed locations at least
once since 1981 are denoted by blue points).

variations in extreme and mean air temperature hold significant
importance for the ecological functions of the basin. This study
focuses on addressing the aforementioned gaps within this par-
ticular basin. The main objectives of this study are as follows:
1) establishing a new technical framework for estimating NSAT
and generating a 1-km daily extreme and mean NSAT product
for the period of 1980-2020 over the Yellow River Basin Region
of China; and 2) developing a user-friendly tool for generating
NSAT for different time periods and regions.

The rest of this article is structured as follows. Section II
describes the data and methods used to produce the NSAT.
Section III provides a brief overview of the results and analysis
of the NSAT product. Section IV presents the generated dataset
and the NSAT estimation tool. Section V include the discussion.
Finally, Section VI concludes this article.

II. MATERIALS
A. Study Region

The Yellow River Basin (E 96°-119°, N 32°-42°) is a region
impacted by Yellow River geographically and ecologically. It
spans across nine provinces of China, as depicted in Fig. 1. The
western part of the region exhibits higher elevations compared to
the eastern part, creating a significant height disparity between
the two. The Yellow River Basin is characterized by numerous
mountains and distinctive landforms that vary across different
areas within the basin. Moreover, due to its location in the mid-
dle latitude region, the basin experiences complex atmospheric
and monsoon circulation patterns, resulting in diverse climates
across its different sections. In addition, it is worth noting that the
Yellow River Basin is recognized as one of the most vulnerable
areas in China [31].

B. Methodology

In generating the 40-year extreme and mean NSAT with
finer spatial and temporal resolution, it is important to consider
computational cost and data storage. The Google Earth Engine
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TABLE I
DATA SOURCES USED FOR 1-KM DAILY NSAT PRODUCT GENERATION

Variables Data sources
NSAT In situ observation
LST GLDAS/ERAS-Land
Downward
shortwave GLDAS/ERAS-Land
radiation
Downward GLDAS/ERAS-Land
longwave radiation
Specific humidity GLDAS/ERA5-Land
Precipitation speed GLDAS/ERAS-Land
Wind speed GLDAS/ERAS5-Land
NOAA AVHRR NDVI before
NDVI/EVI February 2000, and MODIS EVI
since February 2000
Population GHSL dataset for period before
2000, and GPWv4 since 2000
MERIT DEM for period before
DEM 2000, and NASA SRTM since
2000
Slope Calculated by DEM
Others Longitude, Latitude, Year, Month,
Day of Year (DOY)

(GEE) is a platform for cloud computing containing abundant
geospatial datasets [32]. Utilizing GEE can help overcome
limitations associated with limited local computing resources.
Therefore, in this study, the GEE platform was utilized to pro-
duce the NSAT product.

Five different types of data were collected for the NSAT
estimation model, including in situ observations, population
datasets, remotely-sensed products, model simulations or re-
analysis products, as well as location and time information.
The study period spanned from January 1st, 1981 to December
31st, 2020. Since a single data source might not cover the entire
period, multiple data sources for specific variables were utilized
in this study. All data types, except for in situ observations and
location and time information (longitude, latitude, year, month,
and day of the year), were obtained directly from GEE. Further
details regarding the variables are provided in Table I.

The in situ stations (see Fig. 1) offered the NSAT observations
for model training and accuracy evaluation. The data were
obtained from the China Meteorological Data Service Center
(http://data.cma.cn/en), which offers daily maximum, mean, and
minimum NSAT data. It is important to note that the precise
locations of some stations used in the study changed during the
study period, as indicated by the blue points in Fig. 1.

Both the GLDAS [22] and ERAS5-Land [23] products offer
various near-surface and surface parameters. In this study, we
utilized LST, longwave radiation, shortwave radiation, humidity,
wind speed, and precipitation speed from these products to esti-
mate NSAT. Previous research has shown that these parameters
exhibit a higher correlation with NSAT [15], [18]. The GLDAS
parameters have a spatial resolution of 0.25° and a temporal reso-
lution of 3 h, while the ERAS5-Land data have a spatial resolution
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of 0.1° and a temporal precision of 1 h. Due to different versions
of the GLDAS product covering different periods, GLDASV2.0
was utilized prior to 2000 and GLDASV2.1 was employed after
2000. The entire study period 1981-2020 can be covered by the
ERAS5-Land product.

In addition, the vegetation index and DEM from remotely-
sensed sources were taken to provide additional information.
The MODI13A2 product, which contains enhanced vegetation
index (EVI) data with a spatial resolution of 500-m and a
temporal resolution of 16 days, selects the best pixel values
within the 16-day period to enable high data quality. MODIS
EVI was utilized in this study; however, it was unavailable
before February 2000. Therefore, the gap was filled using the
normalized difference vegetation index (NDVI) from several
NOAA AVHRR sensors [33]. The NOAA NDVI dataset was
generated daily on a 0.05° global grid. For DEM data, the
multi-error-removed-terrain (MERIT) dataset [34] was used for
the period 1981-1999, while NASA SRTM [35] was used for
the period after 2000. The slope calculations in this study relied
on the DEM data.

Population was also used in this study. The global human
settlement layer (GHSL) population grid datasets' provided
information on population distribution and density at a spatial
resolution of 250-m for reference epochs in 1975, 1990, 2000,
and 2015. For the years 1981-1999, population information was
obtained from the GHSL databases, while population data after
2000 was sourced from the gridded population of the world ver-
sion 4.11 (GPWV411) dataset.>? The GPWV411 dataset models
the global human population distribution for the years 2000,
2005,2010,2015, and 2020, using 30 arc-second (approximately
1-km) grid cells.

The machine learning algorithm is frequently utilized for
NSAT estimation and has demonstrated satisfactory perfor-
mance in NSAT assessment [15], [27]. In a previous study,
we compared the deep neural network with the random forest
(RF) algorithm, and the results suggested that RF can achieve
optimized accuracy with less computation [15]. Thus, the RF
approach was selected for this study. RF is an ensemble ma-
chine learning algorithm based on decision trees that can be
used for classification or regression problems [36]. The final
prediction result is obtained by voting for classifications or
taking the mean value of the independent decision trees for
regression. After validation, we used 100 decision trees for the
following.

The tenfold cross-validation method [37], [38] was used to
obtain robust estimations of the model results. Specifically, the
dataset was divided into ten equal-sized subsets. The model was
trained ten times, with nine subsets used as the training set and
the remaining subset as the validation set in each iteration. After
each iteration, the predicted results from each iteration were
collected, and these results were used to calculate the overall
performance after the ten iterations.

![Online]. Available: https://developers.google.com/earth-engine/datasets/
catalog/JRC_GHSL_P2016_POP_GPW_GLOBE_V1

2[Online]. Available: https:/developers.google.com/earthengine/datasets/
catalog/CIESIN_GPWv411_GPW_Land_Area
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C. NSAT Estimation Scheme Design

The flowchart for the NSAT estimation designed in this study
contains the following steps.

1)

2)

3)

Data collection and processing: Initially, the station-
related information, including the in situ observed NSAT
and its corresponding location and time, was uploaded
to GEE. Simultaneously, all the variables listed in
Table I were preprocessed to ensure a consistent spatial
and temporal resolution, specifically 1-km for spatial res-
olution and daily for temporal resolution. To be more
specific, nearest-neighbor resampling was used to achieve
a 1-km spatial resolution if the original resolution was
not 1 km. The linear interpolation method was employed
for variables with a temporal resolution lower than daily.
Variables with an original temporal resolution higher than
daily were merged to obtain daily values. In addition,
there were a few missing data entries for the EVI product,
which were filled using the S—G filter method [39]. For
variables that changed only minimally over time, such
as DEM, slope, and population, the data closest to the
prediction time were used. The input data point values
were extracted from GEE based on the observed locations
and times, and then the extracted data points, along with
the observed NSAT at the corresponding location and
time, constituted the model input and output during the
training period. Due to some variables not covering the
entire 40-year period, the study period was divided into
two stages: the period from January 1st, 1981 to December
31st, 1999 (referred to as “the period before 2000 for
brevity) and the period from January 1st, 2000 to Decem-
ber 31st, 2020 (referred to as “the period after 2000 for
brevity).

NSAT estimation model establishment: The RF regression
model utilized multiple input variables listed in Table I,
excluding NSAT which served as the ground truth for
model output. Four models were established with different
input schemes. Model 1 in Fig. 2 used GLDAS sources to
estimate NSAT, while Model 2 used ERA5-Land data as
input. Model 3 combined the GLDAS and ERAS5-Land
data as input for the RF model, and Model 4 combined
the results of the first and second models by calculating
the mean estimates for mean, maximum, and minimum
NSAT. Among these four models, all variables except
LST, downward shortwave radiation, specific humidity,
precipitation speed, and wind speed were the same. The
tenfold cross-validation method was employed to evaluate
the four NSAT estimation models.

Subsampling strategies: Increasing the number of data
samples can provide additional information on the rela-
tionship between model inputs and outputs. However, the
RF model training on GEE is limited to a data size of
100 MB. All the samples from the 40-year period over
the Yellow River basin, used as a training dataset, are too
large for GEE free users. Thus, it is necessary to subsam-
ple the input data to reduce the sample size beforehand.
Therefore, we considered dividing all the samples into

several groups, with each subgroup regarded as an inde-
pendent training dataset for generating the corresponding
NSAT. Three subsampling strategies were designed and
compared in this study. Previous studies have found that
station density is positively related to the accuracy of
prediction of air temperature [40]. Hence, all the stations
were involved with model training. The first subsampling
strategy is the Year-based Subsampling Strategy (YSS),
which involves using only the closest two-year samples
during each two-year period. For example, the samples
from 1981 and 1982 form a training group, and the model
trained on this dataset is used to generate NSAT for those
two years. The second strategy is the month-based sub-
sampling strategy (MSS), where each month over the 20
years is selected as a group. For instance, all samples from
January of 1981, 1982, ..., 1999 are used as a training
group, and the model trained on this group generates
NSAT for January from 1981 to 1999. The final strategy is
the year—month combined subsampling strategy (YMSS),
which utilizes samples from the prediction months of the
ten closest years, as well as samples from all months of the
prediction year. For example, the samples from the entire
year of 1981 and the samples from January of 1981-1990
are used for training and generating NSAT for January
1981. All three strategies consist of a similar number of
samples, approximately 50 000 records for each training.

4) NSAT generation and analysis: After optimizing the model
for online NSAT estimation, a 40-year NSAT product
was generated for the Yellow River Basin Region, includ-
ing maximum, minimum, and mean NSAT. The spatial-
temporal variation of NSAT was analyzed using Mann—
Kendall (M-K) trend detection [41] and the Sen’s Slope
[42] method. The nonparametric M—K test is suitable for
testing the presence of increasing or decreasing trends,
while Sen’s Slope can quantify the magnitude of the trend.
The combination of M—K trend detection and Sen’s Slope
is commonly used in temporal trend analysis and was
employed in this study to detect NSAT variations from
1981 to 2020.

D. Development of NSAT Estimation Tool

Although long-term NSAT products have been released by
several researchers, accessing data beyond the coverage of
these products is challenging for users. To address this issue,
a flexible and convenient NSAT estimation tool based on GEE
was developed. The tool utilizes a pretrained model for periods
without any observation. After the development of the estimation
tool, its accuracy was evaluated from both temporal and spatial
perspectives. The overall flowchart of this study is depicted in
Fig. 2.

III. RESULTS AND ANALYSIS

A. Evaluation of NSAT Estimation Models

All the predicted NSAT and observed NSAT are distributed
around the 1:1 line in different models, as shown in Fig. 3.
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Fig. 2. Flowchart of this study.

The first three rows present the accuracy comparison for the
period before 2000. Fig. 3(b), (f), and (j) indicates that Model
2, which uses ERAS-Land data, has higher accuracy when
estimating maximum, mean, and minimum NSAT compared to
the other three estimation models for the time period prior to
2000. Different models show similar R? values for mean NSAT
estimation, ranging from 0.97 to 0.98, while the lowest MAE
and RMSE among the four models are observed in Model 2 at
1.05 K and 1.38 K, respectively. The performance of Model 1
for maximum NSAT estimation is less reliable than that of the
other three models. These three models, except for Model 2,
show similar accuracy, while Model 2 remains the most reliable
with an R2 of 0.97, MAE of 1.54 K, and RMSE of 2.00 K. The
accuracy of minimum NSAT estimation based on Model 1 is
also lower than that of Model 2-4, while the R? of Models 2—4
is the same. The lowest MAE (1.33 K) and RMSE (1.75 K) for
minimum NSAT are observed in Model 2. Therefore, utilizing

| |
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Evaluation of extended
temporal accuracy

Evaluation of extended
spatial accuracy

ERAS5-Land data as input is the most advantageous choice
for estimating NSAT before 2000. Mean NSAT demonstrates
higher accuracy compared to extreme NSAT, and the accuracy
of minimum NSAT is higher than that of estimated maximum
NSAT.

Fig. 3(m)—(x) presents the accuracy comparison results for
the period 2000-2020. Based on a tenfold cross-validation eval-
uation, Model 4 (combining outputs for Models 1 and 2) demon-
strates the best performance in estimating maximum, mean, and
minimum NSAT. Therefore, Model 4 can be considered the
superior model for NSAT estimation after 2000. The R? value
of Model 4 for each type of NSAT estimation exceeds 0.97. The
MAE for maximum, mean, and minimum NSAT is 1.43 K, 0.923
K, and 1.27 K, respectively, based on Model 4, while the RMSE
is 1.84 K, 1.19 K, and 1.65 K, respectively.

For the periods before and after the year 2000, mean NSAT
demonstrates higher accuracy, followed by minimum NSAT,
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Fig.3.  Accuracy of NSAT estimation using different methods during the periods (a)—(1) 1981-1999 and (m)—(x) 2000-2020. Columns one, two, three, and four
correspond to model 1, model 2, model 3, and model 4 in Fig. 2, respectively. Furthermore, rows one and four represent maximum NSAT, rows two and five
represent mean NSAT, while rows three and six represent minimum NSAT.
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TABLE II
VALIDATION RESULTS OF DIFFERENT SUBSAMPLING STRATEGIES

RMSE(K) MAE(K) R?
YSS MSS YMSS YSS MSS YMSS YSS MSS  YMSS
Mean  Periodl 1376  1.354 1360  1.053 1.035 1.041 0984 0984 0.984
LST Period2 1230  1.219 1223 0950 0.940 0944 0984 0.987  0.987
Maximum Period]l 1.932  1.937 1.938  1.486 1492 1492 0968 0968  0.968
LST Period2 1.746  1.783 1.774 1351 1387 1378 0974 0973  0.973
Minimum Periodl 1788  1.732 1742 1366 1322 1330 0973 0975 0975
LST Period2 1.700  1.663 1.674 1308 1.280 1289 0976 0.977 0977

Period1: the period before 2000, Period2: the period after 2000

The bold values used to highlight the best indicators.

while estimating maximum NSAT is the most challenging. Es-
timating accurate mean NSAT is easier than estimating accurate
extreme NSAT, which aligns with previous studies [30], [43]
indicating that mean NSAT has higher precision than extreme
NSAT. In addition, ERA5-Land and GLDAS data have also
shown cold biases in some regions [20], making it unlikely to
achieve the same high accuracy for maximum NSAT as for the
others. Furthermore, the bias of NSAT after 2000 is smaller
than that before 2000, although the differences are minimal.
Comparing the best estimated results for the two periods (i.e.,
Model 2 before 2000 and Model 4 after 2000), the differences
in R%, MAE, and RMSE for maximum NSAT are 0.00, 0.11
K, and 0.16 K, respectively. The differences in R2, MAE, and
RMSE for mean NSAT are 0.01, 0.1 K, and 0.19 K, while
the differences for minimum NSAT between the two periods
are 0.01, 0.06 K, and 0.1 K, respectively. The accuracy of the
original input product may be the main reason for the differences
observed between the two periods. From the first column of
Fig. 3(a), (e), (i), (m), (q), and (u), it can be observed that Model
1 shows noticeable differences in accuracy before and after 2000.
However, the second column of Fig. 3(b), (f), (j), (n), (r), and
(v) demonstrates that the accuracy of Model 2 remains stable
across different periods. This can be attributed to the utiliza-
tion of different versions of the GLDAS product: GLDASV2.0
was used before 2000, while GLDASV2.1 was employed after
2000, as explained in Section II-B. In contrast, the ERA5-Land
input utilized throughout the study period remains consistent.
Consequently, the model utilizing GLDAS-related input exhibits
varying performance before and after 2000, whereas the model
using only ERAS-Land input (Model 2) maintains consistent
performance.

Based on the aforementioned results, Model 2, which relies
on ERAS5-Land data, is chosen for each NSAT type for the
period before 2000. Meanwhile, Model 4 is utilized for NSAT
estimation after the year 2000.

B. Comparison of Subsampling Strategies

To reduce the sample size to fit into the GEE platform, three
subsampling schemes were designed, as described in Section II.
The validation results of these three strategies using the tenfold
cross-validation method are presented in Table II. For mean
NSAT estimation, the MSS strategy exhibits lower RMSE and
MAE values while achieving a higher R? compared to the other
two strategies. This finding confirms that MSS is the optimal

subsampling strategy for mean NSAT estimation for both peri-
ods, before and after the year 2000. The MSS strategy also yields
smaller RMSE and MAE values for minimum NSAT estimation
compared to YSS and YMSS while maintaining the maximum
R? for both periods. Besides, the YSS strategy achieves the
lowest RMSE and MAE values, along with the highest R2, for
maximum NSAT estimation in both periods. Thus, the MSS is
employed for estimating the mean and minimum NSAT, while
the year-based approach is utilized for estimating the maximum
NSAT.

Some previous research works have also estimated 1-km daily
mean NSAT, focusing on the study period mainly distributed
after 2000, and in which the RMSEs are larger than 1.7 K over
different regions [28], [29], [44]. The MAE is 1.57 K over the
Yangtze River Basin by Li et al. [28], while Chen et al. [27]
estimated higher accuracy daily mean NSAT over mainland
China for 2003-2019 with an RMSE of 1.010 K. The results after
2000 set out in Table IT indicate accuracy under the MSS strategy
to be higher or similar to that of previous studies, applying the
same spatial and temporal resolutions. In addition, Fang et al.
[30] showed that the RMSE ranged from 0.35 to 1.0 K for China
with the same temporal resolution but its spatial resolution is
lower than this study.

RMSE is 1.663 K for minimum NSAT, while MAE is lower
than 1.280 K and R? is larger than 0.977 after the year 2000.
Meanwhile, RMSE is 1.746 K for maximum NSAT, while MAE
is 1.351 K and R? is larger than 0.974 for the period after
2000. Previous studies [19] regarding the minimum NSAT in
mainland China from 2003 to 2016 showed that the RMSE
and MAE were 1.82 K and 1.30 K, respectively, while the
RMSE and MAE of maximum NSAT were 1.75 and 1.22 K.
This accuracy is similar to that achieved in this study, applying
identical spatial and temporal resolutions. Moreover, the RMSE
regarding the daily maximum NSAT in Dos Santos [17] was
2.03 K, while MAE was 1.6 K and R? was 0.68. Shen et al.
[18] reported an RMSE of 1.996 and an MAE of 1.539 for
0.01° daily maximum NSAT across China in 2015. Accuracy
after 2020 in our study is higher than that for maximum NSAT
estimation.

C. Long-Term Variation Analysis of Extreme and Mean NSAT

M-K testing and Sen’s Slope were employed to detect the
long-term variation trend of NSAT across the Yellow River
Basin. The trend is determined by combining the z-score and
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TABLE III
DEFINITION OF CHANGE TREND OVER THE PAST 40 YEARS

Slope |Z] Variation trend of NSAT

>0.05 >1.64 Significant increase

>0.05 <=1.64 Slight increase
-0.05-0.05 >1.64|<=1.64 Stable

<-0.05 <=1.64 Slight decrease

<-0.05 >1.64 Significant decrease

(a) (b)
% - Significant decrease
- 2 E Slight decrease
. b2 Keep stable
Slight increase
- Significant increase
©

~0.02

3537 33.39

44.93

49.33 64.61

59.69

(d (® ®

Fig. 4. Long-term variation trend of maximum, mean, and minimum NSAT
over the period 1980-2020. (a)—(c) Spatial distributions and (d)—(f) are the
statistics (Unit: %) of the trend. (a) Maximum NSAT. (b) Mean NSAT.
(c) Minimum NSAT. (d) Maximum NSAT. (e) Mean NSAT. (f) Minimum NSAT.

the slope, and it is classified into five types in this study (i.e.,
significant increase, slight increase, stable, slight decrease, and
significant decrease), as outlined in Table III. The spatial dis-
tribution of the variation trend and the corresponding statistics
are presented in Fig. 4. The western part of the region exhibits
a significant increasing trend for extreme NSAT [see Fig. 4(a)
and (c)]. Areas with a slight increase in maximum NSAT are
dispersed throughout the basin. The north of the basin primarily
experiences a slight increase in minimum NSAT, while the
southeastern region shows a predominantly stable pattern for
minimum NSAT. For mean NSAT, most areas remain stable [see
Fig. 4(b)], with a slight increase observed in the western and
northern parts of the basin over the past 40 years. The statistical
findings indicate that over half of the region demonstrates an in-
creasing trend in maximum NSAT and minimum NSAT Specifi-
cally, the maximum and minimum NSATs slightly increase over
49.33% and 59.69% of the entire region, respectively. Areas
with a significant increase account for 5.73% and 6.92% for
maximum and minimum NSAT, respectively. In comparison to
extreme NSAT, the variation in mean NSAT is less pronounced,
with only 35.37% of the region displaying a slight increasing
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trend. It is important to note that the extreme and mean NSAT
used in this study refer to the annual mean temperature calculated
from daily NSAT data. All daily data have been included in this
trend analysis to mitigate biases resulting from limited samples.
However, the accuracy of the NSAT product may influence the
results of the trend analysis. It can be concluded that the NSAT
variation trend exhibits significant spatial heterogeneity. Areas
with stable maximum NSAT are often associated with a low
slope (see Fig. 1). This trend may be influenced by various
factors, including slope, land cover, climate changes, human
activities, etc. [45], [46], [47].

IV. DATA PRODUCT AND NSAT ESTIMATION TOOL
A. Data Assets

The daily 1-km NSAT products, spanning from January Ist,
1981 to December, 31st, 2020, containing mean, maximum,
and minimum NSAT over the Yellow River Basin Region of
China, are available at GEE assets (https://code.earthengine.
google.com/c720b7¢c61c5da99ab5669b2ab70ca7df) for public
sharing. Users can use and preprocess the product on the GEE
platform directly. Besides, the product is also available from
http://doi.org/10.5281/zenodo.7693853.

B. NSAT Estimation Tool

The product provided here relates to NSAT data for a specific
period and specific region. For periods or regions outside the
product coverage, it is not easy for users to acquire consistent
NSAT data, potentially limiting related applications. Hence, we
have developed an easy-to-use tool named the “NSAT estimation
Tool,” which can be used to flexibly estimate NSAT over an
extended time period or region. The model instantiated in the
tool is based on training data from the Yellow River Basin region
and covers the period prior to December 31st, 2020. Users can
use this tool to produce data after 2020 and outside the Yellow
River Basin using the trained model. The NSAT estimation tool
is effective when simultaneously extending the product spatially
and temporally.

The NSAT estimation tool is available and publicly acces-
sible as a GEE App: https://meilinggao888.users.earthengine.
app/view/nsatestimation. The user interface (UI) of the app is
shown at Fig. 5. Three steps are necessary to produce NSAT
data. First, users should utilize the interactive tools provided by
GEE to define the region of interest. Second, users should input
the predicted date in the format “YYYY-MM-DD” (YYYY:
year, MM: month, DD: day). Third, the type of NSAT should
be selected. Three options are available (i.e., “max,” “mean,’
and “min”), representing the daily maximum, daily mean, and
daily minimum NSAT, respectively. After completing the above
three steps, the “OK” button should be clicked and the NSAT
will be generated. The predicted NSAT will be displayed in
the right-hand window as soon as the estimation is complete,
whereupon users can export the estimated NSAT image to their
own GEE Assets or Google Drive.

The NSAT estimation tool enables users to estimate daily
maximum, mean, and minimum NSAT for customized regions
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and periods, which can substantially extend the product spatially
and temporally. To evaluate the tool’s accuracy outside the region
and period of our NSAT product, it is analyzed temporally and
spatially in Section V.

V. DISCUSSION
A. Model Accuracy With Different Numbers of Input Variables

In the above NSAT estimation, all variables listed in Table I
are used as inputs for the estimation model. To test if it is
necessary to input all the variables, we ranked the importance
of the 15 variables based on the feature importance assessment
of the RF algorithm. We then tested the influence of different
numbers of input variables on the model’s estimation accuracy.
Using Model 1 and Model 2 as examples during the period of
2000-2020, the accuracy test results are shown in Fig. 6. The
label “3” for “number of input variables” indicates that only
the three variables with the highest importance were included,
while the label “15” signifies the inclusion of all variables in
Fig. 6. It can be observed that with fewer input variables, the
RMSE and MAE increase, while the R? decreases. Both Model
1 [see Fig. 3(b), (d), and (f)] and Model 2 [see Fig. 3(a), (c),
and (e)] indicate that using all 15 variables as input yields the
highest accuracy for maximum, minimum, and mean NSAT
estimation. Therefore, we included all the variables listed in
Table I as input for NSAT product generation. In addition, we
tested the variables’ sensitivity based on the relevance ranking
in a previous study [15], which focused on monthly NSAT
estimation based on MODIS LST. The results were consistent
with this study’s ranking of the variables by importance. Thus,
all the selected variables should be included to obtain accurate
model estimation results.

B. Accuracy Evaluation for Temporal Extension

In order to evaluate the accuracy of the NSAT predicted by
the NSAT estimation tool outside the period covered by our
NSAT product, in situ observations from January Ist, 2021
to September 30st, 2021 were collected. The R? closely ap-
proximated to 1 for the temporally extended NSAT product
[see Fig. 7(a)—(c)]. The MAE for mean and minimum NSATSs
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respectively, during the period after 2000 using ERAS-Land related input
(model 2). (b), (d), and (f) Corresponding results using GLDAS-related input
(model 1).

was below 1.5 and 2 K, as represented by the green circles
in Fig. 7(b) and (c). The RMSE in hotter months are smaller
than those in cooler months (i.e., the RMSE for January and
February are almost 2 K and 2.5 K for mean and minimum
NSATsS, respectively, while the RMSE is below 1.5 K for June
and July for both mean and minimum NSATSs). As shown in
Fig. 7(e) and (f), differences between the extended and original
product are small. Differences between RMSE lie within the
range 0.10-0.7 K and 0.1-0.6 K for mean [see Fig. 7(e)] and
minimum NSAT [see Fig. 7(f)], respectively. Differences lie
within the range 0.10-0.50 K for MAE [see Fig. 7(e) and (f)].
Differences in the R? are very small. Although the accuracy of
minimum and mean NSAT is higher in summer than in winter,
this decreased accuracy is small compared with the original
product.
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Fig. 7. Accuracy of NSAT estimation over different months of 2021.
(a)—(c) Accuracy of maximum, mean, and minimum NSAT. (d)—(f) Differences
in accuracy between the extended and original product for maximum, mean, and
minimum NSAT. The unit for RMSE and MAE is K.

The RMSE vary from 1.5 to 3.5 K [red circle in Fig. 7(a)]
for the extended maximum NSAT product, the MAE ranges
from 1.5 to 3 K, and the R? is larger than 0.85 in most
months [see Fig. 7(a)]. The R? decreases by less than 0.15
compared with that of the original product [see Fig. 7(d)].
Moreover, differences in MAE are in the range 0.3-1.35
K and RMSE differences lie within the range 0.4-1.6 K
[see Fig. 7(d)]. The accuracy of maximum NSAT outside
the original period lies below that of mean or minimum
NSAT.

Overall, the accuracy of the temporally extended NSAT prod-
uct remains satisfactory, especially for mean and minimum
NSATs. In addition, the accuracy for different months of a year is
different, with winter months showing lower accuracy compared
with other seasons.

C. Evaluation of Spatial Extent Accuracy

To test the spatial migration ability of the NSAT estimation
tool, the estimated NSAT over the Yangtze River Economic
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Belt as at September 1st, 2020 were estimated. The in situ
observations over the Yangtze River Economic Belt were used
to evaluate the estimated NSAT. Fig. 8(a) shows the spatial
distribution of mean NSAT and Fig. 8(b) presents the quanti-
tative evaluation results. The RMSE for maximum, mean, and
minimum NSAT is4.21 K, 2.72 K, and 3 K, respectively, and the
MAE is 3.68 K, 2.3 K, and 2.6 K, respectively [see Fig. 8(b)].
The R? is larger than 0.8 for mean and minimum NSATS but is
lower than 0.7 for maximum NSAT [see Fig. 8(b)]. The tool can
be easily extended to estimate NSAT in any region, although
spatial accuracy decreases compared with that of the estimated
NSAT in the Yellow River Basin Region. The main reason for
this is that the spatial heterogeneity of NSAT is nonnegligible
[48], and the RF model for NSAT estimation strongly relies
on the training data. Therefore, its spatial migration ability is
limited.

D. Comparison With Other Products

From a spatial perspective, the three products generally ex-
hibit consistency (a selected region is used to illustrate spatial
details in Fig. 9). The seasonal variation trend is also consistent
among the three products, albeit with some differences in detail.
Notably, the NSAT product of Fang et al. [30] (first column of
Fig. 9) has a coarser spatial resolution compared to the other
two studies (last two columns of Fig. 9) due to its resolution
of 0.1°. There is a noticeable mosaic effect in Fig. 9(a), (d),
(g), and (j). When comparing the NSAT product of Chen et al.
[27] with the NSAT product of this study, Fig. 9(b), (e), and
(k) reveals more spatial details than Fig. 9(c), (f), and (1). This
is primarily because Chen et al. [27] utilized MODIS LST in
clear-sky conditions, which offer greater spatial detail compared
to reanalysis or model simulation products. However, Fig. 9(h)
also exhibits a mosaic effect similar to Fig. 9(g). In addition,
Fig. 9(i) displays more spatial details than Fig. 9(g) and (h).
Furthermore, the NSAT product of Fang et al. [30] and the NSAT
product provided in this study exhibit seamless spatial details. In
contrast, some missing pixels are evident in the NSAT product
of Chen et al. [27], represented as blanks in Fig. 9(b) and (h).

Table IV compares the three NSAT products mentioned above.
The products of Fang et al. [30] and Chen et al. [27] cover the
whole region of China. They are spatially larger than this study
and provide the opportunity for national scale investigation.
NAST from Fang et al. [30] covers the period 1979-2018,
while that from Chen et al. [27] covers 2003-2019. The study
period of this article is from 1981 to 2020. This study provides
a convenient NSAT estimation tool that can be used to easily
predict NSAT at any time outside the time period stated. The
spatial resolution of this study and that of Chen et al. [27] is
1 km, which is finer than the NSAT of Fang et al. [30]. The
comparisons in Fig. 9 show that while our product may be less
detailed than that of Chen et al. [27] in places, it is more stable
on different days and is seamless in spatial. The three NSAT's are
all daily products. In addition, the study of Fang et al. [30] and
this study provide the maximum, mean, and minimum NSAT,
while only mean NSAT are generated by Chen et al. [27].
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Fig. 8. Evaluation of spatially extended NSAT product over the Yangtze river economic belt on September 1st, 2020. (a) Spatial distribution of mean NSAT.
(b) Quantitative evaluation results of each type of NSAT.
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Fig.9. Spatial distribution of the three NSAT products in different seasons. (a)—(c) January 1st, 2018. (d)—(f) April Ist, 2018. (g)—(i) July Ist, 2018. (j)—(1) October
1st, 2018.
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TABLE IV
COMPARISONS AMONG THREE DAILY NSAT PRODUCTS

Product Fang et  Chen et

source al. [30] al. [27] This study
Coverage China China Yellow River
Basin Region
Starting 1979 2003 1981
year
Ending year 2018 2019 2020
Spatial 0.1° 1 km | km
resolution
Jfemporal - paily  Daily Daily
Maximum Yes / Yes
Mean Yes Yes Yes
Minimum Yes / Yes
Extensibility / / Yes

Compared with the NSAT product of Chen et al. [27], our
product offers several advantages, including a longer temporal
and seamless spatial coverage, greater stability across different
seasons, and the availability of daily extreme temperature data.
In comparison with the product of Fang et al. [30], which has a
resolution of 0.1°, our study provides more detailed information
at a resolution of 1 km. In addition, the inclusion of an NSAT
extension tool in our study for public use enhances the flexibility
and extendability of our product.

VI. CONCLUSION

In this article, a new technical framework is proposed to
provide the ability to rapidly estimate long-term, 1-km daily
seamless extreme and mean NSATs. The framework employs
multiple sources of reanalysis and modeling products, remotely-
sensed data, in situ observations, and other auxiliary data to
establish NSAT estimated models. Three subsampling strategies
were then designed to migrate the estimation model to the GEE
platform to improve estimation efficiency. The most appropriate
method was chosen for each period and type of NSAT to gen-
erate long-term fine-scale NSAT based on GEE. Subsequently,
40-year (from January 1st, 1981 to December 31st, 2020) 1-km
daily seamless maximum, mean, and minimum NSAT products
were developed using the framework. Tenfold cross validation
shows that the RMSE, MAE, and R? for the maximum NSAT
are less (larger for R?) than 1.932 K, 1.486 K, and 0.968; less
(larger for R?) than 1.354 K, 1.035 K, and 0.984 for the mean
NSAT; and less (larger for R?) than 1.732 K, 1.322 K, and 0.975
for the minimum daily NSAT. The products can be used and
downloaded from GEE (https://code.earthengine.google.com/
c720b7c61c5da99ab5669b2ab70ca7df). To generate the NSAT
product outside the time period or region covered by the products
provided in this article, an easy-to-use tool entitled the NSAT
estimation Tool (https://meilinggao888.users.earthengine.app/
view/nsatestimation) was developed for users to customize
their needs. The NSAT estimation tool demonstrates good
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migration performance temporally, although spatially ex-
tended accuracy decreases compared to that of the original
products.

In summary, this study developed a high-quality NSAT prod-
uct on the Yellow River Basin with seamless coverage, finer
spatial and temporal resolution, and long-term continuity. Fur-
thermore, an accompanying NSAT estimation tool was pub-
lished for the first time to facilitate the extension of the product.
Production of the NSAT product and the NSAT estimation
tool relies on the GEE platform. All the data used in this
study come from GEE except for the in situ data, making it
straightforward to improve spatially extended accuracy once
the in situ data in other regions are available in the future.
This product and NSAT estimation tool are beneficial for en-
vironmental and climate research. Certain deficiencies will
require addressing in the future, for example, the maximum
NSAT is less accurate than mean and minimum NSAT in this
study.
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