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Remote Sensing Statistical Inference for Colored
Dissolved Organic Matter in Inland Water:

Case Study in Qiandao Lake
Weining Zhu

Abstract—Compared to traditional remote sensing classification
and inversion techniques, remote sensing statistical inference is a
novel method for rapidly estimating the statistical properties of
ground objects. Despite some initial work, this method has not
been thoroughly evaluated for water quality assessment. In this
study, using field-measured data from Qiandao Lake, we tested
over 240 000 inference models for determining the mean, median,
standard deviation, minimum, and maximum of colored dissolved
organic matter using a bootstrap approach and various combi-
nations of bands, variables, and functions. The results indicated
that all five statistical parameters could be inferred accurately
with errors of less than 10%. The best models used two band
ratios, three statistical variables, and polynomial functions. The
study also demonstrated the importance of redistributing the raw
field-measured data for improved performance, as models based on
the redistributed data outperformed those based on the raw data.

Index Terms—Colored dissolved organic matter (CDOM),
inland water, remote sensing statistical inference.

I. INTRODUCTION

R ECENTLY, a novel remote sensing analytical technique
known as remote sensing statistical inference (also re-

ferred to as remote sensing inference) has been introduced
for the remote sensing of aquatic environments [1], [2], [3],
[4]. The theoretical basis for remote sensing inference lies in
statistical optics and radiative transfer [5], [6], and it explores
the connections between statistical characteristics of both the
optical and physical properties of ground objects. For example,
when the ground object is a lake, its optical property is the
satellite-observed remote sensing reflectance (Rrs), whereas its
nonoptical property is the water depth. Based on millions or
thousands of lake pixels observed in satellite imagery, remote
sensing inference examines the relationship between statistical
features (such as the mean, median, min, and max) of Rrs and
the statistical features (such as the mean, median, min, and max)
of water depth.
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Fig. 1. Input and output of remote sensing inference, classification, inversion,
and traditional statistical inference models.

The input and output information of remote sensing inference
differs from the well-known methods of classification and inver-
sion, as shown in Fig. 1. Unlike classification and inversion,
which are based on the spectra themselves, remote sensing
inference is based on the statistical features of spectra [7], [8].
For each pixel among millions of lake pixels, it is possible to
classify the water as deep or shallow and to determine its depth
using inversion algorithms. However, the same work cannot be
done by using inference because statistics are only meaningful
when applied to a large number of pixels or samples. In most
cases, the objects of interest on the ground consist of many
pixels, not just one or a few. Using remote sensing inference, the
mean, minimum, and maximum depths of a lake can be estimated
to be 5 m, 1 m, and 40 m, respectively. Remote sensing statistical
inference also differs from the traditional statistical inference
used in geoscience and environmental studies [9], [10], [11].
In statistics, statistical inference typically involves estimating
a population based on observed samples (see Fig. 1). When
applied to remote sensing, it involves using remotely sensed
information from sampled pixels to estimate the scenarios of
the population pixels [12], [13]. For example, McRoberts and
Walters demonstrated the use of remote sensing to estimate net
deforestation [14].

One may wonder about the reasons and circumstances for
using remote sensing inference. The information obtained from
remote sensing is often applied at different levels of detail. At a
basic level, only rough information with minimal detail may be
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sufficient, such as determining whether an object on the ground
is a lake or a forest, or whether the lake is deep or shallow.
This can be achieved by classification. For more quantitative
information about a lake, such as its depth distribution or the
size of phytoplankton, inversion models can be used. Inference
provides an intermediate level of information—statistical infor-
mation about the object of interest. For example, the average
temperature or depth of a lake, which may be of interest to
environmental monitors.

If we know the exact depth at each pixel using inversion mod-
els, then the average depth of the lake can be easily calculated.
However, when we use inversion models to estimate the average
depth, we may encounter two major problems: low efficiency
and low accuracy. Low efficiency means that we have to run
an inversion model millions of times for millions of pixels of
a lake. Low accuracy means that some inversion models are
location-limited or may be ill-posed, causing their results to
deviate from the population truth. Our preliminary work showed
that the statistical information estimated from inference models
was more accurate than that from the inversion model [15].

The first attempt at remote sensing inference modeling aimed
to estimate the mean concentration of colored dissolved organic
matter (CDOM) in Qiandao Lake [1]. However, the model
was limited as it used a simple linear function (y = kx + b)
and resulted in low accuracy. In addition, it failed to build
a linear model for estimating the standard deviation (std) of
CDOM. This study aims to develop and test more advanced
inference models for aquatic remote sensing, with a continued
focus on CDOM. As one of the three optical components of
watercolor, CDOM is crucial for assessing water quality using
remote sensing techniques [16], [17], [18]. While CDOM has
been inverted from field-measured spectra and satellite imagery
with acceptable accuracy in clear open seawater [19], [20], it
remains a challenge for inversion models in complex inland or
coastal waters [21], [22], [23].

In this study, we aim to infer a wider range of statistical
parameters for CDOM, including the mean and std, as well as the
median, minimum, and maximum. We will use a combination
of linear and nonlinear functions, such as power and exponential
functions. Our approach will consider not just one independent
variable based on a single band or band ratio, but multiple
independent variables based on multiple bands or band ratios.
Our work will demonstrate the broad applicability of remote
sensing inference models in aquatic environments.

II. MATERIALS AND METHODS

A. Study Site, Field, and Lab Measurements

Qiandao Lake is a man-made reservoir located in Hangzhou,
Zhejiang Province, China. The lake covers an area of 573 km2

and provides water for nearly 15 million people in Zhejiang.
From 2018 to 2019, the water quality and surface spectra of
Qiandao Lake were measured five times. The study area map
and sampling locations are shown in Fig. 2. At each sampling
point, surface water samples were collected and preserved in
amber bottles. The above-surface spectra, which included above-
surface radiance, sky radiance, and downwelling irradiance,

Fig. 2. Study site map and field sampling locations in Qiandao Lake. In the
HDS area, samples were densely collected.

were measured using an ASD FieldSpec spectroradiometer
(Analytical Spectral Devices, Inc.) and following the NASA
measurement protocol [24]. The remote sensing reflectance
was calculated from the three measured optical variables. After
each field trip, water samples were delivered to our laboratory
within 6 h for measurement of water quality parameters. CDOM
absorption coefficients (measured in units of m−1), aCDOM,
were measured using a Cary-100 spectrophotometer (Agilent
Technologies, Inc.), and their values at 440 nm, aCDOM (440),
were used as a proxy for CDOM concentrations. A total of 100
samples were collected from the 5 field trips. Further details
of the field and laboratory measurements can be found in our
previous reports [25].

B. Bootstrap-Based Method for Inference Modeling and
Validation

The primary objective of remote sensing statistical inference
is to determine the relationship between the statistical features
of the observed optical properties (X) of a ground object and
the statistical features of other nonoptical properties (Y), such as
its geophysical, ecological, and environmental properties. Since
X is determined by Y, the forward relationship between X and
Y is expressed as X = f(Y). However, remote sensing inference
focuses more on the backward relationship, which takes the form
of Y = f −1(X) = g(X). In this study, we employed a bootstrap-
based method to develop the model Y = g(X) for the following
cases of X, Y, and g.

1) Statistical parameter Y of CDOM: We examined five sta-
tistical parameters, i.e., mean, median, std, minimum, and
maximum of CDOM’s aCDOM(440), to provide a rough
description of its statistical distribution in Qiandao Lake.
In this study, the mean, median, and std were calculated
using their well-known formulas, whereas the minimum
and maximum were obtained from several minimal or
maximal values. For example, if the dataset consisted of
80 samples, the minimum/maximum aCDOM (440) values
were calculated from the mean value of the 5 minimal
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TABLE I
STATISTICAL VARIABLES X OF SPECTRA USED FOR INFERRING STATISTICAL

PARAMETER Y OF CDOM

or maximal aCDOM(440) values among the 80 samples.
This was done because, in practical applications, some
extremely high or low field-measured single values may
not reflect the true minimum or maximum of the study
water.

2) Statistical variables X of spectra: In our previous studies,
Y and X in inference models were, respectively, the same
statistical features of optical and nonoptical properties of
the ground object. For example, the statistical features
were both the mean values, that is, the mean aCDOM

(440) was inferred from the mean Rrs. In this study,
we added more statistical variables X into an inference
model, for example, the mean aCDOM (440) was inferred
from the mean, median, and std values of the Rrs, that
is, one statistical parameter Y was inferred by other three
statistical variables x1, x2, and x3, see Table I.

3) Bands or band ratios of X: We examined four single bands
(B1 443 nm, B2 483 nm, B3 551 nm, and B4 655 nm)
of Landsat-8 and six single band ratios (B1/B2, B1/B3,
B1/B4, B2/B3, B2/B4, and B3/B4) generated from the
four bands. We also explored the use of two bands or two
band ratios in one model. For the 4 single bands, there are 6
cases of two-band combinations, and for the 6 single band
ratios, there are 15 cases of two-band-ratio combinations.
A total of 31 cases were therefore examined, each using
different bands or band ratios.

4) Datasets for modeling and validation: In this study, we
used two datasets for inference modeling and validation.
The first dataset Draw contains all 100 samples collected
during field trips, whereas the second dataset Dclean is a
filtered version of Draw. Fig. 3 shows the histogram of
the 100 raw data points, which exhibit an approximately
exponential statistical distribution. We excluded 40 sam-
ples from the raw data, and the remaining 60 samples
comprise the clean dataset. Dclean represents a better
exponential distribution of CDOM than Draw since the
samples in Dclean were chosen based on their distribution
pattern. The 40 removed samples were mostly taken from
densely collected samples within a small area (HDS area
in Fig. 2) due to the slow speed of the cruise boat. These
removed samples, called “statistically dirty data,” could
potentially distort the true statistical distribution of CDOM
in Qiandao Lake.

5) Model functions g: In our study, we examined three types
of model functions commonly used in remote sensing

Fig. 3. Resampling the raw data (100 samples) to make a clean dataset (60
samples). Some data (40 samples) were excluded from the raw dataset, making
the rest 60 samples present an exponential distribution.

of CDOM: linear, power, and exponential functions. The
formulas for these functions are presented in (1) to (8).

Models using one statistical variable x1 at one band or band
ratio λ.

Y = c1 x1 (λ) + c2 (1)

Y = c1 x1(λ)
c2 (2)

Y = c1 exp (c2x1 (λ)) . (3)

Models using one statistical variable x1 at two bands or band
ratios λ1 and λ2.

Y = c1 x1 (λ1) + c2x1 (λ2) + c3 (4)

Y = c1 x1(λ1)
c2 + c3x1(λ2)

c4 (5)

Y = c1 exp (c2x1 (λ1)) + c3exp (c4x1 (λ2)) . (6)

Models using three statistical variables x1, x2, and x3 at one
band or band-ratio λ.

Y = c1 x1(λ)
3 + c2x2(λ)

2 + c3x3 (λ) + c4. (7)

Models using three statistical variables x1, x2, and x3 at two
bands or band ratios λ1 and λ2.

Y = c1 x1(λ1)
3 + c2x1(λ2)

3 + c3x2(λ1)
2 + c4x2(λ2)

2

+ c5x3 (λ1) + c6x3 (λ2) + c7. (8)

Note that we consider both polynomial functions, i.e., (7) and
(8), as linear functions in this study because their variable powers
are fixed, and only the coefficients need to be adjusted. Power
and exponential functions with three statistical variables are too
complex to be explored in this study.

To evaluate the above inference models with different cases,
we adopt a bootstrap-based inference modeling and validation
procedure of the following seven steps.
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Step 1: Load two modeling datasets, namely the raw dataset
Draw and the clean dataset Dclean, which contain 100 and 60
samples, respectively.

Step 2: Randomly select n = 67 samples from Draw and n = 40
samples from Dclean to create two 1-boot modeling datasets
Draw_mb and Dclean_mb.

Step 3: Randomly select n = 67 samples from Draw and n = 40
samples from Dclean to create two 1-boot validation datasets
Draw_vb and Dclean_vb, which are independent of Draw_mb

and Dclean_mb.
Step 4: Calculate the five statistical parameters (mean, median,

std, min, and max) of aCDOM (440) and Rrs at single bands,
band ratios, and their combinations, based on the selected 67
or 40 samples in Draw_mb, Dclean_mb, Draw_vb, and Dclean_vb.

Step 5: Repeat Steps 2–4 five hundred times and record
the results together to obtain a 500-boot modeling dataset
Draw_modeling and Draw_validation, Dclean_modeling, and
Dclean_validation for the clean dataset and validation.

Step 6: For the five statistical parameters Y we want to in-
fer and fit model functions listed in (1)–(8) using datasets
Draw_modeling and Dclean_modeling, and evaluate their per-
formance by the indicators shown in the next section. Val-
idate the fitted models by using the independent datasets,
Draw_validation and Dclean_validation. Record the best model
with respect to the given statistical indicator, based on the
model with the best performance among all models [e.g., the
highest R2 or the lowest root mean squared error (RMSE)].

Step 7: Repeat Steps 2–6 two hundred times, counting the
number of times each model performed as the best model.
For each statistical parameter, the best model with the largest
count is selected as the final inference model [26].

The flowchart of the above seven steps is presented in [1].
The bootstrap parameters, such as the resampling number and
repetition times, have been tested within wide ranges to assure
that the modeling results have no significant changes.

Taking into account all the functions from (1) to (8), we
tested 124 models for each statistical parameter and dataset.
As there were 5 statistical parameters and 2 datasets, a total of
248 models were tested for each statistical parameter, resulting
in 1240 models tested for each modeling and validation process.
As the processes were repeated 200 times, we tested a total of
248 000 models for CDOM inference in Qiandao Lake.

Model fits were performed using the MATLAB function
fitnlm. It should be noted that in some cases, the measured
Rrs and CDOM concentrations were too small to achieve con-
vergence in the regression of some of the nonlinear models.
To overcome this problem, Rrs and CDOM values had to be
expanded by a factor of 10 before being used to fit the models.

C. Evaluation of Model Performance

We evaluated the inference models of CDOM and their perfor-
mance using five statistical indicators: the coefficient of deter-
mination (R2), RMSE, and the mean absolute percentage error
(MAPE) for validation data. For modeling data, we calculated
R2 and RMSE. To compute the RMSE and MAPE, we used the

following formula:

RMSE =

√
1

n

∑n

i=1
(Yestimated_i − Yobserved_i)

2 (9)

MAPE =
100%

n

n∑
i = 1

∣∣∣∣Yobserved_i − Yestimated_i

Yobserved_i

∣∣∣∣ (10)

where n is the number of samples or fitted points, Yestimated˙i is
the inferred result of the ith model, and Yobserved_i is the ith true
value measured in the field. The unit of RMSE is m−1, which is
the same as the unit of aCDOM (440) in this study.

III. RESULTS

The modeling and validation results demonstrate that the
statistical parameters (mean, median, std, min, and max) of
aCDOM (440) can be precisely inferred with minimal errors
(MAPE<10%). The model’s performance is influenced by var-
ious factors, such as the modeling datasets, the function forms
used, the number of variables included in the functions, and
the bands or band ratios selected for each variable. Further
information and detailed results can be found in the following
sections.

A. Results of Using Different Datasets

The results indicate that inference models developed from the
clean dataset (referred to as clean models) outperformed those
developed from the raw dataset (referred to as raw models). The
clean models had a mean model R2 of 0.084, a model RMSE
of 0.033, a validation R2 of 0.057, a validation RMSE of 0.038,
and a validation MAPE of 12.012%. In contrast, the raw models
showed poorer statistical indicators, with a mean model R2 of
0.048, a model RMSE of 0.067, a validation R2 of 0.046, a
validation RMSE of 0.194, and a validation MAPE of 53.1%.

Fig. 4 presents a comparison between each pair of the same
models, with the only difference being that they were mod-
eled and validated using raw and clean datasets, respectively.
Regardless of which statistical indicator was used to evaluate
their performance, we observe that almost every clean model
outperforms the raw model. The superiority of clean models is
particularly evident in inferring the parameters mean, std, and
max (as shown in Table II). For raw models, the MAPEs of the
three parameters were 65.671%, 84.187%, and 62.111%, but
these values were significantly reduced to 10.687%, 8.815%,
and 9.911%, respectively, when using clean models. Further-
more, the accuracy of the median also improved from MAPE
of 44.384% to 11.836%. However, the inference models for
the minimum value did not show a significant difference; their
R2 values slightly improved, but RMSE and MAPE slightly
worsened.

B. Results of Using Different Model Functions and the
Number of Statistical Variables

Fig. 5 shows, among the 200 tests, the number of best models
based on different functions (using linear, power, or exponential
functions), using different numbers of bands or band ratios
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Fig. 4. Comparing model performance for different datasets (raw and clean), using five statistical indicators. (a) Model R2. (b) Model RMSE. (c) Validation R2.
(d) Validation RMSE. (e) Validation MAPE.

TABLE II
COMPARISON OF MODEL PERFORMANCE FOR FIVE STATISTICAL PARAMETERS USING THE RAW AND CLEAN DATASETS, RESPECTIVELY

Fig. 5. Among 200 modeling and validation tests, the counts of the best models
with different inference functions, see sub-part (a), the number of bands or band
ratios (1B: one band or band ratio, 2B: two bands or band ratios), or the number
of statistical variables (1S: one statistical variable, 3S: three statistical variables),
see sub-part (b).

(using 1B, one band/band ratio or 2B, two bands/band ratios),
or using different numbers of statistical variables (using 1S, one
variable, or 3S, three variables), regardless of which statistical
parameters were inferred and which statistical indicators were
used to evaluate the model performance. The results show that
linear functions outperformed power and exponential functions,
with about 190 of the 200 best models using linear functions.
Only in a few cases (∼10 out of 200) did power or exponential
functions outperform linear functions [see Fig. 5(a)].

In addition, Fig. 5(b) shows that the use of more bands/band
ratios and statistical variables improved model performance.
Approximately 165 out of the 200 best models used 2B and 3S,
i.e., model (8). The average occurrences of (1B, 1S), (1B, 3S),

and (2B, 1S) in 200 tests were only 1, 9, and 25, respectively,
indicating that using only one band/band ratio and one variable
was not a good modeling method. Furthermore, the fact that
(2B, 1S) performed better than (1B, 3S) suggests that using
more spectral information was better than using more statistical
information.

C. Results of Using Different Bands and Band Ratios

Fig. 6 shows the results of the best bands or band ratios used,
without taking into account the model functions, the number
of variables, the datasets used, and the statistical parameters
inferred. For example, Fig. 6(a) shows that of the 200 inference
modeling and validation runs, the best models for inferring mean
CDOM were those that used (B1/B2, B2/B3) and were counted
80 times for the highest modeling R2 and lowest modeling
RMSE, 57 times for the highest validation R2, 52 times for the
lowest validation RMSE, and 50 times for the lowest validation
MAPE. The second best models, which used bands (B1, B2) to
infer the mean CDOM, did not perform as well in modeling but
outperformed them in validation, with 57, 52, and 50 times being
the best models for the best validation R2, RMSE, and MAPE,
respectively.

For inferring the median CDOM, the best bands were also
(B1/B2, B1/B3), followed by (B1/B2, B2/B3), as these two
models were significantly better than the others. To infer the
CDOM std, the best bands were (B2/B4, B3/B4), which were
much better and were counted as the best models more than
100 times compared to other bands, whereas (B1, B2), (B1/B3,
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Fig. 6. Seven steps (Steps 1– 7 listed in Section II-B, but only using the clean
dataset) of inference modeling and validation were repeated 200 times, and at
each time, the bands, band ratios, or their combinations used by the best models
(with the highest R2, or the lowest RMSE and MAPE) were recorded, and their
numbers were counted at last. For example, in (a), the counts of the models
using two bands B1 and B2 and evaluated by modeling R2 is 38, meaning that
among the 200 times tests, there are 38 times that B1 and B2 played as the best
band combination which gave the highest modeling R2. The subfigures show
the results of inferring different statistical parameters. (a) Mean. (b) Median. (c)
Std. (d) Min. (e) Max.

B2/B4), and (B1/B3, B1/B4) are alternative options. However,
when it comes to deriving the minimum CDOM, no band or
band ratio stood out significantly from the others. Nevertheless,
(B2/B3, B3/B4) (∼30 counts) was superior to (B1/B3, B2/B3),
(B1/B2, B1/B3), and (B1, B4), which each achieved ∼20 counts
as the best models. Regarding the inference of the maximum
CDOM, two models using (B1/B2, B3/B4) and (B1/B3, B3/B4)
were much better than the other models, with the former and the
latter being the best models ∼80 and ∼50 times, respectively,
out of 200 tests.

D. Results of Using Different Statistical Parameters

Fig. 7 illustrates the model performance for inferring five
statistical parameters (mean, median, std, minimum, and maxi-
mum) using the same model forms, but with coefficients fitted
and validated separately for each model. The results show that

Fig. 7. Model performance for inferring different statistical parameters, shown
by the indicators. (a) Modeling and validation R2. (b) Modeling and validation
RMSE. (c) Validation MAPE. The whisker lines indicate the percentiles of 10%,
25%, 50%, 75, and 90%.

the mean and median are the parameters that can be inferred most
accurately, with the highest R2 (∼0.35) and the lowest RMSE
(∼0.021) and MAPE (∼7%), as shown in Table III. In contrast,
the models for the other three parameters (std, minimum, and
maximum) performed relatively worse in both modeling and
validation. Among them, the std was the most difficult parameter
to model, with an average R2 of only 0.19 for modeling and
0.16 for validation. The minimum and maximum parameters
were inferred with similar accuracy, with MAPEs around 10%,
although the minimum parameter had a slightly better MAPE
of 9.70% compared to the maximum parameter’s MAPE of
11.07%.

Furthermore, R2 and RMSE results in Fig. 7(a) and (b) and
Table III indicate that all models performed better in modeling
than in validation. This is reasonable given that the models
were developed using the modeling datasets and validated using
independent validation datasets.

E. Best Models for Inferring CDOM in Qiandao Lake

Based on the results and analysis presented above, we rec-
ommend the models listed in Table IV as the best options for
inferring each statistical parameter of the CDOM in Qiandao
Lake. All of these models use two band ratios, three statistical
variables (as shown in Table I), and the polynomial function of
(8).

We also propose alternative models, listed in Table V, which
are simpler in form and use fewer bands (one band ratio), but
have lower accuracy than the best models. These simplified
models can be used when some of the bands used in the best
models are not available in the images.

Note that the models listed in Tables IV and V are based on
data that has been magnified by a factor of 10. Therefore, if they
are used to infer CDOM statistics, Rrs must be multiplied by
10 and the model result should be divided by 10 to obtain the
CDOM statistical parameters in their true magnitude.

IV. DISCUSSION

This section discusses several important issues related to re-
mote sensing statistical inference and highlights some potential
topics for future work.
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TABLE III
MODEL PERFORMANCE OF FIVE STATISTICAL PARAMETERS

TABLE IV
BEST MODELS FOR INFERRING CDOM’S STATISTICAL PARAMETERS (Y) IN QIANDAO LAKE

TABLE V
ALTERNATIVE SIMPLE MODELS FOR INFERRING CDOM’S STATISTICAL PARAMETERS (Y) IN QIANDAO LAKE

A. Field Sampling and Resampling of the Field-Measured
Data

As our results show, to construct an accurate inference model,
it is crucial to ensure that the modeling data have a good statis-
tical distribution, rather than using all the raw data. Therefore,
we recommend that field sampling sites are distributed as evenly
as possible across the study area to ensure that the samples col-
lected represent the true statistical distribution of the population.
However, it can be challenging to achieve evenly distributed
sampling for aquatic environmental studies, particularly for a
lake with a large area and frequently changing water quality. In
this study, the sampling sites were essentially evenly distributed
across Qiandao Lake but were sampled at different times (either
spring or autumn), which means that the statistical distribution
of CDOM in the raw samples may not exactly match the ground
truth.

We strongly recommend that a data screening process is per-
formed before inference modeling to remove redundant samples
and use the remaining samples to form a smooth probability
distribution curve. For example, if the raw histogram shows a
normal distribution, we can remove some samples to obtain a
clear normal distribution, ensuring that the remaining samples
are still evenly distributed in the space of the study area, as shown
in Fig. 2.

Alternatively, we can add some samples to the dataset to
obtain a statistical distribution with more samples. For example,
we can add seven or eight samples for aCDOM (440) between
0.4 and 0.6 m−1 (the third bin in Fig. 3) and remove seven or
eight samples for aCDOM (440) between 0.6 and 0.8 m−1 (the
fourth bin in Fig. 3). This allows us to form a newly generated
exponential distribution with 100 samples, which is more than
the 67 samples in the clean dataset used in this study. The values
of the new samples added to the dataset can be estimated using
random interpolations of the neighboring samples.

B. Statistical Variables Used in Inference Models

In our previous studies, we assumed that there were relation-
ships between the same statistical parameters of the optical and
nonoptical properties of a lake. For instance, we used the mean
spectra to infer the mean CDOM, and the std of spectra to infer
the std of CDOM. However, these relationships have not been
theoretically proven and may not necessarily be true. We need
to pay particular attention to the parameters min and max. The
minimum spectrum may have a relationship with the maximum
CDOM, rather than the minimum because CDOM has strong
absorption but no backscattering. Hence, if aCDOM (440) is high,
more light will be absorbed, and the water’s reflectance will be
low. The statistical variables used in Table I were only tentative



ZHU: REMOTE SENSING STATISTICAL INFERENCE FOR CDOM IN INLAND WATER: CASE STUDY IN QIANDAO LAKE 7469

tests, and further studies on this topic are required for future
work.

C. Inference of Statistical Probability Distribution

In this study, we focused solely on deriving the five statistical
parameters of the CDOM: mean, median, std, minimum, and
maximum. These parameters provide crucial insight into the
main features of the statistical distribution of CDOM and are
sometimes sufficient to describe its complete statistical probabil-
ity distribution, assuming a prior knowledge of this distribution.
For example, if we know that CDOM in a lake follows a normal
distribution, then inferring the mean and std would allow us to
fully understand the statistical probability distribution of CDOM
in the lake. However, in cases where we lack prior knowledge,
these key parameters may not be sufficient to determine the
full statistical probability distribution. In such cases, we need
additional parameters to approximate the full distribution. In
this study, we inferred the median, minimum, and maximum
values, which were set as the 50%, 5%, and 95% percentiles
of the CDOM distribution histogram, respectively. By inferring
more percentiles, such as 5%, 10%, 15%, and so on, up to 95%,
we can bring the histogram closer and closer to the full statistical
probability distribution of CDOM.

D. Types of Inference Models

The bootstrap-based method presented in this study is es-
sentially empirical, regardless of the number of bands/band
ratios and statistical variables employed. While using more
bands, band ratios, and variables is likely to yield more accurate
results, the resulting models become increasingly complex and
overfitting. Consequently, their accuracies may not improve
significantly. We recommend the use of the ternary and cubic
polynomial function (8) for CDOM inference in complex waters.
However, the function coefficients listed in Tables IV and V may
not be applicable for CDOM inference in other water bodies.
In addition to the bootstrap-based method, other empirical,
analytical, or semianalytical inference methods remain to be
explored in future research.

The empirical inference models of Qiandao Lake cannot be di-
rectly applied to other lakes. We do not expect there is a universal
inference model which can be used in all closed-connected water
bodies—it is like there is no universal inversion model which
works well for all waters. However, the methods, functions,
bands or band ratios, and statistical variables used in Qiandao
Lake can be adopted by other lakes, and use their own in situ
data to fit the lake-specific model coefficients.

V. CONCLUSION

We estimated the five statistical features (mean, median, std,
min, and max) of CDOM concentration aCDOM (440) in Qiandao
Lake using their respective remote sensing statistical inference
models. These models were built based on field-measured data
and bootstrap methods, and they generally performed well with
MAPEs of 6%–11%. We recommend reselecting the clean data
from the raw field-measured data to obtain CDOM samples

with known statistical distributions, such as normal, log-normal,
or exponential distributions, before building inference models.
Using three spectral statistical variables at two band ratios, along
with polynomial functions, is the best approach for constructing
accurate inference models. Among the five statistical parame-
ters, mean and median can be inferred more accurately than std,
min, and max.
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