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Enhanced Generalized Regression Neural Network
With Backward Sequential Feature Selection for
Machine-Learning-Driven Soil Moisture Estimation:

A Case Study Over the Qinghai-Tibet Plateau

Ling Zhang, Zhaohui Xue

Abstract—Soil moisture (SM) is affected by many factors, such
as soil characteristics, land cover, and meteorological conditions,
making accurate remote sensing SM estimation a tough task. To
fully explore the complementary information of multisource re-
mote sensing data in SM estimation, it is necessary to explore
the multiple feature variable selection method. Traditional filter
methods may lead to feature redundancy and low accuracy, and
embedding methods usually require complex parameter optimiza-
tion. To overcome the above issues, we propose an enhanced gener-
alized regression neural network with backward sequential feature
selection (EBSFS) method for SM estimation. By using k-fold cross-
validation to obtain the training set and validation set, and using
the Pearson correlation coefficient to design evaluation criteria and
an objective function, EBSFS searches for feature variables that
minimize the objective function and updates the feature subset
during iteration. EBSFS can adaptively obtain the optimal number
of feature variables based on the evaluation criteria. Moreover,
EBSFS does not require parameter optimization and can be flexibly
and conveniently embedded into ensemble learning framework.
Experiments conducted over the Qinghai-Tibet Plateau (QTP)
from April 2015 to March 2016 demonstrate that EBSFS greatly
reduces the feature redundancy, produces a more compact feature
subset, and achieves higher estimation accuracy. Precisely, EBSFS
presents better performance with R = 0.9544 and RMSE = 0.0310
under 13 input feature variables.

Index Terms—Enhanced generalized regression neural network
(EGRNN), feature selection, Qinghai-Tibet Plateau (QTP), soil
moisture (SM) estimation.
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1. INTRODUCTION

OIL moisture (SM) is the link between surface water and
S groundwater, and it is one of the key variables in surface
water cycle and atmospheric energy balance. It plays akey role in
the global water and energy cycle, and directly affects hydrology
cyclic processes, such as precipitation, runoff, infiltration, and
evapotranspiration [1], [2]. Currently, with the development of
satellite remote sensing technology, it has become possible to
remotely sense SM over large areas, long time series, and high
spatial resolutions.

The mainstream studies of SM estimation are based on satel-
lite microwave remote sensing. Microwave and optical remote
sensing are usually integrated for SM estimation. For exam-
ple, an integration of microwave data obtained from the Soil
Moisture Active Passive (SMAP) and Advanced Microwave
Scanning Radiometer 2 (AMSR2) satellite radiometers was
attempted to achieve an accurate SM estimation [3]. Similarly,
an algorithm was developed for retrieving SM at the plateau
scale by combined usage of Aquarius active and passive L-band
observations [4]. The reflectance of Landsat-8 OLI and the
backscattering coefficient of Sentinel-1 were combined with
the Dubois model to jointly retrieve SM [5]. SM in agricultural
fields was retrieved by the integration of Sentinel-1 A data and
the Moderate Resolution Imaging Spectroradiometer (MODIS)
data [6].

Recently, machine-learning-driven SM estimation methods
can integrate multisource remote sensing data, topography and
landform, vegetation and soil quality, without considering the
complex physical mechanism of the inversion process, avoiding
tedious model assumptions, and realizing complex nonlinear
valid mapping [7], [8], [9]. The general idea of machine-
learning-driven methods is to establish the mapping relationship
between multiple feature variables and SM. According to the
source of feature variables for SM estimation, they can be
divided into visible light-near infrared features, thermal infrared
features, microwave features, and other auxiliary features such
as hydroclimate, topography, and soil properties. In [10], a
nonlinear relationship between ground-based SM measurements
from sparse network stations and passive microwave obser-
vations from the SMAP satellite was modeled. To evaluate
the performance of different L-band SM products over the
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tropical and the rainforests areas, a comprehensive evaluation
was conducted [11]. Recently, a new research stream is to
integrate the machine learning methods and the physical or semi-
physical models for boosting the performance of SM estimation
or downscaling [12], [13], [14], [15].

In order to fully utilize the advantages of multisource remote
sensing data and explore the complementary information for
SM estimation, it is necessary to explore multiple feature vari-
ables selection methods. Currently, feature variable selection
algorithms can be roughly divided into three categories: filter;
embedded; and wrapper methods.

1) Filter feature selection method is based on different indica-
tors to measure the importance of features, which is inde-
pendent of the model used. It scores each feature according
to divergence or correlation, and ranks features by setting
thresholds or the number of features to be selected. For
regression, this type of method mainly includes Regres-
sion ReliefF (RReliefF) [16], Laplacian Score (LS) [17],
Pearson Correlation Coefficient (PCC) [18], Minimum
Redundancy Maximum Relevance (MRMR) [19], etc.
Generally speaking, the filter algorithms are simple, suit-
able for the situation with many feature variables, and can
quickly remove feature variables that are not sensitive to
SM. However, the evaluation criteria are independent of
the specific machine learning algorithm, which may cause
feature redundancy.

2) Embedded feature selection method first obtains the
weight coefficients of each variable based on model train-
ing, and selects variables according to the order of coef-
ficients. This method is similar to the filter method, but it
uses training to determine the quality of different features.
For example, mean decrease in accuracy (MDA) [20], least
absolute shrinkage and selection operator (Lasso) [21],
etc. The embedded feature selection method is relatively
fast and effective, but the parameter setting is complicated.

3) Wrapper feature selection method selects feature subsets
based on the target function, which is usually the predic-
tion performance score. It trains the model by selecting
feature subsets using forward or backward selection. It
adds or removes features one by one according to the
custom evaluation criteria, and then sorts them based on
the prediction performance until the evaluation index no
longer decreases. Examples of wrapper feature selection
methods include recursive feature elimination (RFE) [22]
and sequential feature selection (SFS) [23]. Compared
with filter and embedded methods, wrapper methods are
task-oriented and tailor sensitive feature subsets for spe-
cific prediction models, resulting in higher accuracy and
stronger specificity.

Currently, there are few studies on the impact of multisource
remote sensing feature variables on SM estimation. Our previous
work used ten feature selection algorithms and a Random Forest
(RF) estimation model to analyze the impact of 29 features
variables on SM estimation in the continental United States [24].
This study showed that the importance ranking of feature
variables obtained by different feature selection methods was
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different. Overlaying the importance of different feature selec-
tion methods is cumbersome to implement, and the participation
of too many feature selection methods inevitably introduces
more uncertainty.

The Qinghai-Tibet Plateau (QTP) is the highest and largest
plateau in the world, which has the most prominent and complex
terrain on Earth and is one of the most sensitive regions to global
climate change. Studies have shown that SM changes in the
QTP have a significant impact on the climate system and water
cycle in China, Asia, and even the world [25]. However, the
scarcity and uneven distribution of ground measurement stations
in the region, coupled with the complex natural and geographical
environment, make large-scale and long-term remote sensing
SM monitoring in the QTP very challenging. In particular, how
to overcome the problems of machine learning models falling
into local optima and overfitting under the condition of sparse
samples needs to be further explored.

In the research of machine-learning-based SM estimation in
the QTP, the relevant methods mainly include the use of back
propagation neural network (BPNN), extreme gradient boosting
(XGBoost), least squares regression (LSR), RF models, and
SO on.

1) In single-model-based estimation research, Zhang et al.

[26] conducted SM estimation research using TerraSAR-
X and Sentinel-1 data, combined with LSR and multitem-
poral change detection methods. To address the shortcom-
ings of the traditional generalized regression neural net-
work (GRNN) SM estimation method, i.e., using full map
construction, which leads to high computational complex-
ity and difficulty in effectively expressing the spatiotem-
poral local features, our previous work presented an en-
hanced generalized regression neural network (EGRNN)
SM estimation model [27]. Further, GRNN is integrated
with the physical and theoretical scale change (DisPATCh)
algorithm to overcome the spatially discontinuous issue of
current SM products [28].

2) Inensemble-learning-based estimation research, He et al.
[29] used the Stacking method to integrate the “Trape-
zoid” model, RF, and XGBoost models, and used MODIS
reflectance, DEM, land surface temperature (LST), veg-
etation index, and other variables to construct a feature
variable space for SM estimating in the QTP. In addition,
Zhang et al. [30] used Landsat 8 optical and thermal
infrared data, SMAP, ECMWF Reanalysis v5 (ERAS),
terrain, soil texture, and precipitation data to construct
a feature variable space, and conducted SM estimation
research based on XGBoost and RF models. To im-
prove the generalization performance of a single model,
Xueetal. [31] designed two novel ensemble learning mod-
els based on the Gaussian process regression (GPR) for
SM estimation. In the research of SM products downscal-
ing, Shangguan et al. [32] evaluated and intercompared the
downscaling performances of six machine/deep learning
approaches and further proposed a hybrid downscaling
method based on Bayesian three-cornered hat merging
(MATCH).
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To sum up, in the comprehensive machine-learning-driven
SM estimation using multiple feature variables, the main con-
sidered variables include soil characteristics, vegetation charac-
teristics, meteorological conditions, terrain features, underlying
surface type, geographic location attributes, and temporal fea-
tures, etc. Different feature variables may be independent of each
other or may contain redundant information. Analyzing the sen-
sitivity of feature variables to SM estimation can help improve
the estimation accuracy of the model. Therefore, establishing an
effective feature variables screening mechanism is an important
issue that needs to be urgently addressed.

In this article, to address the shortcomings of the filter method,
which may lead to feature redundancy and low accuracy, and
the embedded method, which requires complex algorithm pa-
rameter optimization, an EGRNN with backward sequential
feature selection (EBSFS) method is proposed for SM esti-
mation. The original data is cross-validated by dividing the
training samples into & equal parts to prevent overfitting. The
Pearson correlation coefficient is used to calculate the prediction
deviation of all cross-validation sets based on the given feature
subset, and design evaluation criteria and objective function.
In the iterative loop, a certain feature variable is sequentially
removed from the current feature subset, and the objective
loss of all cross-validation sets is calculated to find the fea-
ture variable that minimizes the objective function and update
the feature subset. The iteration process is terminated when
the objective function no longer decreases after removing a
certain feature variable, and the optimal feature subset can be
obtained.

The main novelty and contribution of our work are as follows.

90"0I'0”E 100°(|)'0"E

Geographic location of the Qinghai-Tibet Plateau (QTP) and the spatial distribution of the ground stations from different networks. The China base map

1) We design a novel EBSFS method that adaptively ob-
tains the optimal number of feature variables based on
evaluation criteria, and the selected feature variables are
more compact and have lower information redundancy.
In addition, it can be flexibly and conveniently embedded
into an ensemble learning framework.

We analyze the sensitivity of 19 feature variables for SM
estimation over QTP, which can provide reference value
for machine-learning-driven SM estimation studies in the
literature.

2)

II. STUDY AREA AND DATA
A. Study Area

The QTP is located in the Central Asia, covering an area of
more than 2.5 million square kilometers (see Fig. 1). With an
average elevation exceeding 4500 m, QTP is often referred to as
the “Roof of the World.” QTP is also called the “water tower of
Asia” since it contains the headwaters of the Yellow, Yangtze,
and Mekong drainage basins. In addition, QTP is sometimes
termed as the “Third Pole” because it contains the largest reserve
of fresh water in the ice fields. Therefore, QTP can serve as a
good indicator for the global climate change, greatly attracting
the research interest of domestic and overseas scientists. Espe-
cially, SM changes in QTP have a great influence on the climate
system and water cycle of the world. However, the mechanism of
remote sensing SM monitoring is hard to be accurately modeled
due to the complex natural and geographical environments. In
addition, limited and unbalanced in situ measurements pose
great challenges for large-scale and long-term SM monitoring.
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TABLE I
DETAILS OF DIFFERENT IN-SITU SM MONITORING NETWORKS OVER THE QTP

Network Ngari Naqu Maqu Pali
Extent 32.3°-33.5°N; 79.5°-79.75°E 31°-32°N; 91.6°-92.5°E 33.5°-34.25°N; 101.75°-102.75°E 27.75°-28°N; 89°-89.25°E
Location Western Central Eastern Southern
# Stations 19 56 20 25
Depth (cm) 5 0-5 5 5

Collection interval
Acquired time
Climate
Land cover

daily, 6:00 A.M.*
April 2015 to March 2016
Arid
Bareland, Grassland

daily, 6:00 A.M.*

Semi-humid
Grassland

April 2015 to March 2016

daily, 6:00 A.M.*
June 2015 to March 2016
Humid
Grassland, Wetland

daily, 6:00 A.M.*
April 2015 to December 2015
Humid
Grassland

Note that: the time marked with * indicates the UTC time.

TABLE II
MULTIPLE FEATURE VARIABLES CONSIDERED FOR SM ESTIMATION ACQUIRED
FrROM APRIL 2015 TO MARCH 2016

Data name Variable index | Variable name | Spatial resolution

1 NDVI 500 m
2 LST 1 km

MODIS 3 LC_Typel 500 m
4 Sur_Ref 250 m
5 Albedo
6 Latitude

SMAP 7 Longitude 9 km
8 SMAP_TBH
9 SMAP_TBV

ERA-Interim 10 ERA_SR 0.125°
11 ERA_Eva
ERAS5-Land 12 ERA_Runoff 0.125°

13 ERA_TP

SRTM 14 Elevation 90 m
15 T_Clay
16 T_Sand

HWSD 17 T Silt 1 km
18 SOC

DOY 19 DOY -

B. In Situ Data

We acquired the in situ measurements at 6:00 A.M. (UTC
time) from April 2015 to March 2016, with a daily interval on
the central Tibetan Plateau (CTP-SMTMN) [33] and the Ti-
betan Plateau Observatory (Tibet-Obs) [25] SM and temperature
monitoring networks. As shown in Fig. 1, there are four in situ
networks represented by different circles: the Naqu network (red
circle) and Pali network (green circle) from CTP-SMTMN, and
the Ngari network (blue circle) and Maqu network (magenta
circle) from Tibet-Obs. Table I lists the details of different in
situ networks.

C. Multiple Feature Variables

The 19 feature variables, obtained from five multisource data
acquired from April 2015 to March 2016, listed in Table II are
used in this study. These variables have been matched to the
same time period, and they are also transformed into a uniform
projection coordinate system and resampled to acommon spatial
resolution of 0.125° for consistency.

1) MODIS/Terra 16-Day vegetation indices products
(MOD13A1), MODIS/Terra 8-day land surface
temperature products (MODI11A2), MODIS/Terra land
cover type products (MCDI12Q1), and MODIS/Terra
8-day surface reflectance products (MOD09Q1) are used
in this study. NDVI is a simple but good indicator of

SM, because water stress can lead to spectral variation
of the canopy in red and NIR bands. LST can be
recognized as another SM indicator, given that the
soil thermal conductivity changes with fluctuating
moisture level. The MODIS datasets are available at
https://modis.gsfc.nasa.gov.

SMAP enhanced L3 radiometer global daily 9-km EASE-
grid SM V004 descending overpass datasets, includ-
ing albedo, latitude and longitude, brightness tempera-
tures at horizontal and vertical polarization (SMAP_TBH,
SMAP_TBV), are used in this study. Existing empirical
methods are commonly used to develop the regression re-
lationships between passive microwaves measured bright-
ness temperature (TB at both H and V polarizations) and
ground SM over bare soils. SMAP datasets are available
from https://nsidc.org/data/SPL3SMP.

The daily surface roughness (ERA_SR), daily evapotran-
spiration (ERA_Eva), daily runoff (ERA_Runoff), and
total precipitation (ERA_TP) are used with a spatial res-
olution of 0.125°. ERA-Interim datasets can be obtained
from http://apps.ecmwf.int/datasets.

The DEM data used in this study is provided by NASA’s
shuttle radar topography mission (SRTM) with a spatial
resolution of 90 m. It started in February 2000, and covers
an area of more than 119 million square kilometers be-
tween 60°N and 56°S. SRTM data can be obtained from
http://srtm.csi.cgiar.org.

The soil texture data come from the 1 km harmonized
world soil database version 1.2 (HWSD), in which the
main soil classification system adopted is FAO-90. HWSD
can be obtained from http://www.fao.org.

The day of year (DOY) should also be considered as a
necessary feature to reflect time variations.

2)

3)

4)

5)

0)

III. PROPOSED METHOD

Let (X,Y) be n pairs of training samples with features X =
{x1,X2,...,X,} (x; € RP is a B-dimension feature) and tar-
getsY = {y1,92, ..., yn} - Let X* = {x¥,xY,...,x% } beaset
of unknown data. A graphical illustration of the proposed EBSFS
scheme for SM estimation is shown in Fig. 2.

A. Initialization

To avoid overfitting, we equally split the training set into k
subsets, i.e., {X1,Y1}, {X2, Y2}, ..., {Xk, Y&}, and each
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Graphical illustration of the proposed EGRNN [27] with backward sequential feature selection (EBSES) algorithm for SM estimation (Taking threefold

cross-validation as an example). In each iterative loop, a certain feature variable (b*) is sequentially removed from the current feature subset (I';), and the objective
loss (F') of all cross-validation sets is minimized to find the optimal feature subset (I'op¢).

subset composes training and validation sets. Then, we initialize
the K -dimensional feature subset as I'g (where K == B).

B. Define Criterion and Objective Function

Given the feature subset, we can calculate the prediction bias
(&) of all cross-validation sets as

Y; = EGRNN (X;,Y;, X;)
& =1—corr (?i,Yz) (1

where function “corr” represents the Pearson coefficient. We
then calculate the averaged prediction bias of all cross-validation
sets based on the given feature subset. The objective function can
be defined as

F =

k
> @)
1=1

| =

C. Iterative Optimization

In the jth iteration, sequentially remove a feature variable
from the current subset of features I';, calculate the loss F;, and
find the feature variable b* that minimizes the objective function,
which takes the form

b= in F;. 3
arggellrr; j (3

Then, we need to remove b* from the current subset of
features, update the optimal subset of features I';, and repeat

the optimization given in (3)
T, =T,;/b" )

where the symbol “A/a” means removing element “a” from “A.”

If the loss F); no longer reduces the performance after remov-
ing a feature variable, then terminate the optimization process.
Otherwise, continue to the next iteration

Zf Fj+1 ZFJ‘, end

else, continue. @)

Finally, the optimal feature subset can be obtained after iter-
ative optimization, i.e., opy = T';.

With the above formulations at hand, the pseudocode of
EBSFS can be summarized in Algorithm 1. EBSFS overcomes
the drawbacks of existing feature selection algorithms. 1) It
avoids the problem of feature redundancy that occurs in feature
selection methods such as filter feature selection and forward
sequential feature selection. 2) It avoids the problem of obtaining
an optimal feature subset that may not be suitable for a specific
task when filter feature selection is detached from the prediction
model. 3) It eliminates the issue of complex parameter setting
in embedded feature selection algorithms.

The advantages of EBSFS are as follows: 1) It adaptively
obtains the optimal number of feature variables based on the
evaluation criteria, enhancing the operability and targeting of
the algorithm; and 2) The algorithm does not require parameter
optimization and can be flexibly and conveniently embedded in
ensemble learning framework.



7178

Algorithm 1: EGRNN With Backward Sequential Feature
Selection (EBSFS).
1: Input: Training data pairs with features
X = {x1,X9,...,X,} and targets
Y = {y1,v2,- .-, yn}; Cross-validation times k.
2: Output: The optimal feature subset I'op.
3: Main loop:
4:for j =1,2,...,Bdo
fori=1,2,....,kdo

5
6: Y; = EGRNN(X;,Y;, X;)
7:
8

& =1—corr(Y;,Y,)
: end for
9 Fj=3 Zf:l &

10: b =argminger, F;, j€{1,2,...,
11: F]‘ = Fj/b*

12: if F;41 > F} end; else, move to Step 4.
13: end for

14: return Iy = T';

B}

IV. EXPERIMENTAL RESULTS
A. Experimental Settings

1) A total of 5582 labeled samples are randomly split into
two parts: one for training (60%) and the other for test
(40%).

2) For EGRNN, we set k = 5 as recommended in our previ-
ous work [27].

3) RReliefF [16], LS [17], MDA [20], PCC [18], and
MRMR [19] are compared to evaluate the superiority of
the proposed method.

4) Pearson correlation coefficient (R), root mean square
error (RMSE), mean bias (bias), and unbiased RMSE
(ubRMSE) are used to evaluate the performance.

5) The experiments are implemented on Intel Core i9-9900 K
CPU, 3.6 GHz, and 64 GB RAM using MATLAB R2022a
software. For stability, we conducted 20 independent runs
and reported the averaged results.'

B. Feature Importance and Rank

We analyze the feature importance and rank of different fea-
ture selection methods, and we normalize the feature importance
to [0,1] for comparability. As shown in Fig. 3, a total of 18 feature
variables except for DOY are included for analysis. Since DOY
reflects time variations, it is considered as a necessary feature.
The higher feature importance represents more sensitivity to SM
estimation, thus more forward of the feature rank.

According to the results, the feature importance and rank of
different feature selection methods have significant difference
or even opposite performance. For example, MODIS_NDVI is
ranked first, first, and third by RReliefF, LS, and PCC, respec-
tively. However, it is ranked fifth and tenth by MDA and MRMR,
respectively. ERA_SR is ranked 1st by MDA and MRMR, but
it is ranked third, 11th, and 16th by RReliefF, LS, and PCC,

! The source code will be available at https://github.com/ZhaohuiXue/EBSFS.
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respectively. SRTM_Elevation is ranked second and third by
RReliefF and LS, whereas it is ranked eighth, eighth, and 15th
by MDA, PCC, and MRMR, respectively. Therefore, the above
observations indicate that different feature selection methods
have significant bias on specific feature variables, leading to
large uncertainty for SM estimation. The reason behind this is
that RReliefF, LS, PCC, and MRMR are filter-based methods,
the evaluation criteria are independent of the specific machine
learning method. MDA is an embedded feature selection method
that obtains the weight coefficients of different variables based
on model training.

C. Stacked Feature Importance

Since different feature selection method yields variant re-
sults, we stack the feature importance to validate the composite
result. As shown in Fig. 4, SMAP_TBH > MODIS_LST >
MODIS_LST >ERA_SR > SMAP_TBY are the top five impor-
tant feature variables. Whereas, HWSD_T_Silt < ERA_Runoff
< ERA_TP < HWSD_T_Sand < HWSD_T_Clay are the top
five insensitive feature variables.

By stacking the feature importance obtained by different
methods, we can obtain more comprehensive feature variables.
However, it is difficult in practical use since we need to im-
plement multiple feature selection methods and composite their
results. In addition, the involvement of multiple feature selection
methods will unavoidably introduce additional uncertainty.

D. Optimal Number of Feature Variables

To validate the optimal number of feature variables for differ-
ent feature selection methods, we plot the stairs of R as a function
of the number of features. As shown in Fig. 5, we conclude
the following observations. First, the SM estimation accuracy
increases as the number of features also increases. Second, the
optimal number of features for different methods is different.
RReliefF and MDA need 16 features to obtain the highest R,
PCC and MRMR need 18 features, whereas EBSFS only need
12 features to achieve the best R. Third, the performance with
very few features is quite different. For example, the values of
R for EBSFS, MDA, and MRMR can reach to 0.9 with only two
features, whereas the value of R is around 0.85 for RReliefF and
LS, butitis less than 0.8 for PCC. Finally, the increasing speed of
R along with the number of features is variant in different cases.
For example, the increasing speed for EBSFS is fastest, but the
other methods are not stable. The above observations indicate
that the features selected by most of the methods have certain
information redundancy, but EBSFS can select more compact
and representative feature subset for SM estimation.

E. SM Estimation Results

We then validate the SM estimation performance using the
selected features. First, we present the scatter plots for different
methods to demonstrate the linear relationship between predic-
tions and in situ measurements. As shown in Fig. 6, EBSFS
obviously exhibits the best fitting performance since the fitting
line is more close to the 1:1 line, and the scatter points are
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MODIS_LST Longitude MODIS_NDVI
SMAP_TBH SMAP_Albedo SMAP_TBV
~ SMAP_TBV « MODIS_LC_Typel ~ SMAP_TBH
@ ERA_TP E Latitude § SRTM_Elevation
° Latitude ° ERA_Eva o ERA_Runoff
s ERA_SR s SMAP_TBH 5 SMAP_Abedo
3 ERA_Runoff 3 ERA_SR 3 ERA_Eva
v Longitude v HWSD_T_OC Y- HWSD_T_Clay
HWSD_T_OC SMAP_TBV HWSD_T_Silt
HWSD_T_Sand HWSD_T_Clay HWSD_T_OC
HWSD_T_silt fo. HWSD_T_Sand MODIS_Sur_Ref
HWSD_T_Clay o. HWSD_T_Silt ERA_TP
SMAP_Albedo ERA_Runoff HWSD_T_Sand
MODIS_LC_Typet ERA_TP MODIS_LC_Typet
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 06 0.8 1 0 02 0.4 06 0.8 1
Normalized feature importance Normalized feature importance Normalized feature importance
() (®) ©
SMAP_TBH ERA_SR HWSD_T_OC
SMAP_TBV SMAP_TBH MODIS_LST
MODIS_NDVI MODIS_LC_Typet SMAP_TBH
MODIS_LST MODIS_LST ERA_SR
ERA_Eva SMAP_TBV MODIS_NDVI
Longitude ERA_TP SMAP_TBV
~ HWSD_T_OC ~ Longitude ~  SRTM_Elevation
S SRTM_Elevation S ERA_Eva S ERA_Eva
©  HWSD_T Clay ° HWSD_T_0C ° Latitude
5 HWSD_T Sand = MODIS_NDVI 3 HWSD_T_Silt
$  MoDIS_Sur_Ref b SMAP_Albedo $  HWSD_T_Clay
w SMAP_Albedo w Latitude L MODIS_Sur_Ref
MODIS_LC_Typet HWSD_T_Sand Longitude
Latitude MODIS_Sur_Ref HWSD_T_Sand
ERA_TP SRTM_Elevation ERA_Runoff
ERA_SR ERA_Runoff MODIS_LC_Typet
ERA_Runoff HWSD_T_Clay SMAP_Albedo
HWSD_T_Silt HWSD_T_Silt ERA_TP
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 06 0.8 1 0 0.2 0.4 06 0.8 1
Normalized feature importance Normalized feature importance Normalized feature importance
(d) (e) ®

Fig. 3.

I RReliefF
s
MDA
I FCC
CIMRMR
I EBSFS

Stacked feature importance

SERONGE R FHRS AL
S S TR RO 5
CROPITL? 4R 7 ARNRO 6 &
SO Y 8 %@Y@%&Q}%&/
O AR

Feature variables

Fig. 4. Histograms of stacked feature importance.

more compact. As for the other methods, their fitting lines
deviate from the 1:1 line with lower R values. As for specific
accuracy improvement, we can observe that EBSFS significantly
outperforms the other counterparts with R = 0.9544 and RMSE
= 0.0310 cm?/cm?, and the performance improvements are
0.0026-0.0269 and 0.0008-0.0078 in terms of R and RMSE,
respectively. Therefore, the above observation verifies that the
proposed method has better regression performance compared
to the other methods.

Feature importance and rank obtained by different methods. (a) RReliefF, (b) LS, (c) MDA, (d) PCC, (e) MRMR, (f) EBSFS.

For visual inspection, we present the annual mean SM maps in
Fig. 7. For different method, SM in the middle of QTP increases
gradually from west to east, and north to south, according to the
climate distribution. RReliefF overestimates SM in the central
part, MDA also overestimates SM in the east of QTP, and PCC
underestimates SM in most of the regions. By comparing the
other methods, EBSFS captures more specific spatial dynam-
ics, which indicates that our model has powerful regression
performance.

V. DISCUSSION
A. Temporal Dynamics

As shown in Fig. 8, we illustrate the time-series of estimated
SM for one year. We can observe that the predicted SM values
based on EBSFS are more consistent with the true values in
the time range marked A, whereas the predicted results of other
compared methods are either higher or lower than the true value.
For example, MDA and PCC underestimate the SM values, and
MRMR overestimates the SM values. In the time range marked
B, the predictions of MDA and PCC are underestimated, whereas
the other methods are quite similar. In the time range marked C,
the predictions of the MDA, PCC, and EBSFS are lower than
the real value, but RReliefF and LS provide the least differences
between the estimated values and the in situ measurements. In
general, the above experimental results demonstrate that the
proposed method can well capture spatial-temporal dynamics
of SM in the study area.
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Fig.9. Estimation accuracy as a function of different ratio of training samples.
The error bars indicate standard deviations. (a) R and (b) RMSE.

B. Generalization Performance

1) Evaluation of Different Initial Training Samples: As we
known, machine-learning-driven SM estimation results are
greatly affected by the initial training set. To evaluate the
generalization performance of the proposed method in terms
of different initial training set, Fig. 9 illustrates the evolution
of R and RMSE as a function of different ratio of training
samples for different feature selection methods. As depicted in
the figure, EBSFS always obtains the highest accuracy among
all considered methods when the ratio ranges from 10% to 50%.
It’s worth noting that, when the training set is very small, e.g.,
with only 10% samples used for training, the proposed method
also performs very well with R higher than 0.88. The above
observations demonstrate that EBSFES has better generalization
performance in terms of the initial training set than the other
counterparts.

2) Evaluation of Different In Situ Networks: To evaluate the
generalization performance of the proposed method on different
ground stations, Fig. 10 depicts the radar plots for different
feature selection methods based on four ground stations, i.e.,
Naqu, Pali, Ngari, and Maqu. It can be observed that the pro-
posed method performs best on three of four different ground
stations, including Naqu, Pali, and Maqu. The reason behind
may due to the fact that our method is more sensitive in humid
or semihumid regions. It’s interesting to note that LS exhibits the
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Fig. 10. Radar plots for different feature selection methods on the four SM
monitoring networks. (a) R and (b) RMSE.

best prediction performance in Ngari ground stations. In short,
the proposed method has the best stability under most of the
ground stations.

C. Uncertainty Analysis

We use the triple collocation (TC) [34] to evaluate the uncer-
tainty of different feature selection methods. TC method does
not require known ground truth as a reference and can directly
evaluate the uncertainty of three or more sets of observed se-
quences. To prepare the triple input for TC, we combine the SM
products from SMAP and ERAS5-Land with the SM estimations
results obtained by each feature selection method. As shown
in Fig. 11, the averaged uncertainty of SM estimations results
obtained from different feature selection methods ranges from
0.8t00.85, and the spatial differences are not significant. EBSFS
has the lowest relative uncertainty, i.e., Rpc = 0.8576, while
ReliefF and MDA feature selection methods have the highest
relative uncertainty.
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VI. CONCLUSION

In this article, we propose a novel EGRNN with backward
sequential feature selection method for SM estimation, namely,
EBSFS. First, k-fold cross-validation is used to divide the train-
ing samples into training set and validation set. Second, Pearson
correlation coefficient is used to design evaluation criteria and
objective function. Finally, iterative optimization is conducted
to find the feature variables that minimize the objective function
and update the feature subset during iteration.

The proposed method is tested in the QTP during April
2015 to March 2016 based on 19 feature variables. In the
comparison with four other different feature selection meth-
ods, we conclude the following: 1) Different feature selection
methods have significant differences in the importance ranking
of different feature variables, which leads to great uncertainty
for SM estimation, i.e., PCC underestimates SM and MRMR

overestimates SM; 2) The information redundancy among the
feature variables extracted by EBSFS is relatively low, and
the accuracy can maintain steady growth as the number of
feature variables increases; 3) At the optimal number of fea-
tures, the estimation accuracy obtained by EBSFS is signif-
icantly better than other comparative methods; and 4) The
most sensitive feature variables for SM estimation over QTP
include SMAP_TBH, MODIS_LST, MODIS_NDVI, ERA_SR,
SMAP_TBYV, ERA_Eva, SRTM_Elevation. Meanwhile, the SM
map produced by EBSFS has richer details in space and fits better
with the measured data.

In the future, we will focus on integrating the current method
with ensemble learning framework. In addition, our method has
not been well coupled with the physical SM inversion mecha-
nism and underlying surface characteristics, which also deserves
further exploration since physical model can well improve the
interpretablility of machine-learning-driven methods.
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