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Abstract—Meteorological radar data are essential for meteo-
rological monitoring, forecasting, and research, and it plays a
crucial role in observing and warning of extreme weather risks.
However, meteorological radars have some limitations, such as
uneven distribution and severe topographical influence. Meteo-
rological remote sensing satellites can partially overcome these
limitations by providing larger observational scope and high spatial
and temporal resolution. Using data from meteorological remote
sensing satellites to train radar reflectivity factor retrieval models
can effectively compensate for the missing and poor quality of radar
data. However, there are still some challenges, such as extracting
the features of intense convective weather with unclear coverage
from complex multichannel meteorological remote sensing satellite
data and removing the interference caused by nonprecipitation
clouds on retrieval models. Moreover, the privacy and security
of remote sensing data transmission need to be ensured. In this
article, we propose a novel method that combines the advanced
encryption standard method to protect the transmission of remote
sensing data, a multiscale feature fusion module to extract mul-
tiscale features from multichannel meteorological remote sensing
satellite data, and an attention technique to reduce the interference
of nonprecipitation clouds on retrieval models. We conduct com-
parison experiments with multiple indicators to demonstrate that
our method has certain advantages in retrieving radar reflectivity
values of different sizes. Our method achieves 0.63, 0.36, 0.49, 0.55,
and 0.99 on probability of detection, false alarm ratio, critical
success index, Heidke skill score, and accuracy scores, respectively.

Index Terms—Cryptography, deep learning, Hamawari-8, radar
reflectivity factor (RF), remote sensing.
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I. INTRODUCTION

XTREME weather catastrophes have been more frequent
E in recent years [ 1], with their suddenness, widespreadness,
and destructive nature posing a grave threat to the safety of
people’s lives and property, attracting the attention of the whole
population [2]. China is subject to a broad variety of natural
disasters on account of its huge land, variable climate, and
varied topography. Due to its concentrated and severe charac-
ter, intense convective weather has long posed a challenging
forecasting problem, with a short time frame and a tiny scale.
Monitoring and recognizing the onset and evolution of intense
convective weather with precision is essential for enhancing
disaster defense capabilities and minimizing human and eco-
nomic losses [3]. Consequently, reliable and high-quality me-
teorological measurements are crucial for weather forecasting
and catastrophe warning.

With the ongoing development and enhancement of meteoro-
logical radar networks, high-resolution Doppler weather radar
has become one of the most effective tools for evaluating and
forecasting small-scale weather systems and monitoring and pre-
dicting extreme weather [4]. Currently, radar data have been de-
veloped and implemented in a variety of meteorological service
applications [5]. There is a strong link between radar reflectivity
factor (RF) and intensity of precipitation [6]. Precipitation may
be mathematically calculated and projected using RF data.

In spite of this, there are still a few challenges that must
be resolved in the application of RF. Meteorological radar is
constrained by clutter interference, and radar signals are greatly
reduced and accompanied by beam abnormalities in steep ter-
rain locations. Moreover, the harsh geographical location envi-
ronments and high maintenance costs of meteorological radar
installations have resulted in a concentration of radar networks
primarily in the central and eastern regions and along the coast
of China, leaving significant radar coverage blind spots in the
southwestern regions and limiting sea weather observation [7].
Satellite data offers substantial benefits over radar data in terms
of coverage and temporal continuity, and may give exhaustive
information on atmospheric conditions [8]. In recent years,
satellite sensing technology has undergone fast development
and several innovations, including an increase in the number
of satellite sensing channels and vastly enhanced temporal and
geographical resolutions [9]. Various meteorological aspects can
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be recovered utilizing satellite-provided data, such as visible
light, infrared radiation, atmospheric vertical detection, and
microwave detection data.

In recent years, data-driven deep learning algorithms have
garnered significant interest in the area of meteorology, with
several academics investigating ways to leverage satellite data to
gather RF data, enhance radar networks, and fill coverage blind
spots. Recent technological advancements in deep learning have
significantly accelerated this study process [10]. The method
based on U-Net [11] was proposed to reconstruct multichannel
satellite data features into RF data. Yang et al. [12] introduced
attention mechanisms into the U-Net network to reduce the
impact of interfering features during model training. However,
these methods use repeated downsampling to extract features
and repeated upsampling to restore resolution, which leads to
a significant loss of spatial accuracy. In addition, due to the
nonuniform coverage of severe weather and the interference of
many nonprecipitating clouds in complex satellite multichannel
data, such as convective clouds being often confused with precip-
itation clouds in temperature-sensitive infrared channels [13], it
is difficult for retrieval models to extract key information from
complex satellite data, resulting in a mediocre final retrieval
effect. At the same time, meteorological satellite data usually
include high-resolution cloud maps, meteorological data, and
multichannel sensor parameters, which frequently contain na-
tional technological secrets. If unauthorized personnel obtain,
use, or disclose this information, it will cause certain losses
to relevant departments. Therefore, ensuring the transmission
security of satellite data is crucial when receiving real-time
satellite data for radar reflectivity retrieval.

To address the aforementioned issues, this article uses a fully
convolutional neural network [14] to extract deep-level feature
information from satellite multichannel data. Then, a multiscale
feature fusion module is used to capture the characteristics of
precipitation clouds with varying locations and sizes, and atten-
tion mechanism modules are introduced in each scale calculation
module, including channel attention module and spatial attention
module. The main purpose of the channel attention module is
to enable the retrieval model to focus more on other channels
that have not been interfered with when there is interference
from nonprecipitation clouds in the channel information. The
spatial attention module is designed to enable the model to
focus more on the regional features of precipitation clouds.
After parallel computation of these two modules, the current
scale information features are obtained through weighted sum-
mation. Finally, multiple scale information features are con-
catenated and input into the decoding module to obtain the
results.

The following are the principal contributions of this article.

1) The satellite data from the sender are encrypted using

the advanced encryption standard (AES) algorithm and
decrypted after ensuring receipt, in order to protect the
data collected by the satellite from unauthorized access or
tampering during transmission.

2) A multiscale feature fusion module (MFM) for RF re-

trieval model is proposed, which effectively acquires data
characteristics of precipitation cloud clusters with varying
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sizes and positions using information features at different
scales.

3) An attention mechanism module is introduced in MFM,
wherein the spatial attention module enables the model
to focus more on the areas where precipitation cloud
clusters appear, while the channel attention module allows
the model to focus more on the corresponding satellite
channels.

II. RELATED WORK

The core of predicting extreme weather events currently lies
in solving the problem of accurate and reliable data sources and
establishing the relationship between data and meteorological
characteristics. Obtaining accurate, reliable, and complete data
sources is the primary prerequisite for all other work. With
the continuous development of satellite observation technology,
significant progress has been made in satellite numerical re-
trieval research. However, it also faces many challenges, such
as improving data quality, model accuracy, and computational
efficiency, and increasing data volume. To overcome these
challenges, researchers are constantly developing new methods
and technologies, such as deep learning and Big Data analysis
techniques.

Ba et al. [15] extracted the radiation properties and physical
features of clouds, such as cloud top height, cloud optical
thickness, and cloud phase, using multispectral satellite data
to enhance precipitation retrieval techniques. Ebert et al. [16]
discovered that strengthening the categorization of convective
and stratiform precipitation improves the accuracy of satellite
precipitation estimations; thus, several retrieval algorithms also
prioritize the classification of convective-stratiform zones. Tor-
ricella et al. [17] discovered that cloud top height is reflective of
convective precipitation intensity, and that the effective particle
radius of ice clouds is proportional to precipitation intensity.
Thies et al. [18] use Meteosat second-generation-spinning en-
hanced visible and infrared image data to identify convec-
tive/stratiform precipitation areas and precipitation intensity
during the day and night by calculating precipitation probability
matrices, employing brightness temperature and brightness tem-
perature difference as cloud parameter information, including
8.7,10.8, 12.1, and 10.8 pm. Feidas et al. [19] also utilize a sim-
ilar SEVIRI satellite four multispectral infrared data combined
threshold approach to categorize convective-stratiform precipi-
tation. Lazri et al. [20] proposed the Mediterranean area scheme
CS-RADT, which uses multichannel information to differentiate
convective cloud regions and stratiform cloud regions, calibrated
by instantaneous radar data to determine thresholds, and com-
bined with rain gauge station data to calculate precipitation rates
of different cloud regions.

China has a vast territory, and due to the influence of terrain,
there are still significant blind spots in our country’s meteoro-
logical radar network. Training a retrieval model of RF based
on meteorological satellite data can partially compensate for the
uneven distribution of meteorological radars and their suscepti-
bility to terrain effects. Veillette et al. [21] used convolutional
neural networks to construct synthetic radar images. The model
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takes data from all visible and infrared channels of the GOES
satellite, global lightning data, and numerical model data as
input, generates seamless composite radar mosaics after training,
and has higher accuracy and generalization ability than previous
methods based on random forest. Duan et al. [11] used the U-Net
network and five infrared channel data of the Himawari-8 satel-
lite to study the radar combination reflectivity reconstruction
task of convective storms in northern China. This method can
effectively reproduce the location, shape, and intensity informa-
tion of convective storms, but the U-Net network architecture
is difficult to capture multiscale information from satellite data.
Sun et al. [22] applied the U-Net network to Fengyun-4 satellite
data, using infrared channel data and infrared temperature differ-
ence as model inputs, and effectively retrieval radar reflectivity.
Yang et al. [12] introduced the attention mechanism into the
U-Net-based retrieval model, effectively improving the accuracy
of the retrieval model. However, the network architecture with
repeated upsampling and downsampling also has the problem
of losing spatial accuracy.

With the increasing use of satellite technology for data
transmission, privacy concerns have become a major issue.
To address this problem, researchers have proposed various
methods to protect privacy during satellite data transmission.
Jeon et al. [23] propose a cross-layer encryption technique that
combines cyclic feedback mode (CFB), AES, and Turbo codes to
improve the security and reliability of satellite data transmission.
The work proposes a robust satellite image encryption scheme
based on discretized chaotic maps and AES. Bensikaddour and
Bentoutou [24] propose a robust satellite image encryption
scheme based on discrete chaotic maps and AES. Discrete
chaotic maps are used to achieve confusion and key generation
to improve security.

In conclusion, the current retrieval of radar data based on
deep learning and multichannel satellite data is not widely used,
and the existing models do not make good use of the multiscale
information of satellite data and do not take into account the
interference brought by nonprecipitation clouds to the retrieval
model, resulting in retrieval products that do not meet the ex-
pected results. In order to increase the retrieval accuracy and
produce a dependable and RF retrieval result, it is important to
develop an effective retrieval model.

III. METHOD

The framework of the privacy-preserving radar reflectivity
retrieval method is shown in Fig. 1. First, the multichannel
data collected by the satellite is encrypted by a key, and then,
transmitted to the ground control station. The ground control
station decrypts the encrypted satellite multichannel data using
the same key. Finally, the decrypted data are input to the retrieval
model to obtain the RFE. In this section, we will introduce the
privacy layer based on the AES encryption algorithm, then
introduce a feature encode module employing MFM with an
attention mechanism. Finally, we will introduce the decoder
module that transforms the deep features of satellite data into
the final retrieval results.
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Retrieval

Fig. 1. Overview of the RF retrieval approach with privacy protection.

A. AES-Based Privacy Protection

Meteorological remote sensing satellites are used to acquire
a vast array of information about the atmosphere, weather, and
climate of the Earth. These data are frequently sensitive, and if
insecure RF transmissions are employed, there is a risk of data
leakage as well as data modification. AES is a commonly em-
ployed algorithm designed to prevent unauthorized data access.
It is a symmetric encryption technique with multiple accessible
key lengths. This study encrypts the transmission of remote sens-
ing data with a 128-bit key in order to protect the real-time perfor-
mance of remote sensing data. First, the AES algorithm groups
the satellite-collected data D into D = {D, Do, D3, ..., Dy}
based on the 128-bit grouping (16 bytes). Then, the initial key K
is enlarged into round keys { K7, K2, K3,..., Ky}, and each
group is utilized individually. D; will be encrypted using a
different round key K; for each of ten separate iterations. In
each cycle of encryption, various fundamental operations, such
as byte substitution, row shifting, column obfuscation, etc., will
be performed. The final ciphertext C'is composed of multiple en-
crypted groupings C' = {C4,Cs,C5,...,Cn}. The encrypted
data can be transmitted safely through radio frequency.

The ground control station, upon receiving the ciphertext
C, first sorts it into groups of {Cj,C5,Cs,...,Cn}, just
as it did during encryption. Decryption of the ciphertext
blocks occurs in multiple iterations using the same round key
{K1,K5,Ks,..., Ky} used during encryption, and then, the
plaintext blocks are stitched together to recover the original
satellite data D.

B. Encode Module

Meteorological remote sensing data come from different sen-
sors that use different frequency bands. This makes it hard to
integrate and analyze them. Also, some factors can affect the
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Fig. 3. Details of the MFM.

data quality, such as clouds that are not related to precipitation
and solar radiation. Therefore, the remote sensing data received
by the decoding module is processed by the encoder module to
extract the deep semantic information contained within it.

The processing flow of the encode module is as shown in
the Fig. 2. First, ResNet is used as the backbone network to
extract deep semantic features. The last four downsampling
layers of ResNet are replaced by four atrous convolutions, which
enlarge the final feature map size to 1/8 of the input image,
retaining more spatial details. Since the activity location and
range of strong convection weather are different, after using
the backbone network to extract deep information, a multiscale
fusion module is used to further extract multiscale information
of remote sensing data. In the multiscale feature fusion mod-
ule, there are multiple scale information extraction modules,
which obtain different scale information features through atrous
convolutions with different sampling rates. Then, in order to
better aggregate long-range context information, the current
scale information feature is sent to the spatial attention module
and channel attention module for parallel computation. Then,
the calculation results of the two modules are weighted and
summed to obtain the output result of the current scale. Finally,
all scale outputs are concatenated to obtain the output of the
encode module.

As shown in Fig. 3, the features X € RE*H*W obtained by
the backbone network are further feature extracted by atrous
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Fig. 4. Details of the spatial attention module.

convolution with different rates to obtain semantic information
of different scales, where C' represents the number of feature
channels, H represents the height of the feature, and W repre-
sents the width of the feature. By using a spatial attention module
after the scale information, the model can better aggregate
the spatial context information by calculating the dependence
relationship between the grid points in the space, emphasizing
the areas with higher similarity in the grid points, and thus,
emphasizing the grid points information that appears to have
strong convective weather. At the same time, because the satel-
lite data itself contain channels with large differences and the
interference of nonprecipitation clouds in some channels is very
strong, making it difficult for the model to effectively extract
key information, in order for the model to more effectively use
the more important channel information in the input features,
use a channel attention module after the scale information to
make the model able to pay attention to more critical channel
information when there is interference information from non-
precipitation clouds in some channel data. It is worth noting that
after obtaining the scale information through atrous convolution,
the spatial attention module and channel attention module are
calculated in parallel. The results obtained by both are weighted
and summed to obtain the output result of the current scale.

Fig. 4 depicts the organization of the spatial attention module.
The input feature X € RE*H*W is convolved with three 1 x 1
matrices to get three matrices ) € RE*>*W K ¢ ROXHxW
and V € RE*H>*W The Q, K, and V matrix is then reshaped
into RE*N  where N = H x W. The first part of the attention
weight matrix is calculated as follows:

A1 = softmax (KTQ) . (1)

The second part performs the average pooling and maximum
pooling of the input features X based on the spatial dimension,
merges the two obtained feature information along the spatial
dimension, performs a 7 x 7 convolution operation on the
merged information, and obtains the attention weight matrix of
this part by the Sigmoid activation function, which is calculated
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as follows:

Ag = o (f™7 (Concat (AvgPool(X), MaxPool(X)))) (2)

where f7*7 is the 7 x 7 convolution.

The final output of the module is created by weighting and
summing the outputs of the two sections of the computation,
which is computed as follows:

Out = Reshape (0 X V- Ag1) + o X Ao @ X 3)

where 0 and ( are initially set to 0.01 as hyperparameters, which
are then modified during training.

Fig. 5 depicts the construction of the channel attention mod-
ule. The input feature X € RE*7*W s convolved with three
1 x 1 matrices to produce three matrices () € REXHXW [
REHAW and V € RE*H*W The Q, K, and V matrix is then
reshaped into RE*Y where N = H x W, and the first portion
of the attention weight matrix is computed as follows:

A.1 = softmax (QK™T). “4)

The second part performs the average pooling and maximum
pooling of the input features X based on the channel dimension,
and the two information features obtained are passed through the
Sigmoid activation function, respectively, their average values
are then calculated to obtain the attention weight matrix of this
part, which is calculated as follows:

4.7 (S5 (AvgPool(X))) + o (f1*! (MaxPool(X)))
c2 — 5

(%)
where f'*! is the convolution of 1 x 1, and o is the Sigmoid
activation function.

The output of the module is the final weighted total of the
two sections of the computation results, which is computed as
follows:

Out = Reshape(a X Ao - V) + 8 x A ® X 6)

where Reshape transforms the matrix into the form REOXH*W

- is the matrix multiplication, and ® is the Hadamard product.
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TABLE I
EXPERIMENTAL ENVIRONMENT
Experimental environment Specific information
Operating system Centos7
CPU Intel(R) Core(TM) 19-10850k CPU at 3.60GH
GPU NVIDIA TITAN V
Development language Python3.8

Development platform Pytorchl.11

The hyperparameters « and [ are initially set to 0.01 and are
modified throughout training.

C. Decode Module

Given that the final retrieval result is obtained by simply
upsampling the encoder features, this retrieval retrieval may lose
a significant amount of spatial information. To produce an ac-
curate retrieval result, the encoder-obtained high-level semantic
feature resolution must be gradually recovered by the decoder.

The details of the decode module are shown in Fig. 6. After
the high-level semantic features obtained from the encoder have
been refined using 3 x 3 convolution, the features are then
upsampled twice using bilinear interpolation, and the 3 x 3
convolution operation is repeated once before being upsampled
twice in order to make the feature size four times the initial value.
After undergoing an upsampling process, the low-level semantic
features that were initially received from the backbone network
are then blended with the high-level semantic features that have
the same resolution size. After that, the combined features are
put through a process known as a 3 x 3 convolution, followed by
a fourfold bilinear interpolation, so that the final retrieval results
is obtained.

IV. EXPERIMENTS

To evaluate the effectiveness of the proposed retrieval model,
we will conduct comprehensive experiments on the satellite-
radar dataset from 2019 to 2022 in East China, including metric
evaluation and specific retrieval case comparison. In the follow-
ing subsections, we first introduce the experimental platform
and dataset, then perform a series of ablation experiments, and
finally, compare with other retrieval models.

A. Experimental Configuration

Table I shows the environment of the experiment. The geosta-
tionary meteorological satellite data utilized in this model are
the Himawari-8 satellite’s full-disk scan grid data. The satellite
grid data consist of 16 channels in the visible, near-infrared, and
infrared bands, and as each channel of the Himawari-8 AHI
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sensor has a distinctive observation band, the resulting data
include distinct identifying information. Since including all
satellite data channels into the retrieval model would signifi-
cantly raise the training cost and hardware burden of the network,
training and retrieval times will be extended. In addition, the
limited observation duration of visible channels and the inclu-
sion of too duplicated information in particular channels can
have a significant impact on the model’s precision. Therefore,
in this research, the Himawari-8 grid point data for 16 channels
are reviewed. In this article, the bright temperature difference
(BTD) between 11 and 6.7 pm channels is used to identify
deep convective clouds capable of producing heavy rainfall by
Kurino [25]; the BTD between 6.9- and 10.7 m channels is used
to identify upwelling cloud tops by Ba et al. [15]; Mecikalski
et al. [26] employed the BTD between several infrared channels
of the Meteosat-9 satellite as a measure of cloud thickness.
Therefore, we eliminate the visible channels and data channels
with low correlation with radar reflectivity, and select the fol-
lowing four channels of data: 7, 9, 13, and 16. Additionally, we
introduce the BTD data of channels 14-9 and 13-9 with a spatial
resolution of 0.04° and a temporal resolution of 10 min. The time
range is from 2020 to 2022. Channel 7 is a short-wave infrared,
channel data with particle radius, with a central wavelength
of 3.90 um, primarily for lower cloud observations; channel
9 is a water vapor band, with a central wavelength of 6.95 um,
primarily for midlevel water vapor level observations; channels
13 and 14 are infrared windows, with a central wavelength of
10.35 and 11.2 pm, respectively, primarily for cloud images
and cloud top situation observations; and channel 16 is a CO;
window with a center wavelength of 13.30 pm and is primarily
used for cloud height measurements. Considering that cirrus
clouds, as high-level non-precipitating clouds, have very low
cloud top temperatures but do not bring rainfall, which can
cause great disturbances to the retrieval model, it is neces-
sary to minimize the disturbances of cirrus clouds as much
as possible. On the basis of Kurino [25], who used the BTD
between channels 11 and 12 of the Geostationary Meteorological
Satellite (GMS-5) to reduce the interference of upper level
nonprecipitation clouds, the model presented in this article is
trained with the BTD between channels 13 and 15 of similar
wavelength.

We use radar network data from eastern China for this study,
with longitude range of 108°N—125°N and latitude range of
20°N—40°N, due to the limited detection range of radars, the
scarcity of radars in southwest China, and the variable complete-
ness of radar data across different regions. The spatial resolution
is 0.04°, so the input of the model is matched and cropped to a
size of 425 x 500. In addition, the temporal resolution of the
radar data is 6 min. However, the temporal resolution of the
radar network data and the satellite grid data are not identical,
and matching only the data with the same temporal resolution
will lead to insufficient data samples for training the model.
Since the atmospheric motion does not change much in a short
time, we match the satellite data with the closest time when
there is no satellite data with the same time as the radar data.
For example, we match radar data at 8:10 with satellite data
at 8:12.
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B. Evaluation Indicators

Following [11], we evaluate the retrieval results using five
evaluation indicators that are commonly used in meteorology:
probability of detection (POD), critical success index (CSI),
false alarm ratio (FAR), accuracy (ACC), and Heidke skill
score (HSS). These indicators measure the accuracy, stability
and reliability of the retrieval model. We binarize the radar
reflectivity values by a threshold 7: 1 for values above 7 and
0 for values below 7. We then compare the binarized values
with the ground truth and count the true positives (TP), false
positives (FP), true negatives (TN), and false negatives (FN).
The calculation of the evaluation indexes is as follows:

TP

POD — — — 7
(TP + FN) @
FAR = _P 8)
(FP + TP)
TP
CSl= — 9
(TP + FP 1 FN) ©)
(TP + TN)
ACC = 10
(TP + FN + FP + TN) (10)
2 % (TP x TN — FN x FP
Hss = 2 (TP < TN x FP) (11)

(FN + FP) x (TP + TN + 2)°

C. Loss Function

Due to the fact that the significance of radar reflectivity
changes for different values, for instance, an RF larger than
35 dBZ indicates the presence of severe convective weather,
which impacts all human activities. The retrieval model must pay
special attention to regions with higher radar reflectivity; thus,
the retrieval model is trained using a weighted squared difference
loss function in all experiments to improve the model’s capacity
to retrieve bigger RF, as follows:

n

loss = %Z w(y) @ (y —y")?

i=1

12)

where y represents the observed radar reflectivity of a grid, y?
represents the projected radar reflectivity of the retrieval model
for the same grid, and w(y) represents the weight value derived
from the observed radar reflectivity, and the calculation rule is
shown as follows:

1 dBZ(REF = 0) < y < dBZ(REF = 5)
10 dBZ(REF = 5) <= y < dBZ(REF = 20)
w(y) ={ 15 dBZ(REF = 20) <=y < dBZ(REF = 35)
70  dBZ(REF = 35) <=y < dBZ(REF = 50)
500 dBZ(REF = 50) <=y < dBZ(REF = 80)
1

13)

where w(y) = 1 represents clear weather, w(y) = 10 represents
light rain, w(y) = 15 represents light to moderate rain, w(y) =
70 represents heavy to torrential rain, and w(y) = 500 represents
very heavy rainfall hail and other powerful convective weather.
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TABLE II
COMPARISON OF THE RETRIEVAL RESULTS OF MFM WITH VARIOUS RC
SETTINGS WHEN 7 IS SET TO 35

Backbone RC POD FAR CSI HSS ACC
ResNet50 None 032 063 015 021 096
ResNet50 {1} 036 058 021 026 096
ResNet50 {13} 042 052 029 037 097
ResNet50 {1,3,6} 045 053 032 045 0098
ResNet50 {1,3,6,12} 056 045 035 052 099
ResNet50  {1,3,6,12,16} 054 044 034 051 0.99
ResNet101 {1.3.6,12} 0.63 036 049 055 099
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Fig. 7. Comparison of the retrieval results between the baseline FCN model
and MARRN. (a) Reference observation. (b) Baseline FCN. (c) MARRN.

D. Ablation Study

In this article, experiments with different settings were con-
ducted to evaluate the effectiveness of the MFM proposed in
the encoder module. Our baseline was the ResNet50-based
fully convolutional network (FCN) expansion network [27].
The retrieval results of the MFM under various sample rate
combination (RC) settings with a fixed decoder module and 7 =
35 are presented in Table II, where the best results are marked
in bold. Table II reveals, first, all retrieval models with MFM
greatly outperformed the baseline FCN in terms of retrieval
performance. Second, the optimal sample RC was {1,3,6,12},
which increased the performance of the FCN baseline by 79.81%
on average. The MFM accurately captures the features of intense
convective weather and enhances the model’s retrieval accuracy.
In the subsequent experiments, we adopt MFM with sampling
RCs of {1,3,6,12}, and use ResNet101 as the backbone of the
model. To distinguish our retrieval model from other models,
we name it multiscale attention RF retrieval model (MARRN).
Fig. 7 illustrates a comparison between the real retrieval scenar-
ios of the baseline FCN and the MARRN.
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TABLE III
COMPARISON OF DIFFERENT DECODER STRATEGIES WHEN 7 IS SET TO 35

Decoder POD FAR CSI HSS ACC
Direct resolution recovery ~ 0.55 045 031 052 099
Ours 063 036 049 055 099

In a similar manner, we contrasts the resolution recovery
technique that maintains the encoder with the proposed decoder
module, with 7 also set to 35, as shown in Table III. The de-
coder module described in this study has increased the retrieval
model’s accuracy by 6.5% compared to the direct resolution
recovery technique, as shown in Table III. It may be concluded
that the decoder module introduced in this work increases the
retrieval model’s accuracy.

E. Compare With Other Models

Using the same dataset, we will compare the retrieval per-
formance of our model to that of other retrieval models. As
comparison models, we will use the U-Net algorithm [28] and
the DeepLabV3 method [29]. The U-Net employs an encoder—
decoder architecture in which the encoder collects deep seman-
tic information via repetitive downsampling and the decoder
restores resolution by repeated upsampling. To retain the set
resolution, the DeepLabV3 model converts the last four blocks
of ResNet to hollow convolution, and then, employs parallel
hollow convolution layers with varying sampling rates to collect
multiscale semantic information, effectively combining multi-
scale satellite data features.

As shown in Fig. 8, when the threshold is set to 5 and 20, the
model in this article only improves by 1.4 and 4.4 percentage
points in POD score compared with DeepLabV3, but when
the threshold is set to a larger value of 35, the model in this
article improves by 17 percentage points, and other evaluation
indicators also have a consistent phenomenon. This shows that
the weighted loss function and the attention mechanism in the
model play a role, making the model more effective in focusing
on areas with strong radar reflectivity.

Figs. 9 and 10 display the retrieval outcomes of distinct meth-
ods for the same time points on June 11, 2021 at 8:50 A.M. and
June 25, 2021 at 19:00 P.M., respectively. According to the data,
the U-Net algorithm has the worst retrieval impact, with several
false alarms. This is due to the fact that the U-Net structure
can only recover low-resolution representations by recurrent up-
sampling, which makes it challenging to compensate for spatial
resolution losses. Even though the U-Net introduces cross-layer
connections to combine shallow-layer features with high-level
abstract features, it is challenging to fully understand the char-
acteristics of clouds that bring intense convective weather in
the face of satellite data with interference from nonprecipitation
clouds. In the precipitation area, the DeepLabV3 algorithm is
largely consistent with the reference observation, although there
are still some false alarms and missing reports in certain regions.
Although the DeepLabV3 approach adds a hole-space pyramid
structure to extract features at different resolutions, it does not
adequately incorporate global context, making it challenging for
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Fig. 9. June 11th, 2021, 8:50 A.M. study case. (a) Reference observation.
(b) U-Net. (c) DeepLabV3. (d) MARRN.

the model to avoid interference from nonprecipitation high-level
clouds. Compared to previous models, the results of the MARRN
are more precise and accurate in spatial distribution, but there
are still missed reports in areas with small reflectivities, which
may be due to the model’s inability to accurately distinguish
between nonprecipitating clouds and precipitating clouds.

Fig. 10.  June 25th, 2021 at 19:00 P.M. study case. (a) Reference observation.
(b) U-Net. (c) DeepLabV3. (d) MARRN.

V. CONCLUSION

In this study, we present a novel model for retrieval radar
reflectivity from multichannel satellite data, based on the as-
sumption that multichannel data of meteorological satellites can
capture the information of RF. Our model leverages multiscale
feature fusion to effectively extract the multiscale features of the
satellite data, and incorporates an attention mechanism in the
fusion module, which allows the model to focus on the features
that are directly relevant to the radar reflectivity and filter out the
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noise from nonprecipitation clouds, by exploiting the spatial and
channel context of the satellite data. To address the privacy issue
of satellite data transmission, we apply the AES to the satellite
to protect the collected data from unauthorized access. We
demonstrate that our model outperforms the baseline methods in
all evaluation metrics. We also discuss the future work of further
eliminating the effects of cloud layer, atmosphere, surface, and
other factors on satellite data.
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