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Abstract—The growing amount of data collected by Earth Ob-
servation (EO) satellites requires new processing procedures able
to manage huge quantity of information. Artificial intelligence (AI)
and deep learning (DL) can provide advanced information also be-
cause of their ability to extract valuable information from complex
data. Thanks to specific hardware platforms, these algorithms can
be used also in space, opening the possibility for new procedures for
intelligent data processing. The European Space Agency Φ-Sat-2
mission was designed with the purpose of demonstrating the bene-
fits of using AI in space by running AI-based applications on-board
a CubeSat. We present here the convolutional autoencoder-based
algorithm developed for on-board lossy image compression of the
Φ-Sat-2 mission and provide a first benchmark addressing a real
space mission and a new image compression end-to-end architec-
ture based on AI. Image compression is a crucial application that
allows to save transmission bandwidth and storage. In fact, images
acquired by the sensor can be compressed on-board and sent to
the ground where they are reconstructed. DL algorithms have
already been successfully applied for image compression however
performance degradation may occur in the context of a repre-
sentative on-board environment. Therefore, besides analyzing the
results for the local hardware environment, this article investigates
the performance variation for the on-board setting. An additional
piece of innovation is the introduction of an applicative metric
for the evaluation of the compression to assess the applicability
of the reconstructed images for other tasks. Such metric completes
those more traditional based on the original-reconstructed image
similarity.

Index Terms—Artificial intelligence (AI), convolutional neural
networks (CNNs), CubeSat, image compression, on-board
processing.

I. INTRODUCTION

ADVANCED satellites on-board processing operations are
becoming crucial. They represent a valuable solution to

handle the progressively increasing amount of remote sensing
data collected by sensors. For example, they can select among
the acquired information only the pieces with higher interest, or
they can compress data before the transmission to the ground
[1]. In this context, artificial intelligence (AI) and in particular
deep learning (DL) represent a valid instrument. DL algorithms,
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such as deep neural networks (NNs), can extract information
from complex data and meaningfully improve the operations on
the space platforms [2]. On-board AI is therefore a subject of
growing importance, with new studies and investigations also
encouraged thanks to CubeSat missions, which are offering
new attractive opportunities in space technologies and scientific
applications due to their limited cost and development time
[3]. For example, the recent Φ-Sat-1 mission developed by the
European Space Agency (ESA) demonstrated that the use of AI
in space and on-board small satellites is possible and can lead
to actual benefits. In the Φ-Sat-1 mission, an on-board cloud
detection algorithm based on a convolutional neural network
(CNN) allows to save data transmitted to the ground because
only the acquisitions with less than 70% of cloudiness are
considered [4], [5]. Moreover, studies in this field are supported
by hardware advances, such as field programmable gate arrays
(FPGAs) accelerator, specifically designed for AI-based space
applications [6], [7]. Advanced on-board processing based on
AI has been explored so far for several applications as vol-
canic eruption detection in multispectral images [8] or oil spill
identification from SAR images [9]. In the same context, image
compression represents an interesting application as well. If the
acquisitions are compressed on-board and then decoded on the
ground, bandwidth for data transmission is saved. In addition,
acquisitions can be stored as compressed data and decompressed
only when needed.

More in general, image compression is the technique used to
minimize the size of an image and two main approaches to image
compression exist: lossy and lossless. In lossy compression part
of the information stored in the original image is lost during
the compression process, however the size of the resulting
image is significantly reduced compared to lossless compression
techniques. In fact, lossless compression does not considerably
reduce the file size, but keeps the image quality as higher
as possible. Among lossless image compression procedures,
arithmetic coding and Huffman coding are the most used, while
for lossy compression joint photographic experts group (JPEG),
JPEG 2000, and vector quantization are the most common
techniques [10]. In addition to traditional image compression
algorithms, DL algorithms have also been successfully applied
in this field and are under continuous development. Particularly,
CNNs were applied for lossy image compression purposes by
several authors, who mainly used encoding–decoding structures
for image compression and reconstruction [11], [12]. The most
used NN types for image compression are autoencoders (AEs),
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variational autoencoders (VAEs) [13], [14], generative adversar-
ial networks [15], and recurrent neural networks [16].

Despite the growing interest in CNN-based techniques for im-
age compression, still little has been written about the compres-
sion of remotely sensed images, especially with DL algorithms
to be run on-board the acquisition platforms. Related to this
topic, Goodwill et al. [17] proposed an algorithm that combines
CNN and JPEG compression, and the CNN is based on the one
described in [14]. Li and Liu [18] proposed a method that uses
CNN and nonnegative Tucker decomposition (NTD), that is a
tensor decomposition, to perform multispectral image compres-
sion. CNN is used in combination with a 3-D-discrete cosine
transform to reduce the multispectral image to a small-scale
version in order to apply the tensor decomposition on-board.
A complexity-reduced VAE to be run on-board satellites was
developed by de Oliveira et al. [19] and utilized by the same
authors also in [20] for the compression-denoising task. The
VAE is based on the model proposed in [13] but the authors
performed a reduction of the number of filters composing the
convolutional layers and a simplification of the entropy model
in order to reduce the complexity of the original architecture.
It must be noted that except for [17], no reference to spe-
cific hardware for on-board processing is made in the other
articles.

In this article, we present an AI-based image compression
algorithm developed to be run on-board a CubeSat, and we
analyzed the performance in a simulated on-board context.
The compression algorithm is based on a Convolutional Au-
toEncoder (CAE), i.e., an AE with convolutional layers. This
algorithm has been developed in the framework of the Φ-Sat-2
mission by ESA. The mission aims at demonstrating the capa-
bility and advantages of running AI in space. A 6U CubeSat
platform will carry on-board a multispectral optical camera and
the Intel MovidiusTM MyriadTM 2 AI processor. The on-board
computer will be capable to run different AI-based applications
that can be developed, installed, validated, and operated on
the spacecraft during flight using a simple user interface [21],
[22], [23], [24]. On-board processing involves the migration of
procedures and algorithms into environments characterized by
reduced computational capabilities, with a hardware which may
be completely different from that used for the determination
of the AI model. In this context, the evaluation of the possible
decrease of the performance after the on-board implementation
can be an interesting aspect to be investigated. To our knowledge,
so far, no paper deal with this issue in scientific literature espe-
cially as far as image compression by means of AI algorithms is
concerned. For this reason, an original purpose of this article is
to compute the cost, in terms of performance, of the migration
of the AI module from the ground to the on-board simulated
operational environment. Processing time and accuracy in the
image reconstruction are the main variables examined in the
analysis. In particular, and this is another innovative aspect of
the article, the quality of the reconstructed image is evaluated
not only using standard metrics, i.e., peak signal-to-noise ratio
(PSNR) and structural similarity index measure (SSIM) [25],
[26], but also with an applicative metric that aims at evaluating

Fig. 1. General structure of a CAE, consisting of encoder, bottleneck, and
decoder.

the practical use of the reconstructed images. The images com-
pressed and reconstructed through the CAE were indeed used in
a real application scenario, that is semantic segmentation.

The rest of the article is organized as follows. Section II
describes the methodology, illustrating in detail the CAE ar-
chitecture, the dataset, the preprocessing operations, and the
metrics used for the evaluation of the results. Section III reports
the results achieved in the considered hardware environments
and provide a comparison among them. Section IV reports the
discussion. Finally, Section V concludes this article.

II. METHODOLOGY

A. CAE Model

The model architecture is based on AEs, an NN topology with
a symmetrical structure commonly used for feature learning and
data compression [27], [28], [29]. AEs consist of an encoding
part and a decoding part, with one or more hidden layers, and an
internal bottleneck layer with fewer parameters than either input
or output that forces a compressed knowledge representation of
the original input [30]. Essentially, AEs transform input data to a
lower dimensional representation and ensure the reconstruction
of the input based on these characteristics. Due to the inner
property of AEs, the output reconstruction is not equal to the
input because there are always data losses during reconstruction.
The simplest AE configuration is the multilayer perceptron AE,
that is a feedforward NN. CAEs are AEs composed of convo-
lutional and deconvolutional layers instead of fully connected
layers. Compared with standard AEs, CAEs can lead to even
better results because convolutional layers can capture spatial
correlations in the images and have demonstrated a better ability
in extracting features from images [31], [32], [33]. This model
is summarized in Fig. 1, where the encoder is shown in blue and
the decoder in yellow. The figure shows the encoder with the
convolutional layers that are flattened to return dense layers.
In the middle, there is the bottleneck layer. In the decoder,
deconvolutional layers return back the output with the same
dimension as the input.

The encoder extracts the compressed representation of the
original input, while the decoder returns it back. Between them,
the bottleneck layer determines the compression ratio (CR) [33].
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Fig. 2. CAE structure. Encoder is shown in blue and decoder is shown in yellow. Each block reports the output shape as height × width × depth. The arrows are
associated with the operation reported at the bottom. Conv2D indicates convolutional layer, k the kernel size, s the stride, and Conv2D_t transposed convolutional
layers.

CR is determined by the dimension of the bottleneck layer, hence
by the architecture of the model. CR is defined as (1) where input
size is in this case the size of the input image in terms of pixels
and bottleneck size corresponds to the number of units in the
bottleneck layer

CR =
Input size

Bottleneck size
. (1)

A more detailed representation of the proposed CAE model is
shown in Fig. 2. The final definition of the model was determined
taking into account the requirements imposed by the mission,
especially in terms of memory footprint and RAM usage. The
encoder (in blue in Fig. 2) includes blocks of convolutional
layers, and the innermost bottleneck layer, that determines the
size of the compression. Symmetrically, the decoder part (in
yellow in Fig. 2) includes transposed convolutional blocks. In
the encoder, convolutional layers (indicated as Conv2D in Fig. 2)
progressively extract deeper feature maps through an increasing
number of filters. Then, the output of the last convolutional layer
is flattened to return the compressed representation of the image.
The encoder is composed of 10 convolutional layers followed
by leaky ReLU activation function. Each layer has a kernel size
of 3 × 3 (k in Fig. 2) with an increasing number of filters (16,
32, 64, and 128) and an alternating stride (s in Fig. 2) of 1 and
2, the latter for the downsampling convolutional layer. The last
layer of the encoder is a flatten layer which returns 8192 units.
Compared to the original input dimension, that is 256× 256× 1,
the bottleneck returns a CR of 8. In the decoder, the reverse
process is performed, returning the reconstructed image as final
output. The decoder reshapes the flatten layer into a 3-D tensor
of size 8 × 8 × 128. Then, transposed convolutional blocks
(Conv2D_t in Fig. 2) with leaky ReLU activation function return
an output of size 256 × 256 × 16. The last block gives back the
output with size 256 × 256 × 1 and has a linear activation
function.

After the training phase, the encoder and decoder parts are
used separately. The encoder part of the network is executed
on-board: it takes the acquired image as input and returns the
compressed representation obtained by means of the bottleneck

layer. The reduced vector encodes the original image and can be
stored and sent to the ground. Here, the decoder part returns the
reconstructed image.

B. Dataset

The dataset used for training and validating the algorithm
is based on Sentinel-2 acquisitions, which were converted to
simulate the final Φ-Sat-2 acquisitions through a processing
chain that will be described soon in this paragraph. The choice
to use Sentinel-2 data is due to several reasons: first, the large
availability of acquisitions and the free and open access policy.
Then, the similarity between data acquired by the multispec-
tral instrument (MSI) on-board the Sentinel-2 satellite and the
Φ-Sat-2 multispectral camera. The input dataset consists of 10
Sentinel-2 acquisitions at L1C processing level, reported in
Table I. The table also specifies the acquisitions used for the
training of the model and those used for the validation phase, i.e.,
the inference phase. Six of them are used to compose the training
dataset and the remaining four to compose the validation dataset.
The acquisitions are captured over Europe, America, and Asia,
between 2019 and 2020. Sentinel-2 L1C products report top of
atmosphere reflectance measurements stored as 16-bit integers.
The radiometric resolution of Sentinel-2 MSI is 12 bits, but MSI
measurements are converted to reflectance and stored as 16-bit
integers.

The selected images have the following characteristics: they
show urban and suburban areas, they are mainly free from cloud
and haze and exclude large sea areas. The choice of using
images with the presented characteristics aims to optimize the
performance of the model in the case of complex scenarios.
However, scenes with a percentage of cloud and marine cover
are also considered, especially in the validation phase, in order to
assess the model performance in these particular cases. A couple
of examples extracted from the training set are shown in Fig. 3,
while Fig. 4 reports two examples extracted from the validation
set. As shown in Fig. 4, images for the validation dataset contain
cloudy areas, large sea areas, large urban areas, vegetated land,
and suburban areas.
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TABLE I
SENTINEL-2 ACQUISITION IDENTIFIERS USED TO BUILD THE DATASET

Fig. 3. Sentinel-2 acquisitions extracted from the training set in RGB compo-
sition.

The images were preprocessed to simulate the characteristics
of the Φ-Sat-2 imager. The steps to be performed for the conver-
sion include the selection of the matching spectral bands and the
simulation of the spatial resolution, signal-to-noise ratio (SNR),
and modulation transfer function of theΦ-Sat-2 camera. Fig. 5(a)
shows a patch with a dimension of 128 × 128 pixels extracted
from a Sentinel-2 acquisition in band 4 and the corresponding
Φ-Sat-2 simulated one (d). The output after upsampling and
SNR simulation are shown in Fig. 5(b) and (c), respectively.

C. Training Dataset Preprocessing

Before the training of the network, the training dataset was
preprocessed and the preprocessing steps can be summarized as:
1) band selection, 2) tiling, 3) saving, and 4) data type conversion
and normalization. The preprocessing flow accepts as input the
Φ-Sat-2 simulated single band acquisition and returns as output
a tensor representing the input to the encoder. Related to band
selection, only bands number 2, 3, 4, and 8 were selected, i.e.,

Fig. 4. Sentinel-2 acquisitions extracted from the validation set in RGB
composition.

Fig. 5. Sentinel-2- Φ-Sat-2 dataset conversion. (a) Sentinel-2 original tile.
(b) Output after upsampling. (c) Output after SNR simulation. (d) Output after
MTF simulation.

the Sentinel-2 bands with the highest spatial resolution of 10 m.
In this way, the model will be trained with images that are
closer in terms of ground sample distance (GSD) to the final
acquisitions, and in general with more complex data, with the
expectation of obtaining good results even when the Φ-Sat-2
images will be used. At the tiling stage, the single-band image
was divided into subimages, i.e., patches, with a dimension of
256 × 256 pixels so that the input of the encoder has a size of
patch height × patch width × image depth. The latter is equal to
1 in this case, since single band images were considered. During
the experimental phase, different patch sizes were considered,
but the size of 256 × 256 was chosen as it represents the best
compromise between power consumption and processing time,
and accuracy. Destripy operations could be executed on the
ground as postprocessing operations to face eventually stripy
phenomena. Removing stripes on-board indeed would imply an
increase in processing time and power consumption. Moreover,
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the results in terms of standard and applicative metrics confirm
that the reconstructed images can be used with good results.
Then, the patches extracted from the single-band image were
saved and, before the training, the pixels values were converted
to float32 data type and each patch was normalized.

After preprocessing, the training dataset was randomly split
into three distinct parts, training, validation, and test sets, with a
proportion of 70%, 20%, and 10%, respectively. The training and
validation datasets were used during the training phase, while
the test dataset to evaluate the performance of the trained model.

D. Validation Dataset Preprocessing

It should be noted that the validation dataset here described is
the one used during the inference phase. The preprocessing flow
accepts as input the single-band acquisition and returns as output
a tensor representing the input to the encoder. In contrast to the
preprocessing of the training dataset, all the bands acquired by
the imager were considered for the validation dataset. Moreover,
the normalization step does not include the data type conversion
since the pixels values of the validation images were maintained
as 16-bit floating point data. So the preprocessing steps can be
summarized as: 1) tiling, 2) saving, and 3) normalization.

E. Evaluation Metrics

The implemented compression procedure is a lossy proce-
dure. This means that part of the information stored in the
original image is lost during the compression process. Image
quality evaluation methods are used to evaluate this loss by
calculating the similarity between the original image and the
compressed one. PSNR, that depends on mean squared error
(MSE), and SSIM are among the most popular index for image
quality evaluation, as highlighted also in the work reported in
the introduction, and they were used to evaluate the performance
of our CAE model.

For a reference image f and a test image g, having dimension
M × N, represented with a dynamic range of pixels intensity L,
PSNR is defined as

PSNR (f, g) = 10log10

(
L2

MSE (f, g)

)
. (2)

Equation (3) defines the MSE, where i, j is the generic pixel
at row i and column j

MSE (f, g) =
1

MN

M∑
i = 1

N∑
j = 1

(fij − gij)
2. (3)

If the reconstructed image is exactly same as original, then
MSE approaches 0 and PSNR approaches infinity. This means
that higher PSNR values indicate higher image quality [26]. L
in (2) is equal to 1 in this case because input and output images
are represented as floating-point data type normalized in the 0–1
interval, as described in Section II-C.

SSIM is related to the perception of image quality by the
human eye [34]. This index models image distortion as the
combination of three distortion factors, which are luminance
l, contrast c, and structure s. For a reference image f and a test

image g, SSIM is defined as (4), where l, c, and s, respectively,
depend on the mean luminance, standard deviation, and covari-
ance between the two images. α > 0, β > 0, and γ > 0 control
the relative significance of each of the three terms of the index;
in this implementation, α = β = γ = 1

SSIM (f, g) = [l (f, g)]α · [c (f, g)]β · [s (f, g)]γ . (4)

SSIM varies between 0 and 1: 0 means no correlation between
the images f and g, while 1 represents a perfect match for f and
g [35]. A close relationship exists between MSE and SSIM, as
proved in [26] and [35].

SSIM was preferred for the estimation of the reconstruction
quality, since it is characterized by a fixed value range. The
PSNR, with L = 1, could also be considered however it does not
have a fixed maximum value and the optimum intervals found
in the literature refer to integer values images with a bit depth
of 8, 12, or 16 [36], [37].

In addition, the algorithm performance was evaluated with
regard to the applicability of the reconstructed images to com-
mon application cases. This kind of evaluation can provide an
actual measure of the performance of the algorithm, not only in
quantitative values. A semantic segmentation algorithm for the
detection of building was implemented, using both the original
and reconstructed images as test dataset, as described in detail
in Section III-E.

III. RESULTS

This section describes the obtained results. Section III-A
provides details on the training process related to the dataset
and training environment, as well as the results achieved after
the training is complete. Then, Sections III-B and III-D describe
the results evaluated during the inference phase for the validation
dataset for three different environments. They are characterized
by three different hardware, which are the graphic processing
unit (GPU) NVIDIA GeForce GTX 1650, the vision processing
unit (VPU) Intel MovidiusTM MyriadTM 2, and the central
processing unit (CPU) Intel CoreTM i7-6700. Special attention
is paid to the evaluation of the processing time since the latter
was particularly affected by the migration of the model from
the offline to the on-board environment. Finally, Section III-E
illustrates the results obtained for the real-application scenario,
i.e., the semantic segmentation application.

A. Model Training

The training dataset consists of 48 640 patches with a dimen-
sion of 256 pixels× 256 pixels× 1. Among them, 34 048 are for
training, 9728 are for validation, and 4864 are for testing. The
input size in terms of pixels is equal to 65 536 and the bottleneck
size is 8192, resulting in a CR equal to 8. The output of the
compression is represented by an array stored as float16 data
type (the same as the input data). The vector has 8192 elements,
as determined by the bottleneck layer.

The model was developed and trained in Python 3.6 with
TensorFlow 2.1.0 and the training was stopped using the early
stopping algorithm. Training configuration is as follows: the op-
timizer is Adam, the learning rate starts from 10−4 and decreases
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Fig. 6. Training and validation loss.

TABLE II
TRAINING PERFORMANCE

if no improvement in validation loss is obtained for a given
number of epochs, until it reaches a value of 10−5. We used
SSIM as loss function. SSIM has already been successfully used
as training loss [38] and in this case led to better results than other
common loss function such as MSE.

The SSIM loss function is defined as

SSIMloss (ytrue, ypred )=1− 1

M

M∑
i = 1

SSIM (ytrue i, ypred i) .

(5)
As defined in the standard SSIM implementation [34], the

metric is computed locally within a local window defined as a
Gaussian filter with size 11 × 11. Thus, in (5), ytrue, ypred are
the input and the reconstructed images, ytrue i, ylabel i are the
image contents at the ith local window, and M is the number
of local windows in the image. Finally, the similarity index is
transformed into dissimilarity index by adding one minus the
similarity index.

Fig. 6 shows the trend of the loss and validation loss during
training. The PSNR and MSE are defined as in (2) and (3),
respectively. The SSIM metric is defined as

SSIMloss (ytrue, ypred ) =
1

M

M∑
i = 1

SSIM (ytrue i, ypred i) .

(6)

Fig. 7 shows the trend of the SSIM and MSE metrics. Table II
reports the values of the loss function and the SSIM and MSE
metrics at the end of the training process for the training,
validation, and test sets. The loss values confirm, as also shown
in Fig. 6, the good fit achieved during the training process. The
SSIM is around 0.97 for all the subsets of the dataset, reaching a
value of 0.9766 for the test set. MSE is, on average, about 2e−4
for the training, validation, and test sets.

Fig. 7. Training and validation SSIM and MSE.

TABLE III
MODEL METRICS FOR TEST DATASET

Fig. 8 shows four examples extracted from the test set. The
original 256 × 256 tile is shown on the left, while the recon-
structed tile is shown on the right. For each tile, the values of the
metrics are also reported. Table III reports the values for SSIM,
PSNR, and MSE computed as an average over all patches of the
test set.

B. Results—GPU Environment

The GPU environment comprises the NVIDIA GeForce GTX
1650 with 4 GB RAM. Fig. 9 shows the histogram of the SSIM
calculated for each patch in each image of the validation dataset.
A zoomed portion of the histogram is also shown, in order to
highlight the distribution of the SSIM values with frequencies
between 0 and 100. As described in Section II-D, only two tiles
for each Sentinel-2 size acquisition are considered, resulting in
a total of 2048 patches per band (14 336 patches for all bands).

The green line indicates the average SSIM computed as
average value over all the patches belonging to the validation
set that is 0.9651. Compared to the value achieved during the
training process, that is 0.9766, the average SSIM decreases
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Fig. 8. Original and reconstructed tiles extracted from the test set.

Fig. 9. SSIM distribution for the validation set for the GPU environment. The
red box shows a detailed view for frequency values between 0 and 100.

Fig. 10. Validation image T49QGE_20191211T030121_B03_tile_4097-
8194.

slightly by about 0.01. As shown in the histogram, the absolute
minimum value is around 0.8, while the maximum is.

Figs. 10–12 show the original and reconstructed validation
images in one single band, with the related SSIM obtained for the
entire image. The CR is equal to 8, the original size is 32.00 MB,
and the compressed size is 4.00 MB. In addition, the processing
time is also evaluated. The processing time is the time required

Fig. 11. Validation image T49QGE_20191211T030121_B05_tile_4097-
16388.

Fig. 12. Validation image T49QGG_20191211T030121_B08_tile_0-16388.

by the application to compress a single band of the acquisition.
The time required by the model to compress a single band of the
acquisition is, on average, 0.95 s.

As a comparison, the results obtained in terms of SSIM by
means of the CAE algorithm are compared with those obtained
with JPEG 2000 compression algorithm. Indeed, JPEG 2000 is
the latest compression standard emerged from the JPEG, per-
forms in general better than JPEG, and is also used to compress
independently the bands of Sentinel-2 multispectral images [39].
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TABLE IV
JPEG–CAE PERFORMANCE COMPARISON

The same input image was compressed with the encoder part
of the CAE and with the JPEG 2000 algorithm using a quality
factor that returns an image eight times smaller than the original.
The results are reported in Table IV for the three validation
images reported in Figs. 10–12.

C. Results—VPU Environment

VPUs are a class of hardware specifically designed to increase
the speed of visual processing, such as CNNs, ensuring a balance
between power efficiency and compute performance. The Intel
Myriad 2 is a commercial off-the-shelf VPU and represents the
best accelerator in this category. It is characterized by high
processing efficiency, high streaming throughput, small size,
and low-cost. Moreover, the Myriad 2 processor has already
passed the radiation tests at CERN, making it suited for space
applications [5], [40], [41], [42]. For these reasons, the Myriad 2
AI processor has been adopted in the ESA’sΦ-Sat-1 andΦ-Sat-2
missions [4], [22].

As explained in the introduction, the encoder was developed
to run on board the nanosatellite where the processing hardware
is the Myriad VPU. Therefore, the results obtained by running
the encoder and decoder on the GPU were compared with those
obtained by running the encoder on the Intel Myriad 2 connected
via USB to the local machine. The model must be preliminary
converted using the OpenVINO toolkit [43]. This toolkit is
specifically designed to optimize and deploy DL models for the
supported hardware platforms, including the Myriad 2 VPU. In
short, the toolkit converts the trained network into an intermedi-
ate representation readable by the inference engine [44]. Then,
the inference phase is performed on the Myriad 2. The time
required to compress a single-band image is 10.92 s, which is
considerably higher than the time required to compress the same
image on the GPU. Related to the SSIM, the results obtained are
almost the same.

Similar to Figs. 9 and 13 shows the histogram of the SSIM
calculated for each patch in each image of the validation dataset
with the relative enlargement for frequencies between 0 and 100.
The green line indicates the average SSIM that is 0.9647, which
differs by 0.0004 compared to the average SSIM value calculated
on the GPU.

Figs. 14 and 15 show two examples of test images with the
respective reconstructions obtained by means of the GPU and
the VPU. The whole image is shown in the first row, while
the second row shows the enlargement of the area bounded by
the red box. Figs. 14 and 15(a) show the original image, while
the reconstructed images obtained after compression on the GPU
and VPU are shown in figures (b) and (c), respectively. The SSIM

Fig. 13. SSIM distribution for the validation set for the VPU environment.
The red box shows a detailed view for frequency values between 0 and 100.

TABLE V
PERFORMANCE COMPARISON

value is also reported for the two test images and is almost the
same for the two scenarios.

D. Results—CPU Environment

In order to compare the results obtained for the VPU envi-
ronment, the CPU environment was also considered. Indeed,
the model optimized through the OpenVino framework can be
executed on different Intel devices, so it was run on the Intel
CoreTM i7-6700 Processor. This makes it possible to compare
the performance using the same dataset and the same model
converted following the same processing operations and data
flow. Table V summarizes the performance in terms of power
consumption, expressed in Watt (W), energy efficiency, ex-
pressed as GFLOPS per Watt, and processing time, expressed in
seconds (s), for the three different environments. As expected,
the VPU power consumption is considerably lower than GPU
and CPU, with a value of 1.4 W. On the other hand, the highest
power consumption is related to the GPU environment, with a
value of 83 W. The energy efficiency was computed as the ratio
between the floating point operations per second and the power
consumption, and the VPU resulted as the most efficient hard-
ware. The processing time is the time required by the encoder
to compress a single acquisition with the simulated Φ-Sat-2
size. It almost doubles switching from the GPU to the CPU
environment, and considerably rises from the CPU to the VPU
environment. For the interpretation of this result, we put forward
the following explanations. The main reason could be related to
the time needed to transfer the image to the VPU via the USB
port. This time is not consumed by the CPU instead. Second,
the CPU and VPU hardware are completely different, and this
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Fig. 14. (a) Original test image; (b) reconstructed image obtained by encoding on GPU; and (c) reconstructed image obtained by encoding on VPU. The red
boxes indicate the location of the zoomed portion shown below.

Fig. 15. (a) Original test image; (b) reconstructed image obtained by encoding on GPU; and (c) reconstructed image obtained by encoding on VPU. The red
boxes indicate the location of the zoomed portion shown below.
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Fig. 16. Results for the semantic segmentation application. (a), (b) Original tiles extracted from two test images of the Inria aerial image labeling dataset. (a_r),
(b_r) Tiles obtained after compression and reconstruction. (c), (d) Building mask obtained for test tile shown in (a) and (b). (c_r), (d_r) Building mask obtained for
test tile shown in (a_r) and (b_r).

is reflected in the time required to implement the mathematical
operations.

E. Results—Semantic Segmentation Application

The performance of the compression model is also evalu-
ated in terms of the application of the reconstructed images.
Particularly, a semantic segmentation application is considered
in this case for the detection of buildings. The CAE model
was validated by comparing the results obtained in the original
images with those obtained with the decompressed images. For
this purpose, a UNet model was trained using the Inria Aerial
Image Labelling Dataset [45]. The dataset consists of aerial
orthorectified RGB images with a spatial resolution of 0.3 m
and the respective ground truth masks, which show the building
depicted in the images. Images are acquired over different cities
in the world. The dataset also includes unlabeled test images,
which are used to predict building masks along with the corre-
sponding images obtained after compression and reconstruction
with the CAE model. The obtained masks are then compared to
assess the differences between the two cases.

Inspired by [46], the UNet model includes five downsampling
and five upsampling levels, with an increasing number of filters
of 64, 128, 256, 512, 1024, and vice versa. The model was trained
using binary cross-entropy loss function, Adam optimizer, and a
decreasing learning rate starting from 10−5. The early stopping
algorithm was used to stop the training phase.

The dissimilarity is evaluated in terms of number of elements
(buildings, in this case) that can be detected in the two masks, and
in a pixel-based manner by calculating the hamming distance

(HD) between the two masks. HD is defined as in (7) and
varies in the range [0, 1] [47]. The dissimilarity between the
mask obtained from the original image, denoted as I1, and the
mask obtained from the reconstructed image, denoted as I2, is
measured as in (7), where i, j are the coordinates, M and N are
the width and height of the image

HD =

∑M
i=1

∑N
j=1 g (i, j)

M ×N
. (7)

g(i, j) is defined as

g (i, j) =

{
0, I1 (i, j) = I2 (i, j)

1, I1 (i, j) �= I2 (i, j) .
(8)

Fig. 16(a) and (b) shows two tiles with a dimension of
512 × 512 pixels extracted from two different test images, and
Fig. 16(a_r) and (b_r) shows the corresponding one obtained
after decompression. The predicted building masks obtained for
the two original pairs of test tiles are shown in Fig. 16(c) and (d),
while Fig. 16(c_r) and (d_r) shows the masks obtained from the
reconstructed tiles. The predicted masks obtained for the original
and reconstructed images are comparable. In both masks, the
same number of objects can be identified, as summarized in
Table VI and highlighted by the orange boxes in Fig. 16, and
the HD computed as defined in (7) is equal to 0.016 and 0.014
for the tile reported in Fig. 16(c), (c_r), and the one reported in
Fig. 16(d), (d_r), respectively.

The predicted masks are compared through the HD. As de-
fined in (8), g(i, j) is 0 if the pixels related to the two images
located at i, j have the same value, 1 otherwise. The sum
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TABLE VI
NUMBER OF IDENTIFIED OBJECTS IN TEST IMAGES IN FIG. 16

Fig. 17. HD between the predicted building masks.

of g(i, j) over the whole image is normalized to the size of the
total image, returning an error percentage. Fig. 17 reports the HD
evaluated for each patch extracted from the test image. Values
range between 0 and 0.085 approximately. This means that the
predicted masks obtained from the original and reconstructed
images differ in terms of pixels by about 8.5% at most.

IV. DISCUSSION

The algorithm here proposed aims at developing an on-board
image compression method exclusively based on AI and com-
patible with a specific hardware. Therefore, several constraints
have to be met, which can be summarized as follows:

1) The size of the encoder part of the model must be limited
and compatible with the Myriad 2 processor in the frame-
work of the Φ-Sat-2 mission, also considering that the
on-board computer will run other applications. In addition,
a small network will allow an easy update of the model,
even in flight, under the uplink bandwidth limitations.

2) As explained in Section III-C, the model was converted
through the OpenVINO toolkit in order to be run on the
Myriad 2 VPU. Not all models or layers thar can be
defined and developed with TensorFlow are supported by
OpenVINO, therefore the developed NN model must be
compatible with the OpenVINO version in use.

3) Encoder and decoder must operate as standalone modules,
with the encoder working on-board and the decoder on the
ground.

4) The final compression application that will be executed on
the Φ-Sat-2 satellite must satisfy predefined requirements
that include SSIM, CR, and processing time.

Our model is capable to meet such requirements.

For comparison with the other reviewed techniques, the only
reference with an on-board hardware implementation is the one
developed in [17]. In this case, the compression procedure pro-
posed by the authors combines the CNN and JPEG compression
and the hardware consists of a Zynq-7020 and a Zynq-MPSoC
FPGA module. However, the encoder returns a compressed
version of the input image that is half the size of the original one
against the eight times obtained in this article. In [18], instead,
CNN is used to obtain a compressed version of the input image,
but the core of the compression is in another technique that is the
NTD. In [19] and [20], both by the same authors, a CAE model is
used but a dedicated analysis related to the use of the model for
a specific hardware is not conducted. Moreover, the developed
model can require a number of parameters in the encoder much
higher than our model.

The encoder part of the CAE here presented has a size of 2.4
MB, that allows the model and model weights to be updated
even during the in-orbit operation phase of the mission. Related
to the performance achieved by the AI model, the results demon-
strate the good quality of the reconstructed images. The average
SSIM value is 0.96 with a CR of 8 for both the GPU and the
VPU environments, and the images can be effectively used in
application cases. Indeed, building detection test demonstrated
that the same number of buildings can be identified using both
the building mask obtained from the original image and the
decompressed one. In addition, the results evaluated in terms
of HD revealed that the two masks differ in terms of pixels
of approximately 8.5% at most. Further developments can be
focused on processing time optimization, which is quite higher
on the VPU than on the GPU. This value should be lowered,
in order to enable more massive on-board data acquisition.
Furthermore, in order to achieve high compression rate, an
intraband compression can be developed. The algorithm has not
yet been tested on the final representative Φ-Sat-2 dataset, due
to the lack of this new data. However, the accurate simulation
of the Sentinel-2 acquisitions ensures a reliable evaluation of
the results. In any case, the compression algorithm could be
fine-tuned during the operational phase of the mission, when
the acquisitions will be available.

V. CONCLUSION

The large amount of data produced by Earth Observation is a
challenge today, and advanced processing on-board satellites
can effectively help by extracting relevant information from
data or by compressing it. In this article, the CAE-based image
compression algorithm developed in the ESA Φ-Sat-2 CubeSat
mission is presented. The mission aims at demonstrating the
advantages and capabilities of running AI in space. The Myriad
2 VPU processor is used to run on-board a CubeSat several
AI-based applications, and the method here described was devel-
oped also considering the constraints imposed by the hardware.
The CAE is composed of an encoder that operates on-board the
platform and reduces the size of the acquisition, and a decoder
that operates on the ground and returns the reconstructed version
of the input image. The CR, that is the ratio between the input
image size and the compressed size, was determined by the
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dimension of the bottleneck layer of the CAE and was set equal to
8. The trained model was first tested on a GPU environment and
then the performance achieved was compared with that obtained
on the Myriad 2. The results were evaluated in terms of image
quality metrics that are SSIM, PSNR, and MSE and using the
reconstructed images in the applicative scenario of semantic
segmentation. For all evaluation methods, we achieved good
results, with an SSIM value around 0.96 for both the GPU and
VPU computing platforms. Furthermore, we demonstrated that
decompressed images can also be used for the semantic segmen-
tation task, as they lead to results comparable to those obtained
using the original images. A performance analysis of the model
when operating in three different hardware environments has
also been carried out. The processing time is the metric most
affected by the migration from the GPU to the VPU environment,
increasing from about 1 s to almost 11 s. Further developments
will focus on the optimization of the processing time and also on
studying interband compression to achieve a higher compression
rate.
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