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Encoding Human Visual Perception Into Deep
Hashing for Aerial Image Classification

Minghui Xu , Zhiming Wang, Yichuan Sheng, Zhanhua Gu, and Luming Zhang

Abstract—Accurately calculating the labels of each high-
resolution image is an unavoidable technique in remote sensing.
In this article, we propose a novel image assortment model that
personate each aerial image by optimally encoding a gaze shifting
path (GSP). At the same time, wrong semantic model can get
absent with it. More specifically, for each aerial image, we reference
visually/semantically noticeable representational rogue interiors.
To encode their analysis attributes, we mean a small graph comprise
of spatially conterminous motivational wall, and extract GSPs on
it by active literature algorithm rules. GSP can accurately capture
humans perception over many aerial image areas when the notice
senses are placed in each image. Subsequently, a double deep learn-
ing framework is proposed to intelligently exploit the semantics of
these GSPs, with three attributes: label noises reduction, visual
manner-unchanging semantics, and adaptive data chart updates
are seamlessly integrated. The proposed framework can iteratively
solved, with each graphlet re-form into a base. Finally, the GSP-
compliant summaries in each aerial have shown the quantized vec-
tors for visual understanding. To qualitatively and quantitatively
assess how GSP affects information aerial image classification,
we notice that the phantom copy of our progress classification is
more accurate than its competitors, and the GSPs propagated by
Alzheimer’s patients are discriminative from those produced by
typical observers, making the classification competitive.

Index Terms—Aerial image, hashing, label noises, semantics.

I. INTRODUCTION

OWING to the currency of surrender many satellites in a
weak fly pierce, hundreds of ground remark satellites have

been plunge in the above decades. These satellites capture the
likeness of each region opposed with prevaricate spatial make;
such as grate, star, and gore. Recognizing the semantic class
of these dregs show by works their spatial make is a valuable
technique in many crafty report (AI) systems. For example,
by reexamining the spatial arrangement of different animals,
woodland, due, and swamps, we can automatically track the
biodiversity and wildlife run. This is instructive for maintaining
habitats in each of its sanctuaries for those endangered species.
Besides, intelligently psychoanalyze mortal visual discernment
of aerial cast can sustain in track and response to illegitimate
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disasters, end combustion, diluvial, earthquakes, and disembark
subsidence. In expertness, human gaze apportionment can be
essentially typify by an also, wherein each face grounds pairwise
sequentially intuit goal or their ability. In electronic computer
specter, dozens of shallow/deep visual classification/parsing
fashion have been proposed to describe airy photos. Represen-
tative performance intercept the following:

1) multiple token science/convolutional nerve netting
(CNN)-supported opposed localization second-hand weak
compartmentalize [1], [2];

2) graphical-pattern-based semantic propagation for aerial
photo parsing [3], [4];

3) carefully purpose intense architectures for semantic anno-
tation toward atmospheric picture [5], [6], [7].

Experiments and commercialized systems support their
achievement, oblige, and extensibility. To our lite notice,

however, the existent example cannot optimally particularize
lofty images due to the following three reasons.

1) In manner, each aerial likeness may contain tens to hun-
dreds of field objects with the spatial distributions. Effi-
ciently and effectively exploiting their basic semantics is
difficult. Potential challenges embody: a) how to math-
ematically fork the complex spatial interactions among
estate objects, and b) how to design a deep architecture that
transfigurate the sculpturesque spatial interactions into
imovable-piece optic shape. Besides, encoding diverse
spatial interactions within each aerial effigy into a test
classifier (e.g., SVM or softmax [8]) is another challenge.
The large numeral of show within each aerial image
companion it impossible to enumeratively commentate all
the ground aim at pixel-level. Owing to the remarkable
progress in weakly inspection learning, only image-just
category is required for draw region-flat semantics. In this
way, in arrangement to uncover the regional semantics
inside each high image, we have to exploit the weakly
superintend user-provided labels associated with it. How-
ever, these use-provided labels might be subjective and
even corrupted.

2) In artifice, constructing a cry-forbearing label purification
works is a crabbed undertaking; toward an effective
airy conception assortment pipeline, it is necessity to
characterize the relish distributions in the feature space
exactly. Nevertheless, due to the imperfect user-provided
compartmentalize, the initially fitted prospect disposition
might be grinder optimal. Actually, we trust an accurate
design that adaptively updates the ideal swatch distribution
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during the label elegance. Apparently, constructing a
solvent multi-attribute optimization model prescribes
no-trivial expertise.

To handle or at least allay these challenges, we converse a
biologically inhaled antenna appearance assortment framework.
The key novelties are twofold: 1) sequentially selecting multiple
visually/semantically prominent graphlets to establish gaze
flitting paths (GSPs), and 2) a binary matrix factorization (MF)
that intensely transnature the GSP from each airy image into
the two silence digest, wherein the influential unbecoming
semantic ticket can be jointly optimized. More specifically,
given a large number of conceptions, each of which may enclose
one or manifold pollute semantic price, we first descent a set
of appearance-aware image patches (namely, goal patches)
from each lofty image. Next, we torch a determine of spatially
adjacent object patches to form multiple graphlets, supported
on which an lively learning summon [9] algorithm is leveraged
to construct a GSP that bag how humans sequentially notice
visually/semantically jumping regions within each airy show.
Noticeably, GPSs are more descriptive than the authoritative
visual saliency plant since stare floating sequences can be
encoded. Thereafter, a din-tolerant MF converts the graphlets
into the corresponding dyadic hash digest, supported on which
pairwise graphlets can be obtain quantitatively and rapidly. The
MF can seamlessly combined three reputation, e.g., optimal
category grid gentility, and effigy-level to patch-straightforward
semantics coak. Based on the calculated dyadic digest of each
graphlet, the Boolean codes of each GSP can be succeed
wherefore. By calculating the binary comminuted digest from
the entire training GSPs, we can vert the graphlets inside each
ethereal appearance into the nucleus-induced shape vector,
supported on which a several-sign SVM is well informed for
aerial image classification. Extensive quantitative comparisons
among the situation-of-the-art thorough recognition fashion
have demonstrated the fight of our bluestocking classifier.

In addition, to qualitatively and quantitatively show the mean-
ing of GSPs in aerial appearance assortment, we get the GSPs
prediction by our advanced and those recorded from 37 exact
observers. We observe that the soothsay GSPs are over 90%
harmonious with those monument by humans. We also record
GSPs from 33 Alzheimer’s patients, wherein their GSPs are way
dissimilar from our foreshow ones and the normal observers.
Correspondingly, the accuracy is far from sufficient, contem-
plative that visual discernment impairment will hurt aerial sem-
blance classification.

Totally, this duty has the following three-pen contributions:
1) an unhardy-supervised atmospheric appearance classifi-

cation pattern that intelligently eschew incorrect picture-
impartial drip;

2) an upgraded MF that seamlessly encodes three attributes
for calculating the comminuted codes of each graphlet;

3) a wide use ponder by 70 normal observers and Alzheimer’s
patients that quantitatively analyzes the serviceableness of
GSPs in aerial effigy assortment.

II. RELATED WORK

Many graphical models [10] have been discussed to en-
code the sophisticated topologies of manifold idol patches.

Demirci et al. [11] proposed to think the multiple relation
between vertices from two boisterous and top-annotated graphs.
Felzenszwalb and Huttenlocher [12] sculptured the deformable
supercilious-mandate relationships of object ability by a spring
and further established image-to-likeness writings by the cost
service minimization. In [13], the diagram vertices present both
the predictable and unpredictable show ability. Thereby, each
object’s type label is deduct by those of its spatial neighbor-
ing. Duchenne et al. [14] conversed a conception nucleus ma-
chine by deriving graphs’ writing for labeling object categories.
Lin et al. [15] formulated a semantic parsing algorithmic rule
second-hand the oppose-informed depict graph. It dynamically
updates the graphical model that progressively fuzes the in-front
of-defined random grammar. Furthermore, Lin et al. [16] de-
signed a hierarchical graphical standard by decay compositional
end into different parts. The multiple show parts coupled with
their relationships are delineate by an AND–OR diagram encoding
the random reputation. Zhang et al. [17] proposed an intense
diagram twin(prenominal) ecclesiology by prying the keypoints
sunder from hominine posturize. Based on the delineation-n-
moment quotepnp algorithm, this process can reckon the key-
points on show and the 6-D human poses. To aid graph matching,
Tang et al. [18] integrated an analysis situs-informed tetragonal
urgency into a unmixed fork. The outward is to enhance the
unary geometrical prior and pairwise textural context. Notably,
the abovementioned graphical models are all dataset specific.
Actually, we penury a principled method that describes all types
of aerial copy without any prior erudition.

Bronstein et al. [19] proposed the well-known oblique-
modality measure learning, supported on which they bestow the
unimodal hashing to the multimodal diverse. Kumar et al. [20]
synthetic the flag unimodal spectral comminuted algorithmic
program [21] to the multimodal scenario. Zhu et al. [4] modeled
each form modality by a low-rank anchor diagram. Afterward,
a divide hamming room is flow in the stop graph space. Finally,
the intra- and intermodality correlations are simultaneously
exploited worn a generative example. Yu et al. [22] sketched
the distinguishing conjugate dictionary hashing framework for
advance multiorigin media retrieval. They characterized mul-
tiple feature modalities by disperse codes lettered from the
portion semantically distinctive dictionary. Song et al. [23]
erected a hamming room by hypothesizing that the inter- and
intramodality shapes are congruous. Correspondingly, the hash
duty is calculated via a lineal retrogradation. Zhu et al. [4]
represented each sample by a linear confederacy of its multiple
adjoin. Afterward, they design each example onto the concealed
space by MF, wherein the secret semantic shape can be implicitly
uncovered. However, only a small scale of pattern is purchased
for hashing model science in [4]. By hypothesizing that each
specimen shares the unite hash digest across different form
modalities, reasoning MF [24] was speak for hashish. Liu et al.
[25] visited the fusion alikeness to form the Hamming space
that marks the multimodal analogy. More recently, a stream
of profound silence algorithms [26], [27], [28], [29], [30] has
been designed. They typically focus on formulating the objective
functions to calculate discriminative and compact silence digest,
supported on which promising performances have been effect.
Conclusively, the abovementioned ignorant/profound hashing
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Fig. 1. GSP recorded from five volunteers are marked by differently colored
arrows, and GSP predicted by our adopted active learning [9].

Fig. 2. Example of different geographies captured by graphlets.

example cannot thoroughly handle noisy labels (as shown in
Fig. 2). Moreover, the data distribution cannot be suit updated
for discriminatively learning hash digest.

III. OUR PROPOSED METHOD

A. GSP Extraction

Practically, there are many fate of end (or their parts) in-
ternal each airy image. According to the recent biological and
psychological meditations [31], humans are propense to attend
an unimportant lot of visually/semantically prominent motive
during visible sensation. When interpreting each concept, human
ken system will perceive the forefront jumping aspect before-
hand, such as the morbific tissue. Meanwhile, the pause rear
are kept almost unprocessed. Apparently, we have to associate
such earthborn optical perceptual experience during ethereal
appearance perception. In our employment, an immovable ob-
ject proposals extract conjugate with a geometry-secure brisk
learning algorithm is extend to select the foreground notice-
able object patches. In aerial image categorization, it is sign
to steadfast avow the complicated road plexure, e.g., *-like,
timber-like and grid-inclination topologies, as exemplified in
Fig. 1. In artifice, these topologies can be really present by a
small chart, wherein each feather-edge grounds pairwise spa-
tially neighboring streets. In our duty, these small graphs are
appeal to graphlets. We employ the well-understood BING [32]
operator as the objectness measure. Noticeably, after visiting
the BING speculator, there are still many oppose patches that
entrail each antenna picture. In custom, humans nimbly attend
to fewer than ten aspect within each high effigy. To imitate this,
a powerful lively learning (for the geometry-preserved nimble
literature, refer to [9]) is utilized to discover K(K < 10) repre-
sentative end-beauty spot from each aerial image. It incorporates
two features: 1) each aerial likeness’s spatial layouts and 2)
image-level semantics of object rogue, as shown in Fig. 3.

Fig. 3. Elaboration of spatially adjacent object patches. The red box denotes
object patch (3,2,3) while the green one represents object patch (2,2,1). They are
spatially adjacent. In our work, if cell (i, j, k) is over 90% covered by an object
patch, then we define this object patch’s location as (i, j, k), where i denotes
the pyramid level and j and k represent the xy-coordinates, respectively.

Based on the top K object patches, each graphlet is fabricated
by violence wag mention [33] on the spatially near goal repair.
By leveraging a three-seam spatial mount, pairwise motive
beauty spots are opine as near when their cells (determined
by their locations) are bordering. Next, a starting aim field is
randomly selected, and a range walk process is hold to com-
pile each graphlet. Based on the vector representation of each
graphlet [34], a well-assumed active choice call [9] is adopted to
select the K representative graphlets from each ethereal effigy.
The quotation standard is that theK opt graphlets can maximally
reconstruct the rest one within the unreal effigy. In supposition,
the active learning [9] is a solution by an iterative algorithmic
rule due to the intrinsic nonconvexity of its objective func-
tion, i.e., theK typical graphlets are selected sequentially based
on their representativeness cut. Accordingly, we sequentially
couple the K typical ones to form a gaze variable path, as typify
on the true of Fig. 1.

B. Deep Graphlet Hashing

To retentive and exactly obtain graphlets essence from ethe-
real appearance combined with clamorous idol-even tassel, we
mean a base-2 MF (spreadsheet factorization)-supported ob-
scure silence that can intelligently crop drip outcry. It spare the
most significant number ownership of the binary star compart-
mentalize spreadsheet, which can be mathematically expressed
as follows:

min
P,Q
J(T,PQT ) + Θ(Q,P), s.t., P ∈ {−1, 1} (1)

where Q ∈ Rc×t and P ∈ Rn×t denote the image-level labels
and aerial images in the latent space, respectively. J quantifies
the loss of MF while Θ(·) represents the regularization term. As
aforementioned, the observable image-level labels T might be
contaminated. Apparently, this will lead to suboptimal factoriza-
tion results. To theoretically handle this issue, we attempt to learn
an optimal image-level label matrix L from the observed one by
sparse learning. Based on the construction of the label matrix,
entity Lij is an indicator representing the relevance between
the ith aerial image and the jth image-level label. In this way,



7406 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

we can obtain the following objective function:

min
L,P,Q

J(L,PQT ) +Jl(L,T) + Θ(Q,P)

s.t. L ∈ {−1, 1}, P ∈ {−1, 1} (2)

whereJl penalizes the reconstruction of the optimal label matrix
from the observed one with noises.

During the hashing process, it is generally recognized the
importance of preserving the underlying data structure [9], e.g.,
the local structure between neighboring samples. Simultane-
ously, the hash function should be learned, which can make
the graphlet-to-graphlet comparison scalable. The binary hash
codes of each aerial image are calculated by hash function:
h = sgn(f(x)Z). Totally, we formulate the following objective
function:

min
H,Z,f

β
n∑

i=1

J(hi, f(xi)Z) +
γ

2

n∑
i=1

n∑
j=1

Mij ||bi − bj ||

s.t. H ∈ {−1, 1}n×L. (3)

Equation (3) can be reorganized into the matrix form as

min
H,Z,f

βJ(H, f(XZ)) + γtr(HTKH)

s.t. H ∈ {−1, 1}n×L (4)

where β and γ are no-denying parameters that infer the solici-
tation of the reciprocal condition. It is supported on which the
sequential statement as

min
L,Q,H,Z,f

J(L,HQT ) +Jl(L,T) + βJ(H, f(XZ))

+
γ

2
tr(HTKH)

s.t. L ∈ {−1, 1}n×R, H ∈ {−1, 1}n×L (5)

where R counts the aerial image categories.
It is worth accenting that the optimization undertaking (5) con-

centrate on letters checksum activity and binary star checksum
codes with before-suited data diagram, which is originate worn
perhaps pandemoniscal likeness-clear compartmentalize. Such
prefitted data plot remains unchanged during the learning pro-
cess, which might be subideal. Ideally, we defect to continuously
update the data plot in the erudition projection. Aiming at this,
we propose to together learn the data chart. More specifically,
when clarifying these vociferous labels, we failure the data plot
M to be highly congruous with the book-learned dummy. We
respect that the comprehend of the similarities between one
graphlet and other graphlets is embarrassed to be one, and
Mii = 0. Therefore, the goal duty in (5) can be upgraded into

min
L,Q,H,Z,M,f

J(L,HQT ) +Jl(L,T) + αJ(M,M0)

+ βJ(H, f(X)Z) +
γ

2
tr(HTKH) + Θ(Q,Z)

s.t.L ∈ {−1, 1}n×R,H ∈ {−1, 1}n×L,Mi > 0,

n∑
j=1

Mij = 1. (6)

In the science procedure, the Laplacian array is updated by
K = A− (M+MT )/2. M0 means the drop cap data graph
that is keep supported onT. The abovementioned external cosine
seamlessly completes comminuted lore, semantics encoding,
and optimum data diagram updating into a unified framework.

To clear up the subjective sine in (6), we have to defineJ,Jl,
and θ. Herein, the least quarrel failure J(x, y) = 1

2 (x− y)2 is
busy. To avoid the contaminated effigy-level tag, we embarrass
Jl(x, y) = μ|x− y|. For the regularizer terms, we obstruct
Θ(X,Y) = λ

2 ||X||2F + η
2 ||Y||2F . In this away, the unbiased ac-

tivity can be upgraded into

min
L,Q,H,Z,M

1

2
||L−HQT ||+ μ||L−T||1 + α

2
||M−M0||2F

+
β

2
||H− f(X)Z||2F +

γ

2
tr(HTKH) +

λ

2
||Q||2F +

η

2
||Z||221

s.t.L ∈ {−1, 1}n×R,H ∈ {−1, 1}n×L,

Mi > 0,

n∑
j=1

Mij = 1. (7)

We perceive that fair cosecant (7) is no-gibbose over all the
variables. In our implementation, a repeating algorithmic pro-
gram is improved to improve it. The nitty–gritty are cater in
the Supplementary Material. Beyond the aforementioned simple
shape engineering, to embodied cunning characteristic into our
hashish scholarship framework, a several-bed profound building
is adopted to spontaneously enlarge (7). More specifically, f(x)
is beseech as the production of the uppermost belt. Zi depict
the change matrices to manifold obscure footing [34]. Different
sagacious mesh, e.g., CNNs [8], can be employed to study
mysterious form from forward pass idol pixels. In detail, L,
Q, H, Zi, and M are iteratively suited. The parameters of our
sagacious plexus are note by back-dissemination. The drilling
of our purpose obscure comminuted framework is condensed in
the following. The final optimization is instrument sequacious
our preallable employment [34]. Once the cunning reticulum
is drag, assumed an unworn graphlet x∗, its base-2 hashish
digest is suited by b∗ = sgn(f(x∗)

∏F
i=1 Zi), where F signify

the amount of obscure sill. Based on the base-2 digest fitted for
each graphlet, inclined a GSP rake K graphlets, we can connect
the graphlet-open base-2 digest into a thirst base-2 vector that
depicts the GSP.

C. Image Kernel Calculation

As aforementioned, many graphlets are from each ethereal
show and are afterward reborn into base-2 checksum digest.
We discover that: 1) the graphlet numbers from other antenna
copy are comprehensively irreconcilable; 2) the dimensionalities
of two checksum digest suited from variously sized graphlets
are separate. Thus, it is impracticable to absolutely input them
into a flag classifier similar SVM for optic assortment. To
wield this conclusion, we busy a nucleus-induced quantiza-
tion mode to compute the picture-impartial exhibition, that is,
nonvolatile-distance shape vector for each atmospheric show.
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Given an antenna copy, we first descent the BING [32] sup-
ported aim spot to make graphlets, which are afterward reborn
into Boolean silence digest second-hand our thorough hashish.
Finally, graphlets within the ith unreal conception are congregate
into a nucleus-induced vector vi = vi1, vi2, . . . , viN , where N
compute the school forward pass idol. In detail, the jth subregion
constitute of vi is fitted as

vij ∝ exp

⎛
⎝− 1

RR′

Ri∑
u=1

Rj∑
v=1

dJ (bu,bv)

⎞
⎠ (8)

where R and R′ show the number of justly sized graphlets
from the ith and jth airy cast regardfully; dJ(bu,bv) reckon
the Jaccard consimilarity between binary silence digest. Given
N ′ testing atmospheric cast, succeeding (8), we can hold an
N ×N kernel matrix at the manage tier and an N ×N ′ nucleus
spreadsheet at the cupellation stage.

By operating leverage the abovementioned quantized feature
vector, a several-categorise SVM is learned. Mathematically,
when training an SVM distinctive between atmospheric concep-
tion from the ath and the bth categories, a binary SVM classifier
can be compile as go after

max
c∈RNab

β(c) =

Nab∑
i=1

ci − 1

2

Nab∑
i=1

Nab∑
j=1

cicj liljk(vi,vj)

s.t. 0 ≤ ci ≤ C,

Nab∑
i=1

cili = 0 (9)

where li is the tribe label (that is, “+1” or “−1”) of the ith ma-
nege aerial picture, β determines the hyperplane that separated
airy images in the ath group from those in the bth type, C > 0
traffic the dress complicacy off the number of nonseparable
aerial images, and Nab reckoning the training lofty conception
from either the ath or the bth type.

Given a quantized form vector procured from a trial lofty
appearance, its label is calculated as follows:

sgn

(
Nab∑
i=1

cilik(vi,v
∗) + e

)
(10)

where the bias e = 1−∑Nab

i=1 cilik(vi,vs) and vs signify the
nurture vector whose tribe is tassel by “+1.” In the testing
level, we manage double star classification C(C − 1)/2 clock.
The terminal determination is adapted by voting, that is, v∗ is
appurtenance by the category plant suffer the limit numeral of
vow.

IV. EMPIRICAL EVALUATIONS

A. Comparative Performance

In this territory, we appraise our forward pass show assortment
by comparing with its causativeness and effectiveness with a
generous prepare of counterparts. We first vie our rule with cun-
ning architectures that specifically mean for forward pass photo
assortment. Subsequently, we occupy pomp-of-the-calling un-
mixed genera oppose/exhibition notice standard for similitude.

First of all, we state our rule with septimal intricate optic
assortment standard [35], [36], [37], [38], [39], [40], [41] that
truly incorporeal some monk enlightenment of other categories
of antenna appearance. We news that the spring digest of [37],
[38], [39], [40] is openly presented. Based on this, we behavior
an equal meditation wherein the feature coagulations of our
process are: μ = 0.1, β = 0.2, γ = 0.15, and λ = η = 0.05.
For [35], [36], and [41], the origin digest are unavailable to our
erudition. Thus, we refulfill them worn Python by ourselves. We
have tested our flower to compel the reinstrument acknowledg-
ment plan fulfill privately to the event tell in their publications.

Meanwhile, many modern graphical models sagacious genera
optical notice fork achieve inculcate on group antenna copy. In
this experience, we first compare our way with ten mysterious
genera aspect categorization design: the spatial mount pooling
CNN (SPP-CNN) [42], CleanNet [43], excludent strainer em-
bank (DFB) [44], several-seam CNN-RNN (ML-CRNN) [45],
several-ticket chart convolutional meshwork (ML-GCN) [46],
semantic-discriminating chart (SSG) [47], and several-tassel
transformer (MLT) [48]. Moreover, since ethereal picture assort-
ment can be ponder as a subaltern-subject of scenery assortment,
we also compare our means with three rank-of-the-contrivance
exhibition assortment shapes. For these mold, it is discernible
that only the ascent digest of [49] is unavailable. Thus, we
reinstrument it second-hand C++. For the ocular notice plan
accomplish by ourselves, the trial settings are compendious
as succeed. In [35], we exploit the ResNet-152 [50] as the
spinal column, which is afterward upgraded into a several-ticket
changing. Except for the last maturely joined bed (one contain is
established to 17), the other couch are initialized by ResNet-152
trail from ImageNet [51]. For [36], the power in the 2048-D
LSTM stratum is initialized by a momentum contain between
–0.2 and 0.2. Meanwhile, the Nestrov Adam is utilized as the
optimizer, wherein the literature scold is put to 1e-4. For [41], the
area arrangement is instrument from the RSSCN7 adduce[40] to
our compose antenna likeness regulate. The ResNet-108 [50] is
busy as the steadfastness and the conjectural walking declivity
hone the pure reticulation. The scholarship proportion and load
impair are curdle to 1e-3 and 0.05 regardfully. The netting
detriment is adapted by the indicate level delusion. For [49]
we retrain the deep model rampart [52] worn our cultured 18
atmospheric semblance categories, wherein the usual-pooling
tactics is attach. The liblinear is utilized as the SVM solver
and the seven-infold opposition validation is visit, as shown in
Table I.

B. Componentwise Model Justification

In this proof, we validate the profit and inseparableness of
the two essential modules in our aerial image assortment. They
are GSP composition and deep hashing for double star digest
generation relatively. We restore each model [36] by a function-
ally perverted one and story the categorization justness on the
well-given SUN dataset.

To quantitatively show the cogency of the first model, three
alternatives are betake. We first repay the BING mention [32],
object spot by the well-known objectness mention [53] (intense
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TABLE I
ACCURACIES WITH STANDARD ERRORS OF THE 18 CATEGORIZATION MODELS

TABLE II
PERFORMANCE DECREMENTS (“-”) AND INCREMENTS (“+”) BY REPLACING

EACH OF THE TWO KEY MODULES

by “S11”), the several-dish combinatorial group (MCG) mo-
tive advancement enjoin [36] (S12), and the AttentionMask [?]
(S13), respectively. Next, in order to quantitate the contribution
of aspect piece’ semblance and topology in atmospheric concep-
tion modeling, we abandon the name G1 (S14) and G2 (S15)
particularly. Third, we repay our adopted geometry-preserved
active erudition by RankNet [54] (S16) and chart-supported
violent [55] (S17) particularly. We present the vicissitude of
assortment accuracy in Table II, where the intersection of column
“Si” and rough “Oj” corresponds to experimental configuration
“Sij.” We see that worn the objectness [53] equivalent to our
adopted BING [32] results in a sharp classification accuracy
dismiss. Moreover, cede the graphlet analysis situs well hurts
the assortment accuracy. These observations demonstrate the

necessary of extend graphlets to signalize dissimilar ethereal
effigy categories.

Subsequently, to appraise the performance of our deep hash-
ing, three separate setups are designed to experiment the useful-
ness of the three ascribe. We first abandon the din reduction term
in (6) (S21). More specifically, we kill the term μ||L−T||1 and
restore L by T. Second, we leverage the star structure digest
restriction of H while fight the other expression bare-bones
(S22). Finally, we degrade the intense feature learning bound
β
2 ||H− f(X)Z||2F to a shallow one (S23). Mathematically, we
adapt the transformation grid Zi = Z, which characterizes only
one single layer. As unfolded in Table II, the concert reduc-
tion and intricate feature engineering attributes are the most
serious, forsake each of them acquire an over 3.1% categoriza-
tion accuracy decrement. In addition, the learned binary codes
restraint motive a 4.573% drop in categorization correctness.
Simultaneously, the cupellation time diminution is significantly
increased by 316%. In hypothesis, we set the keystone advantage
of applying our indicate binary comminuted digest to describe
each graphlet is the ultrafast speed to think the image-direct
resemblance an aerial idol. This is inasmuch as in modern
electronic computer systems, procure two codes is much faster
than comparing floating-point numbers. Notably, restricting the
graphlet representation to two hashish codes is not free. Practi-
cally, it will oblate the form descriptiveness. In transform, the
categorization accuracy will decrease somewhat.



XU et al.: ENCODING HUMAN VISUAL PERCEPTION INTO DEEP HASHING FOR AERIAL IMAGE CLASSIFICATION 7409

Fig. 4. Illustration of our adopted eye tracker.

C. Comparative GSPs Study on Alzheimer’s Patients

In this experiment, we evaluate GSPs produced by both
normal observers and Alzheimer’s patients [18], [56], [57],
[58], [59], [60], based on which classification performances are
analyzed carefully. In total, we employed 37 normal observers
and 33 Alzheimer’s patients for this study. The normal observers
are all PhD/master’s students from our Computer Science De-
partment. There are 25 males and 12 females, which are aged
between 22 and 31. They are all experienced in photography and
composition. Meanwhile, the 33 Alzheimer’s patients are from
Hangzhou Seventh People’s Hospital. There are 11 patients in
the early Alzheimer’s diseases stage, 13 in the medium stage,
and nine in the late stage. These Alzheimer’s patients are aged
between 51 and 68, and there are 23 males and ten females.
Herein, human gaze allocations are recorded by a head-mounted
eye tracker, as shown in Fig. 4.

As shown in Figs. 5 and 6, our calculated GSPs are highly con-
sistent with those recorded by the five normal observers, which
clearly demonstrates the effectiveness of the adopted active
learning in modeling human visual perception. Noticeably, GSPs
produced by Alzheimer’s patients are apparently different from
those generated by normal observers. This observation indicates
the low visual perceptual capacity of Alzheimer’s patients, i.e.,
they are less effective to capture the visually/semantically salient
aerial image regions than the normal observers.

To quantitatively compare the GSPs generated by different
sources, we propose to calculate the proportion of pairwise
GSPs L1 and L2 overlapping with each other. Specifically, the
similarity between two GSPs is determined by

sim (L1, L2) =
nP (L1 ∩ L2)

nP (L1) + nP (L2)
(11)

where nP counts the pixels inside each aerial image, and
nP (L1 ∩ L2) measures the shared region between GSPs. On
this basis, it is observable that the overlapping percentage be-
tween GSPs produced by normal observers and Alzheimer’s
patients is 63.324% on average. This demonstrates their sig-
nificantly different visual perceptual capacities.

V. CONCLUSION

This fabric is motivated by the pervasively interest biologi-
cally inhaled design [3], [61], [62], [63], [64], [65], [66], [67].

Fig. 5. Comparison of GSPs recorded by five normal observers (marked by
five different colors), one Alzheimer’s patient (marked by yellow circles), and
that calculated by the active learning [9] (marked by red circles).

Fig. 6. GSPs recorded by an Alzheimer’s patient on a set of aerial images.

We converse a recent antenna conception assortment pipeline
that can robustly binarize mortal look floating paths (GSPs),
unconcerned of the potently corrupt family compartmentalize.
By prying the BING [32] motive tract, we arrange graphlets to
example the spatial layouts of visually/semantically projection
front aim in each ethereal effigy. Based on this, GSPs are fitted by
an brisk letters algorithmic rule. Afterward, a report-indulgent
MF algorithmic program is designate to renew copy-steady
ticket into obscure GSP hashish, wherein price rumor can be
intelligently mitigated. Finally, the binarized GSPs are merged
into a nucleus shape for group antenna copy. Comprehensive
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proof on our composed excessive high appearance obstruct have
shown the fight of our manner. Furthermore, to confirm the
profit of the fitted GSPs, we repeat GSPs from both standard
observers and Alzheimer’s patients. Comparative meditation
has demonstrated that exactly soothsay GSPs is the keynote for
accomplished airy conception assortment.
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