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Short Time Cloud-Free Image Reconstruction Based
on Time Series Images

Guanhua Zhou , Chen Tian , Chunyue Niu , Guifei Jing, Haoyu Miao, and Zhifeng Li

Abstract—A cost-effective method for cloud removal and re-
construction of remote sensing images has been a long-standing
research challenge in remote sensing data processing. In this ar-
ticle, we address this challenge by presenting a fast and simple
method for cloud detection and cloud-free image reconstruction
using Landsat-8 OLI and Sentinel-2 MSI series data. The proposed
method utilizes the spectral difference between cloud pixels and
transparent pixels to develop a fast and simple cloud detection
algorithm for multispectral remote sensing sensors. Subsequently,
the cloud-free data of the complementary image and the target
image undergo histogram matching, and the cloud-free pixels of the
complementary image are seamlessly integrated into the original
image, leading to the generation of a cloud-free image reconstruc-
tion algorithm. Comparative analysis between the results obtained
from our proposed method and the corresponding artificial results
reveals an accuracy rate exceeding 90% and a high consistency
in the reconstructed spatial spectrum. By addressing the need for
cost-effective cloud removal and image reconstruction, our method
contributes to the advancement of remote sensing data processing
and applications.

Index Terms—Cloud detection, cloud removal, data fusion,
image reconstruction, time series analysis.

I. INTRODUCTION

IN recent years, remote sensing technology plays an in-
creasingly important role in dynamic monitoring, environ-

mental surveillance, meteorological analysis, and so on [1],
[2]. Unfortunately, many images suffer from cloud occlusion
problems because the sensors are severely affected by changes
in atmospheric density and cloud cover. In addition, global cloud
data from the International Satellite Cloud Climatology Program
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(ISCCP) show that more than 66% of the Earth’s surface is
covered by clouds [3], [4], [5], [6].

The presence of clouds prevents optical satellites from ob-
taining useful information about the Earth’s surface and affects
image availability to varying degrees. Furthermore, shadows
cast by clouds on the ground can contaminate the image. Lack
of image information due to clouds and their shadows results
in space-time gaps in satellite Earth observation data [5], and
may result in deviations in subsequent image processing and
application [6]. Some classical aerosol retrieval algorithms,
such as MODIS dark target, deep blue, and multiangle imaging
spectrometer aerosol retrieval algorithms, need to remove the
influence of clouds before retrieval [5], [7], [8], [9], [10], [11].
Although cloud removal is a long-standing research topic in
the community of remote sensing, it is still a matter worthy of
continuous improvement [12], [13]. However, cloud removal
techniques still face challenging problems such as complexity
and universality that demand further research, despite the ongo-
ing efforts to improve them. This article aims to address these
problems by proposing a method of cloud detection and cloud-
free image reconstruction using Landsat-8 OLI and Sentinel-2
MSI series data, which realizes high-precision and fast cloud
removal.

Cloud detection is a crucial step in the process of cloud
removal. The percentage of clouds, which can be determined
through cloud detection, is often used as an indicator of image
quality and data availability [14]. It helps to extract useful
data, improve storage and transmission efficiency of image data,
and provide an important product in the preprocessing phase,
allowing to maximize the use of remaining cloud-free areas
and improve image suitability, particularly in cloudy and rainy
areas [5]. However, only a few satellite products have associated
cloud mask products, such as Landsat, MODIS, and Sentinel-2
[15]. Therefore, fast and simple cloud detection algorithms are
essential.

Over the past decades, a variety of cloud detection methods
have been developed [2], [16], [17], [18]. These methods gen-
erally rely on the comparison between cloud and background
surface within a given target area. This comparison can be based
on the difference of a single spectrum, spectral combinations,
temporal and spatial characteristics of clouds, or a combination
of spectral, spatial, and texture features of the cloud [1], [19],
[20], [21], [22].

One of the effective cloud detection methods is the thresh-
old method. This algorithm is determined by the spectral di-
versity and the variation of the underlying surface [6]. Most
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existing algorithms are rule-based, meaning some spectra, like
near-infrared intensity thresholds, play a crucial role in cloud
detection. Such an approach is susceptible to variations in me-
teorological conditions and absolute surface reflectance. The
threshold-based detection method is widely used for its simplic-
ity and efficiency [23]. The ISCCP [24] proposes that visible
and infrared radiances are affected by two kinds of conditions,
cloudy and clear, and the ranges of radiances associated with
these two conditions do not overlap. Cloud pixels can be iden-
tified by comparing bands of 0.6 and 1.1 µm with a clear-cloud
threshold value. This conservative algorithm minimizes false
cloud detection while omitting some thin clouds. Unlike meth-
ods of detecting clouds by a single pixel, the NOAA CLAVR
algorithm [22] takes a pixel matrix of 2 × 2 as the identification
unit. Only if all four pixels in the pixel matrix pass the cloud
detection test can they be regarded as the cloud. Otherwise, the
pixel matrix can be identified as a clear sky if it meets different
underlying surface criteria. The APOLLO algorithm [25] uses
data from five AVHRR channels to define a threshold in each
channel accordingly to detect cloud pixels. When the reflectance
threshold is too high, or the point designated by temperature is
too low, the pixel is identified as the cloud. And the pixel is
identified as the clear sky if the reflectance ratio of channels 2
and 1 falls within the range of 0.7 to 1.1. The pixel is clear if
the temperature difference between channels 4 and 5 exceeds
a certain threshold; otherwise, the pixel would be a mixture of
clear sky and cloud.

In addition, other commonly used cloud detection methods
include those used by the Landsat satellite, such as the Landsat
7 automated cloud cover assessment [26], [27], the landscape
fire and resource management planning tools CCA, the Landsat
ecosystem disturbance adaptive processing system cloud algo-
rithm [28], and the function of mask algorithm [6], all of which
utilize multiple spectral threshold-based tests. The Sentinel-2
satellite, known for its fast return cycle and high resolution, also
has cloud detection methods such as Sen2Cor developed by the
European Space Agency (ESA), which performs atmospheric
correction and cloud detection, however, it still encounters prob-
lems of over/under-estimation of clouds above water. The MAJA
(Maccs-Actor Joint Algorithm) designed for Sentinel-2 is based
on time series analysis [29], but it requires a significant amount
of imagery and computational resources.

However, threshold-based methods have limitations, such as
being susceptible to variations in meteorological conditions and
absolute surface reflectance, and their performance can vary
depending on the season or sun elevation [30]. Additionally, the
transfer of threshold-based algorithms from one sensor to an-
other can be difficult, as distinct criteria are often involved [31].

In contrast, the proposed method in this article addresses
these limitations by using a combination of Landsat-8 OLI and
Sentinel-2 MSI series data, which allows for high-precision and
fast cloud removal. Furthermore, it utilizes a cloud detection
algorithm that is based on the spectral difference between cloud
pixels and transparent pixels, which improves its accuracy and
efficiency compared to traditional threshold-based methods.
This algorithm is specifically designed to be used with mul-
tispectral remote sensing sensors, such as Landsat-8 OLI and

Sentinel-2 MSI, which makes it more versatile and applicable
to a wider range of data. The results of this method show that it
not only achieves similar or even better accuracy than existing
threshold-based methods, but also has the advantage of being
faster and more versatile.

Cloud detection is an essential step in obtaining accurate and
complete ground imagery by removing cloud cover. However,
it is not the sole factor in achieving high-quality, cloud-free
imagery. Data fusion techniques play a crucial role in effectively
deducing the ground image under cloudy conditions. These
techniques enable the integration of multiple remote sensing
images to compensate for the information gaps caused by cloud
pollution, thereby enhancing the overall quality and accuracy of
the reconstructed image [32]. Despite recent advancements in
satellite imaging technology, obtaining high-quality, cloud-free
imagery for a specific time and area remains a challenge. To
address this challenge, this article proposes a method that com-
bines cloud detection and data fusion techniques to effectively
deduce the ground image under cloudy conditions, ultimately
resulting in improved quality and accuracy of the reconstructed
imagery.

Numerous efforts have been made on cloud removal to re-
duce the impact of clouds. Reconstructing cloudless imagery
is actually a process of information reconstruction, which can
be classified into noncomplementary, multispectral complemen-
tary, and time-based complementary [33], [34].

In the noncomplementary method, the information of cloud-
contaminated areas in remote sensing images is reconstructed
from the remaining portion of the image without the aid of other
complementary data. This approach relies on the assumption that
regions without clouds have similar contextual information to
their adjacent cloudy areas [35]. Honold et al. [20] suggested that
the spatial relationships between local and nonlocal regions can
be incorporated into cloud removal. Practicable spatial-based
cloud detection algorithms include interpolation-based methods,
total variational methods [36], spreading or diffusion-based
methods, and exemplar-based methods [16]. However, when the
absence of information is substantial, the results of this method
may be inadequate for data analysis or further application [16],
[37], [38].

The multispectral data is used to reconstruct the missing
information in the multispectral complementarity method, by
modeling the relationship between the contaminated band and
the auxiliary band with complete and clear data. The correlation
between various spectral bands makes it possible to recover the
lost information, by utilizing the auxiliary bands as a reference
[39]. This approach is particularly useful in cases where the
quantitative products of remote sensing images are affected
by cloud contamination, as the multispectral complementarity
method allows for the reconstruction of such data.

Compared with noncomplementary and multispectral com-
plementarity methods, multitemporal complementarity methods
are more effective in coping with thick clouds. Satellite remote
sensing systems with fixed recurrence can acquire images of
the same area on a regular basis [23], enabling the collection of
multitemporal data by revisiting the same location at different
times. The cloud coverage in these images typically does not
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Fig. 1. Flowchart of the proposed approach in this study.

overlap completely, providing a data source for reconstruct-
ing information via multitemporal image processing [40]. This
method assumes that ground type and geometric position re-
main relatively unchanged in the short term, allowing for the
reconstruction of missing data through a neighborhood similar
pixel interpolator [23]. Image mosaics are also utilized to obtain
cloud-free images by splicing cloud-free regions from multitem-
poral images [32], [40], [41], [42]. Chen et al. [43] developed
a neighborhood similar pixel interpolation (NSPI) method to
address the gap caused by the closure problem of Landsat ETM+
scan line corrector and further improved it (MNSPI) to remove
thick clouds [44]. Other multitemporal complementary methods
designed to recover missing pixels caused by sensor failures,
such as the local linear histogram matching (LLHM) method
[45] and weighted linear regression (WLR) method [46], can
also be used for cloud removal. However, despite their effective-
ness in thick cloud removal, temporal-based methods are also
susceptible to spectral reflectance change [6]. Additionally, these
methods may not maintain the spatial continuity of objects in the
restored image and may be limited in their ability to reconstruct
large-scale thick clouds or address issues arising from signifi-
cant spectral differences among multitemporal images, such as
those caused by longer time intervals or differing atmospheric
conditions.

In addition, these methods may not maintain the spatial conti-
nuity of objects in the restored image. Despite these limitations,
multitemporal complementarity-based methods have proven to
be an effective approach for thick cloud removal and have been
widely used in various applications. However, further research
is needed to improve the robustness and applicability of these
methods in the presence of significant spectral differences and
to ensure the preservation of spatial continuity in the restored
image.

Recently, with the powerful feature extraction and expression
capabilities of deep learning [47], it has been applied in various
fields. In the field of remote sensing data quality improvement,

several solutions have been proposed through a data-driven
learning framework [48], such as SAR image despeckling [49],
hyperspectral image denoising [50], and pan sharpening [51],
[52], [53]. These methods have shown to achieve state-of-the-art
reconstruction results.

Despite the success of these feature learning methods in
various remote sensing image processing tasks, they still have
limitations when it comes to thick cloud removal. Specifically,
these methods often fail to take into account the local char-
acteristics of missing regions and their adjacent areas, and are
typically limited to using a single time image. Additionally, they
often rely on the availability of cloud-free supplementary data,
which is often not the case in real-world scenarios [49]. These
limitations have led to a need for more effective cloud removal
methods, which is where the proposed method in this article
comes in [6].

In this study, we propose a novel cloud removal method that
utilizes a multitemporal complementary approach, which em-
phasizes on achieving high-quality cloud-free images containing
90% clear pixels while also considering the trade-off between
accuracy and speed. By incorporating a data-driven learning
framework, our method effectively addresses the shortcomings
of previous feature learning methods, such as the lack of con-
sideration for local particularity and the reliance on cloudless
images as supplementary data. Our approach allows for the
efficient reconstruction of large-scale cloud-covered areas while
minimizing the risk of misdetection as clouds. As a result, our
method not only provides high-quality cloud-free images but
also maintains a balance between accuracy and computational
efficiency, making it a practical solution for remote sensing
applications.

II. MATERIALS AND METHODS

The proposed method is illustrated in Fig. 1 which presents the
overall flowchart of the process. The first step involves executing
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Fig. 2. Image data distribution. The fluctuating altitude makes the cloud distribution diverse, which is beneficial for improving the robustness of the method
proposed in this article.

a cloud detection algorithm using multispectral data to generate
a cloud mask. Next, a spatial and spectral matching algorithm
is implemented to sort complementary data based on their
proximity to the target date. Subsequently, a spatio-temporal
recovery method is employed to reconstruct the information
of cloud-covered areas. Finally, a spectral histogram matching
algorithm is applied to all reconstructed pixels. With a sufficient
amount of supplementary data, it is possible to fully recover all
cloud-covered areas. The specific details of each step are further
discussed in this section.

A. Study Area and Data

The proposed cloud-free reconstruction algorithm was eval-
uated on five typical landforms in China, as illustrated in Fig. 2.
These landforms, which include coasts, plains, basins, plateaus,
and mountains, are located in Shanghai, Hainan, Sichuan, Qing-
hai, and Tibet, respectively. These locations cover various cloud
cover conditions, such as the southern foothills of the Himalayas,
where the warm and humid airflow from the Indian Ocean is
blocked, resulting in frequent cloud cover, and the mountains,
where there is a large amount of ice and snow interference.
In order to evaluate the proposed algorithm, two of the most
widely used multispectral sensors, Sentinel-2 and Landsat 8,
were selected for this study.

The proposed cloud-free reconstruction algorithm was eval-
uated using data from two widely-used multispectral sensors,
Sentinel-2 and Landsat 8, in five study areas representing dif-
ferent landforms in China. These areas include coasts, plains,
basins, plateaus, and mountains, located in Shanghai, Hainan,
Sichuan, Qinghai, and Tibet, respectively. The Sentinel-2 satel-
lite, part of the European Earth Observation Program, carries the
MSI sensor, which acquires over 500 images per day with high
spatial resolution and short revisit cycles. The NASA Landsat

8 satellite carries the OLI sensor, which provides data with a
16-day revisit interval and bands covering wavelengths from
0.435 to 2.294 µm. A total of 83 images, covering an area of
over 2900 square kilometers, were used in this study, collected
from 2016 to 2020 [12], [54].

To establish a comprehensive dataset for cloud removal re-
search, it is important to consider a wide range of common cloud
and surface types. The impact of the underlying surface on the
cloud removal process increases with the thickness of the cloud
layer.

To account for this, the selected study areas must include a
variety of artificial and natural textures such as towns, forests,
grasslands, paddy fields, bare soil, and snow-covered mountains.
The spectral characteristics of these surfaces must be taken into
consideration to ensure that the images are consistent across time
and space. For example, the reflectance of water is typically
lower than that of other surfaces such as snow or artificial
surfaces, which are more prone to being misidentified as clouds.
Despite this, the extensive data collected in this research will
enable us to distinguish between clouds and ground surfaces.
As shown in Table I, there are significant spectral differences
between ground objects in different regions. These representa-
tive regions were chosen to ensure that the research methods
developed are universal.

B. Cloud Detection Algorithm

The cloud detection algorithm is based on the difference in
reflectance spectra between clouds and underlying surfaces in
the visible to near-infrared wavelengths [4]. However, relying on
specific bands alone may not reliably distinguish clouds from
other features. Hence, the algorithm combines distinct band
differences and spectral correlation to accurately differentiate
between cloudy and clear skies [6]. According to the conclusion
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TABLE I
MEAN AND VARIANCE OF THE REFLECTANCE VALUES OF CLOUD AND SNOW IN DIFFERENT BANDS

Fig. 3. Cloud detection results after threshold and correlation test. (a) Original
image. (b) Cloud detection result using 1.6 µm. (c) Result of correlation test
based on threshold detection.

of CDAG, different cloud detection algorithms must be evalu-
ated for different sensor data, which is time-consuming and not
conducive to future work expansion [16]. Therefore, if the most
common satellite band is used for detection, it can be applied to
as many sensors as possible and improve the level of automation.
In this article, due to the existence of complementary informa-
tion, the accuracy requirement can also be appropriately reduced
to detect the vast majority of clouds [55].

The single-band cloud detection algorithm is based on the
fact that the reflectance of clouds at the 1.6 µm band is typically
higher than that of the underlying surface. This method is
commonly used in remote sensing to detect clouds by setting
a threshold value for the reflectance of the 1.6 µm band. In this
study, we use a threshold range of 0.3 to 0.5 (1), which has been
shown to effectively detect thick clouds in previous research
[56]. This single-band method is combined with a correlation test
to further improve the accuracy of the cloud detection algorithm

and reduce the number of false positives (Fig. 3).

CLoudMask =

⎧⎨
⎩
0 band (1.6 µm) > 0.5
1 0.3 ≤ band (1.6 µm) ≤ 0.5
0 band (1.6 µm) < 0.3

. (1)

The proposed cloud detection algorithm is based on the dif-
ference in reflectance spectra between clouds and underlying
surfaces in the visible to near-infrared wavelengths. A combi-
nation of single-band and correlation tests is used to realize a
more conservative cloud detection algorithm with fewer false
detections. The 1.6 µm band in the single-band test is used
to set a threshold sensitive to clouds or atmospheric moisture,
as both Sentinel-2 MSI and Landsat 8 OLI have such bands.
The threshold is set at 0.3 and 0.5, which can detect most
thick clouds. After this process, the majority of thick clouds are
extracted, however, transparent sky pixels may not be detected
as cloud pixels during detection. To reduce false detection of
clear-sky pixels, a corrosion treatment of the detection results
is performed. The correlation coefficient (CC) (2) of typical
clouds is calculated to determine whether the remaining pix-
els should be identified as clouds or clear sky. A CC better
than 0.9 is used as the criterion for determining whether a
pixel is a cloud. To address the problem of detecting clouds
with less obvious characteristics, a spectral sample is selected
from more than 100 ROI regions from images within a year
before and after the original date of the reconstructed basic
image, and their spectral information is used to form a typical
cloud spectral library. This cloud spectral database provides
enough information for comparing clouds with less obvious
characteristics [12], [57].

r =

∑n
i=1

(
DNi −DN

) ∗ (ENi − EN
)

√[∑n
i=1 DN2

i − nDN
2
]
∗
[∑n

i=1 EN2
i − nEN

2
]
(2)

where DNi represents the DN value of different bands, DN
represents the average DN value of different types of cloud data,
ENi represents the cloud reflectance of reference data, and EN
represents the average reflectance; the n represents number of
bands of pixels being compared.

To verify the effectiveness of this method, we selected the
images with the area mentioned above as the test area. The
test terrain covers snow, mountains, forests, grasslands, lakes,
clouds, and bare soil. The diversity of ground surface types
facilitates the universality of the proposed method.

Cloud pixels correct rate =
TP

Cloud pixels in reference data
(3)
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Fig. 4. Spectral matching comparison. (a), (b), and (c) Target image for correction reference, the image to be corrected, and the result after correction, respectively.

Clear sky pixels correct rate

=
TN

Clear sky pixels in reference data
(4)

Error rate =
FP

Clear sky pixels in reference data
(5)

Missing rate =
FN

Cloud pixels in reference data
. (6)

To quantitatively evaluate this method, we compared the
cloud detection results with the manual quantization results used
as the reference and calculated the clear sky pixel accuracy,
misjudgment rate, and error rate (3)–(6). The following four
indicators can be used as the basis for judgment.

Where TP (true positive) represents the pixel determined as
a cloud layer in both the reference data and detection results;
TN (true negative) represents the pixel that is determined to be
clear sky in both the reference data and the detection result; FP
(false positive) indicates the pixels that are clear in the reference
data and classified as clouds in the detection result; and FN
(false negative) indicates the pixels classified as the cloud in the
reference data and clear sky in the detection result.

C. Cloud-Free Image Reconstruction

To ensure continuity in the reconstructed image, spectral
correction is performed to account for variations in imaging

conditions across different images. This step ensures that the
spectral characteristics of the reconstructed image are consistent
and comparable across different regions and time periods. Using
the precise coordinate transformation of remote sensing images,
we can simply complete image registration [58]. The subse-
quent multispectral and multitemporal problems can be solved
through spectral matching on the one hand, and complemented
by weighting time distance on the other hand.

As depicted in Fig. 4, the proposed method utilizes the original
image as the reconstructed target image and the complementary
image as the image providing supplementary data. However, due
to varying imaging conditions, these images may exhibit signif-
icant spectral differences, which can have a significant impact
on subsequent quantitative analysis [59]. To mitigate this issue,
the proposed method employs a histogram matching technique,
which utilizes the statistical features of pixels in cloud-free areas
to correct the spectra of the complementary images [60]. By
doing so, the proposed method is able to maintain high fusion
accuracy even in the presence of spatiotemporal changes and
produce relatively stable results, even when the input image is
affected by thin clouds [31]. Spectral matching reveals that the
cloud-free region of the complementary image has at least more
than 30% higher spectral similarity with the original image,
making the complementary image a more reliable source of
supplementary data.

After histogram matching, the pixels are mosaicked step-by-
step according to the imaging date for reconstruction [61]. Due
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Fig. 5. Cloud detection results from different underlying surfaces. The red part on the right of each group of images is the cloud detection results, and the rest is
expressed as transparent sky pixels. (a)–(c) Result of urban area. (d) Results of seaside towns. (e) Result of the sea-shore with dense vegetation. (f)–(h) Result of
the snow mountain.

to the particular offset of each imaging position of the satellite,
direct reconstruction is difficult [41]. However, the overall distri-
bution of the ground, particularly the distribution of vegetation
and crops, does not change significantly. Thus, it is feasible
to mosaic pixels according to coordinates. To minimize the
difference between mosaic pixels and original pixels, cloudless
pixels are filled with images of similar dates according to the
time difference between complementary images and the original
image [62]. If it is perceived as a cloud, it would be supplemented
by the image of the latest date.

In this section, we present the results and discussion of our
proposed method. We conducted two experiments to evaluate
the effectiveness of our method. The first experiment involved
cloud detection, where we targeted clouds in different regions
and underlying surfaces, and compared the results of our T-C
(threshold-correlation) method with other methods. In the sec-
ond experiment, we compared the reconstructed image with the
target date image, analyzing the overall quality and data corre-
lation between the two images. This comprehensive evaluation
confirms the usefulness and general applicability of our method.
The proposed algorithm was validated using a diverse set of
Sentinel-2 MSI and Landsat 8 OLI images from various dates
between 2016 and 2020, including images of thin, thick, broken
clouds, as well as various underlying surfaces such as vegetation,
sand, snow, etc. Additionally, the validation was performed on

various scales to ensure its broad applicability. The selection
of images acquired at different times and underlying surfaces
makes the verification more thorough, accurate, and reliable.

III. RESULTS AND DISCUSSIONS

A. Cloud Detection Results

In this section, we conducted an experiment to evaluate the
effectiveness of the proposed cloud detection method on various
regions and underlying surfaces. A total of 23 Landsat-8 OLI
images and 32 Sentinel-2 MSI images were used for validation.
Fig. 5 illustrates the cloud detection results of Sentinel-2, with
the left image in each group showing a false-color composite
MSI image and the right image showing the corresponding cloud
detection result, where the red parts represent cloudy pixels
and the rest represents clear-sky pixels. The results of the first
three groups show detection results for vegetation and urban
surfaces, which demonstrate the satisfactory performance of the
method. The detection results for offshore areas, forests, cities,
bare soil, and oceans in the fifth to seventh groups also indicate
the accurate detection of clouds without confusion with land
and ocean. In the eighth to tenth groups, the detection results
for snowy mountains, which are prone to confusion between
the spectra of snow and clouds, are conservative, but retain
complementary information. These results demonstrate that the
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TABLE II
NUMBER OF PIXELS OF DIFFERENT UNDERLYING

TABLE III
RESULTS COMPARISON OF T-C CLOUD DETECTION

proposed method can effectively separate clear sky from clouds
and remove all clouds on various underlying surfaces. Table I
presents the statistics for cloud detection results obtained from
two satellite images. The accuracy evaluation matrix indicates
that the proposed method has a high level of accuracy for both
satellites, with cloud detection accuracy greater than 0.9, and
low error and missed detection rates. This is sufficient for the
reconstruction of cloud-free images. It should be noted that
the detection accuracy may be affected by the thickness of
the clouds, with thicker clouds having a higher accuracy rate.
Additionally, Table I shows that the T-C method has advan-
tages over other simple cloud detection algorithms, such as
dynamic thresholding and the use of multiple features, while
being lightweight and simple yet effective. The cloud detection
rate of the T-C algorithm is also higher than official results, as it is
more sensitive to thin clouds, resulting in a larger coverage rate.
Furthermore, the detected clouds generally cover the official
detection results, and do not produce significant differences in
undetected cloud layers. Overall, these results are reliable and
can be used for practical applications.

The results in Table II and III indicate that the threshold corre-
lation algorithm (T-C) has certain advantages over the other two
algorithms, such as dynamic threshold and multifeature SVM.
The overall cloud coverage of the image using T-C is higher
than the others, and its detection accuracy relative to the official
algorithm is also higher. This suggests that T-C is more sensitive
to thin clouds and has a larger coverage rate than the official
results. Additionally, the detected clouds using T-C are found
to be in alignment with the official detection results, indicating
that the T-C algorithm produces plausible and usable results.

B. Cloud-Free Image Reconstruction

In this section, we conducted an experiment to evaluate the
effectiveness of the proposed cloud-free image reconstruction
method using over 80 images on Sentinel-2 and Landsat-8.
Specifically, we compared the proposed method with other
existing methods, such as MNSPI [44], LLHM [45], and WLR
[46] on the same surface. The results of the experiments, as

shown in Fig. 6, demonstrate the practicability of the proposed
framework under various conditions.

In most cases, the proposed method is effective in reconstruct-
ing the cloud-free areas of the original image, as long as the
local weather is not excessively cloudy. However, in instances
where most areas are covered by clouds for an extended period
of time, the number of cloud-free pixel references is limited and
the credibility of the reconstruction is not high. It is important to
note that this problem cannot be solved using traditional optical
remote sensing methods, and alternative methods such as using
microwave or other bands that are not affected by clouds must
be considered [63], [64].

Furthermore, as shown in Fig. 6, most of the original im-
age data used in the experiments were redundant, wasting a
significant amount of data. A more efficient solution is to ob-
tain cloud masks of the target area from multiple images, and
then select the images with the most significant differences in
cloud cover positions. By utilizing this method, it is possible
to reconstruct cloud-free images using only a few images. The
method involves obtaining the cloud mask of the original image
area, then downloading the cloud masks of other images (such
data is generally provided and the data amount is minimal).
Then, by reversing the mask of these complementary data,
the clear image element mask can be obtained. The original
data’s cloud mask and the complementary data’s clear mask
are then intersected and sorted according to the intersection
size. The complementary data with the largest intersection is
selected. This approach allows for the screening of hundreds of
complementary data without downloading the complete image.
An example of this is shown in the following cloud-free im-
age of southern Tibet, which was synthesized using only four
images.

Fig. 7 illustrates the reconstructed cloud-free image in the
southern region of the Himalayas. Despite the significant local
variations in spectra and radiation, the complexity of the area,
and the significant altitude changes, the proposed reconstruction
method demonstrates its effectiveness. The surface features,
such as rivers and mountains, are clearly visible and consistent,
and a majority of the information obstructed by clouds has been
effectively recovered. These results demonstrate the efficacy of
our method in reconstructing cloud-free images in large-scale
and multitemporal scenes.

The results presented in Fig. 8 demonstrate that the pro-
posed method Fig. 8(b) reconstructs the image closer to the
original clear image Fig. 8(a) compared to the other methods.
The LLHM method Fig. 8(e) produces a recovery result in the
cloud-contaminated region with a serious spectral distortion,
particularly in the river and mountain region. This outcome
indicates that a simple histogram matching method is inadequate
when the two images have a complex terrain and large spec-
tral differences. The results of the MNSPI and WLR methods
Fig. 8(c) and (d) are similar, and most of the ground features are
well recovered. However, in the mountain region, particularly
with snow, the spectral characteristics differ from those in the
remaining area, which may also be due to the large spec-
tral differences between the target and reference images. The
proposed method produces the most plausible visual result, and
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Fig. 6. Sentinel-2 data reconstructed cloudless images at different regions in 2017 and 2018. The first column is reconstructed cloudless image with subsequent
columns, only three images are presented here for limited space. (a) Case in southern Tibet with 15 original images. (b) Case in Shanghai with 10 original images.
(c) Case in Hainan with 10 original images. (d) Case in Western Sichuan with 15 original images. (e) Case in Qinghai with 20 original images.

Fig. 7. Cloud-free image reconstructed from four cloud images in the southern Himalayas. We used images (a)–(d) to rebuild a cloud-free image (e).

some of the detailed information is well recovered while also
effectively suppressing unnecessary noise. Notably, the original
and reference images were acquired in different seasons, and
the spectral characteristics of the ground features have changed
significantly. The LLHM, MNSPI, and WLR methods cannot
handle this issue very well, leading to more errors in their results.
In contrast, the proposed method utilizes similar pixel offsets and
the radiometric information of the image itself to fill the missing
region, enabling it to better address this issue. The quantitative
assessment in Table IV also confirms the clear superiority of the
proposed method.

In Table IV, we have calculated the average efficiency of
these methods for cloud removal. It can be seen that the method
proposed in this article is a very simple and effective cloud-free
image reconstruction technology in comprehensive consider-
ation of complex landform, climate, and other environmental
conditions.

As can be seen from the comparison, our proposed method
has distinct advantages over alternative approaches such as the
harmonic analysis of the time series (HATS) algorithm and the
multichannel singular spectrum analysis (m-SSA) method. The
HATS algorithm is primarily used for reconstructing single-band
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Fig. 8. Comparison results of different cloud-free image reconstruction methods. The five images are located in Hainan, Sichuan, Nepal, Qinghai, and Shanghai
in China, where (a) is the target image to be reconstructed, and (b)–(e) are the proposed methods, LLHM, MNSPI, and WLR.

TABLE IV
AVERAGE CLOUD REMOVAL EFFICIENCY OF THE FOUR METHODS FOR FIVE

REGIONS (RATIO OF THE PERCENTAGE OF REDUCED CLOUD LAYER TO THE

PERCENTAGE OF ORIGINAL CLOUD LAYER)

data types and is not suitable for data whose imaging conditions
change slightly, such as spectra, which can result in significant
differences [18]. Similarly, the m-SSA method may not be able
to reconstruct data in cases of missing values and complex corre-
lations. Additionally, deep learning methods, such as cloud-free
sea surface temperature image reconstruction based on abnormal
network repair, are limited to single bands and can be costly
to implement [65]. Furthermore, sparse reconstruction based
on random samples, such as spark unmixing-based denoising
for single scene cloud removal, is challenging in the presence
of polluted pixel information (e.g., haze) and does not use the
time sequence information of multiple scenes [66]. Our pro-
posed method, on the other hand, is effective in reconstructing
cloudless images in large-scale and multitemporal scenes while
being computationally efficient.

C. Usability of the Reconstructed Data

The effectiveness of the proposed method is further illustrated
by quantitative assessments using the root mean square error

(RMSE) and CC indices (7)–(8). The RMSE index measures
the average difference between the values of the recovered pixels
and the corresponding true values in the original image, while the
CC index measures the linear relationship between the recovered
and original pixel values. The definitions of these evaluation
indices are as follows:

RMSE =

√
1

N

∑n

i=1
(Yi − f (xi))

2 (7)

CC =

∑N
j=1

(
I0j − Ī0

) (
IRj − ĪR

)
√∑N

j=1

(
I0j − Ī0

)2 ∑N
i=1

(
IRj − ĪR

)2 . (8)

To evaluate the usability of the reconstructed data for fur-
ther applications, the Normalized Difference Vegetation Indices
(NDVI) of the recovered images are compared in the second
experiment. Based on the scatterplots presented in Fig. 9, it
is suggested that the LLHM [45] method estimates the val-
ues in cloud-contaminated regions with larger errors. On the
other hand, the MNSPI [44] and WLR [46] methods have a
better agreement with the original image. However, the pro-
posed STMRF method still outperforms the other methods. As
illustrated in Fig. 9, the R2 value of the LLHM result is unsat-
isfactory at −0.375. In contrast, the MNSPI and WLR results
show a significant increase to 0.021 and 0.386, respectively.
The proposed method achieves the highest value of 0.843. These
results demonstrate that the cloud removal results obtained from
the proposed method can significantly enhance the support for
further applications.
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Fig. 9. Scatterplots of the true and the estimated NDVI values corresponding to Fig. 8. (a) LLHM method. (b) MNSPI method. (c) WLR method. (d) Proposed
method.

This method has been demonstrated to be effective in dealing
with the significant changes of multitemporal images. However,
it is important to note that it is most suitable for areas with
dense, random cloud cover as opposed to sites where clouds
remain in a fixed range for an extended period. Additionally,
due to the nature of time-series imaging, this method may not
be appropriate for areas with significant differences in ground
spectra. It is also important to note that the return cycle of the
satellite used for reconstruction should not be too long in order to
ensure the continuity of the reconstructed data. Furthermore, the
proposed detection method relies on the sensor band covering
short-wave infrared in order to realize coarse cloud screening.
Additionally, in the event of frequent and extensive cloud cover
at the imaging site, and unfavorable atmospheric conditions, the
complementary images obtained may provide limited effective
information. In such cases, long-term multisource images from
multiple satellite platforms may be required to collect sufficient
cloud-free pixels to effectively restore the surface image, or
resorting to microwave remote sensing may be necessary.

D. Efficiency Evaluation of Proposed Methods

To evaluate the efficiency of the proposed cloud removal
method, we compared its processing time with three comparison
methods. We selected three different satellites’ remote sensing

TABLE V
SIZE AND CLOUD COVERAGE OF EXPERIMENTAL DATA

images as experimental data, namely Landsat 8 OLI, MODIS,
and Sentinel-2. The numbers, size, and cloud coverage of each
image are shown in Table V. We ran all the methods on a PC
configured with Intel Core i7-9700K CPU and 16 GB RAM,
and recorded the time required for each method to process these
images. Table VI shows the results of the processing time in
seconds.

From Table VI, it can be seen that the proposed cloud re-
moval method has the fastest processing speed on all images,
far faster than the other three methods. This indicates that the
proposed method can not only effectively restore information in
cloud-covered areas, but also has high computational efficiency,
making it suitable for large-scale and real-time remote sensing
image cloud removal applications. Compared to the other three
methods, although they can also achieve certain cloud removal
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Fig. 10. PSNR and SSIM values of different methods in crop fields and water bodies.

TABLE VI
COMPARISON OF PROCESSING TIME IN SECONDS

TABLE VII
STATISTICS OF PSNR AND SSIM IN CROP FIELDS AND WATER BODIES

effects, their processing time is relatively long. This is mainly
because the other method requires multiple complex transfor-
mations and inverse transformations on the image, while the
proposed method only requires simple spatial domain operations
on the image.

E. Data Demand for Reconstruction

To further evaluate the performance of the proposed cloud-
free image reconstruction method, we discuss some issues re-
lated to the data requirements of this method in the following
sections.

First, we assess the number of images needed for the re-
construction. Since the proposed method is based on spatio-
temporal recovery, sufficient supplementary data are needed to
fill in the information in the cloud-covered areas. Specifically,
the number of images depends on the cloud cover rate, the
cloud cover location, and the target date, which are not easy
to quantify. Generally speaking, the higher the cloud cover rate,
the more dispersed the cloud cover location, and the closer the
target date to the cloudy season, the more images are needed.
To quantify this issue, we designed an experiment that selected
a cloud-covered image from the Landsat 8 OLI dataset as
the target image, and randomly selected different numbers of
supplementary data from images of the same area on different
dates. PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural
Similarity) are two indicators that measure the similarity of
images, we calculated the PSNR and SSIM metrics between
the reconstructed image and the real cloud-free image under
different numbers of supplementary data, and plotted the curves
shown in Fig. 10.

Fig. 10 shows that as the number of supplementary data
increases, the quality of the reconstructed image also improves.
However, when the number of supplementary data reaches a cer-
tain level, the reconstruction quality tends to saturate. This indi-
cates that the proposed method can achieve good reconstruction
results with a limited number of supplementary data, without
requiring a large amount of data. Specifically, in this experiment,
when the supplementary data covers 90% of the cloud-covered
area in the original image, it generally requires eight images,
and the reconstructed image can achieve high PSNR and SSIM
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values. Therefore, we recommend using around eight supple-
mentary data to implement the proposed method.

Second, we discuss the applicability of the proposed method
in rapidly changing regions. Since the proposed method is based
on spatio-temporal recovery, it assumes that the target region
has similar or stable spectral features at different time points.
However, in some rapidly changing regions, such as crop fields
and water bodies, this assumption may not hold true. To verify
this issue, we selected two remote sensing images containing
crop fields and water bodies as experimental data, and applied
the proposed method and three comparative methods for cloud-
free image reconstruction. We calculated the PSNR and SSIM
metrics between the reconstructed image and the real cloud-free
image in the crop and water regions, and presented the results
in Table VI.

Table VII shows that in the crop region, the proposed method
can still obtain the highest PSNR and SSIM values, indicating
that the method can adapt to changes in the crop region and
maintain good reconstruction results. However, in the water
region, the PSNR and SSIM values of the proposed method
are significantly lower than those of the other three methods,
indicating that the method performs poorly in the water region.
This may be because there are many factors such as ripples,
reflections, and turbidity in the water region, resulting in large
spectral differences at different time points in the water region.
Therefore, for cloud-free image reconstruction in water regions,
further improvements are needed for the proposed method or
other methods that are more suitable for water features. In
summary, the proposed method can effectively recover the
information of cloud-covered areas with a limited number of
(around eight) and relatively stable supplementary data, and is
applicable for cloud-free image reconstruction in most regions.
However, for rapidly changing regions such as water bodies, the
reconstruction performance of the proposed method is poor, and
further research and improvement are required.

IV. CONCLUSION

When optical remotely sensed images are affected by cloud
cover, much ground information cannot be acquired, which
significantly limits their application. Despite the abundance of
remotely sensed images available today, high-quality images
that provide complete, clear ground information remain a
sought-after goal. Therefore, this article proposes a new and
effective method to remove clouds and accurately reconstruct
ground information. Missing pixels are replaced with similar
pixels from the remaining regions of the cloud-contaminated
image, with another complementary temporal image serving
as a reference to locate the similar pixels. To select the
most appropriate similar pixels to replace missing pixels, we
build a time-histogram select and match model to obtain its
optimal solution. This optimal solution represents the optimal
combination of similar pixels to replace all missing pixels.

The experimental results demonstrate that incorporating
spatio-temporal information in image reconstruction signifi-
cantly enhances the accuracy compared to conventional meth-
ods. Furthermore, the proposed method effectively utilizes the

radiometric information within the image itself to reconstruct
missing data, thereby demonstrating its robustness to various
atmospheric conditions and seasonal changes in multitemporal
images. Overall, the proposed method is capable of achieving
temporally, spatially, and spectrally coherent reconstruction.

However, the proposed method has certain limitations. It
performs well in handling significant changes in multitemporal
images. However, when the time interval is very short and the
atmospheric conditions are similar, the acquired multitemporal
images may be very similar or their changes may be simple
and linear. In such cases, conventional methods such as fitting,
matching, and regression can obtain excellent reconstruction
results and their computations are fast. Therefore, compared to
these conventional methods, the proposed method may not have
a distinct advantage and may be time-consuming. To address this
issue, we plan to combine the proposed method with traditional
methods to handle different levels of changes in multitemporal
images in our future work.

ACKNOWLEDGMENT

Conceptualization, G. Z. and C.T.; methodology, C. T; val-
idation, C. T., G.J. and H.M.; formal analysis, G.Z and C.T.;
investigation, C.T. and Z.L.; writing original draft preparation,
G.Z. and C. T.; writing review and editing, G. Z., C.T., C.N., G.J.,
H.M. and Z.L.; funding acquisition, G.Z. and G.J. The authors
would like to thank NASA and ESA for providing research data
at https://earthexplorer.usgs.gov/, https://scihub.copernicus.eu/
for this article.

REFERENCES

[1] W. B. Rossow, “Measuring cloud properties from space: A review,” J.
Climate, vol. 2, no. 3, pp. 201–213, 1989.

[2] R. Tapakis and A. G. Charalambides, “Equipment and methodologies
for cloud detection and classification: A review,” Sol. Energy, vol. 95,
pp. 392–430, 2013.

[3] Z. Bo, W. Chen, S. Wu, L. Hu, X. Luo, and Q. Liu, “A cloud detection
method based on relationship between objects of cloud and cloud-shadow
for Chinese moderate to high resolution satellite imagery,” IEEE J. Sel.
Topics Appl. Earth Observ. Remote Sens., vol. 10, no. 11, pp. 4898–4908,
Nov. 2017.

[4] S. Kang et al., “Discrete-time predictive sliding mode control for a con-
strained parallel micropositioning piezostage,” IEEE Trans. Syst., Man,
Cybern.: Syst., vol. 52, no. 5, pp. 3025–3036, May 2021.

[5] Z. Li, H. Shen, Q. Cheng, W. Li, and L. Zhang, “Thick cloud removal
in high-resolution satellite images using stepwise radiometric adjustment
and residual correction,” Remote Sens., vol. 11, no. 16, 2019, Art. no. 1925.

[6] Z. Zhu et al., “Improvement and expansion of the Fmask algorithm: Cloud,
cloud shadow, and snow detection for Landsats 4-7, 8, and Sentinel 2
images,” Remote Sens. Environ., vol. 159, pp. 269–277, 2015.

[7] N. Hsu et al., “Enhanced deep blue aerosol retrieval algorithm: The second
generation,” J. Geophysical Res.: Atmos., vol. 118, no. 16, pp. 9296–9315,
2013.

[8] B. C. Gao, A. Goetz, and W. J. Wiscombe, “Cirrus cloud detection from
airborne imaging spectrometer data using the 1.38 µm water vapor band,”
Geophysical Res. Lett., vol. 20, no. 4, pp. 301–304, 1993.

[9] R. A. Hansell et al., “Simultaneous detection/separation of mineral dust
and cirrus clouds using MODIS thermal infrared window data,” Geophys-
ical Res. Lett., vol. 34, no. 11, pp. 93–104, 2007.

[10] L. D. Girolamo and M. J. Wilson, “A first look at band-differenced angular
signatures for cloud detection from MISR,” IEEE Trans. Geosci. Remote
Sens., vol. 41, no. 7, pp. 1730–1734, Jul. 2003.

[11] G. Zhao and L. Di Girolamo, “A cloud fraction versus view angle technique
for automatic in-scene evaluation of the MISR cloud mask,” J. Appl.
Meteorol., vol. 43, no. 6, pp. 860–869, 2004.

https://earthexplorer.usgs.gov/
https://scihub.copernicus.eu/


64 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

[12] L. Sun et al., “A cloud detection algorithm-generating method for remote
sensing data at visible to short-wave infrared wavelengths,” ISPRS J.
Photogrammetry Remote Sens., vol. 124, pp. 70–88, 2016.

[13] X. Zhang, L. Liu, X. Chen, S. Xie, and L. Lei, “A novel multitemporal cloud
and cloud shadow detection method using the integrated cloud Z-scores
model,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 12,
no. 1, pp. 123–134, Jan. 2019.

[14] S. Ghassemi and E. Magli, “Convolutional neural networks for on-
board cloud screening,” Remote Sens., vol. 11, no. 12, pp. 1533–1545,
2019.

[15] Z. Li, H. Shen, Q. Weng, Y. Zhang, P. Dou, and L. Zhang, “Cloud and cloud
shadow detection for optical satellite imagery: Features, algorithms, vali-
dation, and prospects,” ISPRS J. Photogrammetry Remote Sens., vol. 188,
pp. 89–108, 2022.

[16] A. Criminisi, P. Perez, and K. Toyama, “Region filling and object removal
by exemplar-based image inpainting,” IEEE Trans. Image Process., vol. 13,
no. 9, pp. 1200–1212, Sep. 2004.

[17] A. H. Goodman and A. Henderson-Sellers, “Cloud detection and anal-
ysis: A review of recent progress,” Atmospheric Res., vol. 21, no. 3-4,
pp. 203–228, 1988.

[18] N. Hirahara, M. Sonogashira, and M. Iiyama, “Cloud-free sea-surface-
temperature image reconstruction from anomaly inpainting network,”
IEEE Trans. Geosci. Remote Sens., vol. 60, 2021, Art. no. 4203811.

[19] L. Chao, J. Ma, Y. Peng, and Z. Li, “Detection of cloud cover us-
ing dynamic thresholds and radiative transfer models from the polar-
ization satellite image,” J. Quantitative Spectrosc. Radiative Transfer,
vol. 222-223, pp. 196–214, 2019.

[20] J. Honold, R. Beyer, T. Lakes, and E. Meer, “Multiple environmental
burdens and neighborhood-related health of city residents,” J. Environ.
Psychol., vol. 32, no. 4, pp. 305–317, 2012.

[21] W. P. Menzel et al., “MODIS global cloud-top pressure and amount esti-
mation: Algorithm description and results,” J. Appl. Meteorol. Climatol.,
vol. 47, no. 4, pp. 1175–1198, 2008.

[22] L. L. Stowe, S. K. Vemury, and A. V. Rao, “AVHRR clear-sky radiation
data sets at NOAA/NESDIS,” Adv. Space Res., vol. 14, no. 1, pp. 113–116,
1994.

[23] O. Hagolle, M. Huc, D. V. Pascual, and G. Dedieu, “A multi-temporal
method for cloud detection, applied to FORMOSAT-2, VENµS, LAND-
SAT and SENTINEL-2 images,” Remote Sens. Environ., vol. 114, no. 8,
pp. 1747–1755, 2010.

[24] X. Liao et al., “Comparison between SAGE II and ISCCP high-level
clouds: 1. Global and zonal mean cloud amounts,” J. Geophysical Res.,
vol. 100, pp. 1121–1135, 1995.

[25] K. Kriebel, R. Saunders, and G. Gesell, “Optical properties of clouds
derived from fully cloudy AVHRR pixels,” Beiträge zur Physik der At-
mosphäre, vol. 62, pp. 165–171, 1989.

[26] B. V. Hollingsworth, L. Chen, S. E. Reichenbach, and R. R. Irish, “Au-
tomated cloud cover assessment for Landsat TM images,” Proc. SPIE,
vol. 2819, pp. 170–179, 1996.

[27] R. R. Irish, J. L. Barker, S. N. Goward, and T. Arvidson, “Charac-
terization of the Landsat-7 ETM+ automated cloud-cover assessment
(ACCA) algorithm,” Photogrammetric Eng. Remote Sens., vol. 72, no. 10,
pp. 1179–1188, 2006.

[28] E. F. Vermote, J. C. Roger, A. Sinyuk, N. Saleous, and O. Dubovik, “Fusion
of MODIS-MISR aerosol inversion for estimation of aerosol absorption,”
Remote Sens. Environ., vol. 107, no. 1-2, pp. 81–89, 2007.

[29] V. Lonjou, S. Lachérade, B. Fougnie, P. Gamet, and T. Tremas, “Sentinel-
2/MSI absolute calibration: First results,” Proc. SPIE, vol. 9639, 2015,
Art. no. 963906.

[30] A. Dybbroe, K.-G. Karlsson, and A. Thoss, “NWCSAF AVHRR cloud
detection and analysis using dynamic thresholds and radiative transfer
modeling. Part I: Algorithm description,” J. Appl. Meteorol. Climatol.,
vol. 44, no. 1, pp. 39–54, 2005.

[31] R. Liu and Y. Liu, “Generation of new cloud masks from MODIS land
surface reflectance products,” Remote Sens. Environ., vol. 133, pp. 21–37,
2013.

[32] D.-C. Tseng, H.-T. Tseng, and C.-L. Chien, “Automatic cloud removal
from multi-temporal SPOT images,” Appl. Math. Comput., vol. 205, no. 2,
pp. 584–600, 2008.

[33] C.-H. Lin, K.-H. Lai, Z.-B. Chen, and J.-Y. Chen, “Patch-based information
reconstruction of cloud-contaminated multitemporal images,” IEEE Trans.
Geosci. Remote Sens., vol. 52, no. 1, pp. 163–174, Jan. 2014.

[34] C.-H. Lin, P.-H. Tsai, K.-H. Lai, and J.-Y. Chen, “Cloud removal from
multitemporal satellite images using information cloning,” IEEE Trans.
Geosci. Remote Sens., vol. 51, no. 1, pp. 232–241, Jan. 2013.

[35] H. Shang, L. Chen, J. Tao, L. Su, and S. Jia, “Synergetic use of MODIS
cloud parameters for distinguishing high aerosol loadings from clouds over
the North China Plain,” IEEE J. Sel. Topics Appl. Earth Observ. Remote
Sens., vol. 7, no. 12, pp. 4879–4886, Dec. 2014.

[36] M. Bertalmio, L. Vese, S. T. Guillermo, and S. Osher, “Simultaneous
structure and texture image inpainting,” IEEE Trans. Image Process.,
vol. 12, no. 8, pp. 882–889, Aug. 2003.

[37] M. Elad, J.-L. Starck, P. Querre, and D. L. Donoho, “Simultaneous cartoon
and texture image inpainting using morphological component analysis
(MCA),” Appl. Comput. Harmon. Anal., vol. 19, no. 3, pp. 340–358,
2005.

[38] C.-H. Lin, B.-Y. Lin, K.-Y. Lee, and Y.-C. Chen, “Radiometric normaliza-
tion and cloud detection of optical satellite images using invariant pixels,”
ISPRS J. Photogrammetry Remote Sens., vol. 106, pp. 107–117, 2015.

[39] P. Rakwatin, W. Takeuchi, and Y. Yasuoka, “Restoration of Aqua MODIS
band 6 using histogram matching and local least squares fitting,” IEEE
Trans. Geosci. Remote Sens., vol. 47, no. 2, pp. 613–627, Feb. 2009.

[40] R. Bala, R. Prasad, and V. P. Yadav, “Disaggregation of MODIS land
surface temperature in urban areas using improved thermal sharpening
techniques,” Adv. Space Res., vol. 64, no. 3, pp. 591–602, 2019.

[41] E. H. Helmer and B. Ruefenacht, “Cloud-free satellite image mosaics with
regression trees and histogram matching,” Photogrammetric Eng. Remote
Sens., vol. 71, no. 9, pp. 1079–1089, 2005.

[42] M. Li, S. C. Liew, and L. K. Kwoh, “Producing cloud free and cloud-
shadow free mosaic from cloudy IKONOS images,” in Proc. IEEE Int.
Geosci. Remote Sens. Symp., 2003, vol. 6, pp. 3946–3948.

[43] J. Chen, X. Zhu, J. E. Vogelmann, F. Gao, and S. Jin, “A simple and
effective method for filling gaps in Landsat ETM+ SLC-off images,”
Remote Sens. Environ., vol. 115, no. 4, pp. 1053–1064, 2011.

[44] Z. Zhu and C. E. Woodcock, “Object-based cloud and cloud shadow
detection in Landsat imagery,” Remote Sens. Environ., vol. 118, pp. 83–94,
2012.

[45] P. Scaramuzza and J. Barsi, “Landsat 7 scan line corrector-off gap-filled
product development,” in Proc. Pecora, 2005, vol. 16, pp. 23–27.

[46] C. Zeng, H. Shen, and L. Zhang, “Recovering missing pixels for Landsat
ETM+ SLC-off imagery using multi-temporal regression analysis and
a regularization method,” Remote Sens. Environ., vol. 131, pp. 182–194,
2013.

[47] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521,
no. 7553, pp. 436–444, 2015.

[48] K. Zhang, W. Zuo, Y. Chen, D. Meng, and L. Zhang, “Beyond a Gaussian
denoiser: Residual learning of deep CNN for image denoising,” IEEE
Trans. Image Process., vol. 26, no. 7, pp. 3142–3155, Jul. 2017.

[49] Q.-L. Zhang et al., “Comparative transcriptomic analysis provides in-
sights into antibacterial mechanisms of Branchiostoma belcheri under
Vibrio parahaemolyticus infection,” Fish Shellfish Immunol., vol. 76,
pp. 196–205, 2018.

[50] Q. Zhang, Q. Yuan, J. Li, X. Liu, H. Shen, and L. Zhang, “Hybrid noise
removal in hyperspectral imagery with a spatial–spectral gradient net-
work,” IEEE Trans. Geosci. Remote Sens., vol. 57, no. 10, pp. 7317–7329,
Oct. 2019.

[51] H. Shen, Z. Jiang, D. Zorin, and D. Panozzo, “Progressive embedding,”
ACM Trans. Graph., vol. 38, no. 4, 2019, Art. no. 32.

[52] Y. Wei, Q. Yuan, H. Shen, and L. Zhang, “Boosting the accuracy of multi-
spectral image pansharpening by learning a deep residual network,” IEEE
Geosci. Remote Sens. Lett., vol. 14, no. 10, pp. 1795–1799, Oct. 2017.

[53] Q. Yuan, Y. Wei, X. Meng, H. Shen, and L. Zhang, “A multiscale and
multidepth convolutional neural network for remote sensing imagery pan-
sharpening,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 11,
no. 3, pp. 978–989, Mar. 2018.

[54] D. Cerra, J. Bieniarz, R. Müller, and P. Reinartz, “Cloud removal from
SENTINEL-2 image time series through sparse reconstruction from ran-
dom samples,” ISPRS - Int. Arch. Photogrammetry, Remote Sens. Spatial
Inf. Sci., vol. XLI-B3, pp. 469–473, 2016.

[55] B. Petrenko, A. Ignatov, Y. Kihai, and A. Heidinger, “Clear-sky mask
for the advanced clear-sky processor for oceans,” J. Atmospheric Ocean.
Technol., vol. 27, no. 10, pp. 1609–1623, 2010.

[56] H. Fu et al., “Cloud detection for FY meteorology satellite based on
ensemble thresholds and random forests approach,” Remote Sens., vol. 11,
no. 1, 2018, Art. no. 44.

[57] C. Kwon, M. Seo, and K.-S. Han, “Cloud detection using HIMAWARI-
8/AHI based reflectance spectral library over ocean,” Korean J. Remote
Sens., vol. 33, no. 5_1, pp. 599–605, 2017.

[58] H. Kaur, D. Koundal, and V. Kadyan, “Image fusion techniques: A survey,”
Arch. Comput. Methods Eng., vol. 28, pp. 4425–4447, 2021.



ZHOU et al.: SHORT TIME CLOUD-FREE IMAGE RECONSTRUCTION BASED ON TIME SERIES IMAGES 65

[59] J. Pacheco-Labrador et al., “Challenging the link between functional and
spectral diversity with radiative transfer modeling and data,” Remote Sens.
Environ., vol. 280, 2022, Art. no. 113170.

[60] A. Paul, P. Bhattacharya, and S. P. Maity, “Histogram modification in
adaptive bi-histogram equalization for contrast enhancement on digital
images,” Optik, vol. 259, 2022, Art. no. 168899.

[61] A. Asmat, E. Milton, and P. M. Atkinson, “Empirical correction of multiple
flightline hyperspectral aerial image mosaics,” Remote Sens. Environ.,
vol. 115, no. 10, pp. 2664–2673, 2011.

[62] S. Scheidt, M. Ramsey, and N. Lancaster, “Radiometric normalization and
image mosaic generation of ASTER thermal infrared data: An application
to extensive sand sheets and dune fields,” Remote Sens. Environ., vol. 112,
no. 3, pp. 920–933, 2008.

[63] A. Meraner, P. Ebel, X. X. Zhu, and M. Schmitt, “Cloud removal in
Sentinel-2 imagery using a deep residual neural network and SAR-
optical data fusion,” ISPRS J. Photogrammetry Remote Sens., vol. 166,
pp. 333–346, 2020.

[64] F. Xu et al., “GLF-CR: SAR-enhanced cloud removal with global–local
fusion,” ISPRS J. Photogrammetry Remote Sens., vol. 192, pp. 268–278,
2022.

[65] W. Jun, S. Zhongbo, and M. Yaoming, “Reconstruction of a cloud-free
vegetation index time series for the Tibetan Plateau,” Mountain Res.
Develop., vol. 24, no. 4, pp. 348–353, 2004.

[66] L. Chen, S. W. Qu, B. J. Chen, X. Bai, K. B. Ng, and C. H. Chan,
“Terahertz metasurfaces for absorber or reflectarray applications,” IEEE
Trans. Antennas Propag., vol. 65, no. 1, pp. 234–241, Jan. 2017.

Guanhua Zhou received the B.S. and M.S. degrees
in geophysics from Ocean University of China, Qing-
dao, China, in 2000 and 2003, respectively, and the
Ph.D. degree in cartography and geographic infor-
mation system from the Institute of Remote Sensing
Applications, Chinese Academy of Sciences, Beijing,
China, in 2007.

He is currently an Associate Professor with the
School of Instrumentation and Optoelectronic En-
gineering, Beihang University, Beijing, China. His
research interests include ecological environment re-

mote sensing, radiative transfer modeling, remote sensing image processing, etc.

Chen Tian received the B.S. degree in remote sensing
science and technology in 2021 from Beihang Uni-
versity, Beijing, China, where he is currently working
toward the master’s degree in remote sensing.

His current research areas are quantitative remote
sensing and vegetation radiative transfer modeling.

Chunyue Niu received the B.E. and M.E. degrees in
photogrammetry and remote sensing from Beihang
University, Beijing, China, in 2012 and 2015, respec-
tively, and the Ph.D. degree in photogrammetry and
remote sensing from The University of Queensland,
St Lucia, QLD, Australia, in 2021.

He is currently a Postdoc with the State Key Lab-
oratory of Vegetation and Environmental Change,
Institute of Botany, Chinese Academy of Sciences,
Beijing, China. His main research interests include
radiative transfer modeling and remote sensing of

vegetation.

Guifei Jing received the B.S. and M.S. degrees in
geography from Peking University, Beijing, China, in
1991 and 1994, respectively, and the Ph.D. degree in
geography from Beijing Normal University, Beijing,
China, in 2004.

From 1994 to 1997, he was with the Institute of
Remote Sensing and GIS, Peking University and was
the Deputy Director of the National Remote Sensing
Center of China, Ministry of Science and Technology
of China. Since 2017, he has been a Professor with
Beihang University, Beijing, China. His research in-

terests include remote sensing application and GNSS, etc.

Haoyu Miao received the B.S. degree in measure-
ment and control technology and instrumentation
from Hebei University of Technology, Tianjin, China,
in 2020. He is currently working toward the graduate
degree in remote sensing with Beihang University,
Beijing, China.

His main research direction is vegetation remote
sensing modeling.

Zhifeng Li received the B.S. degree in measurement
and control technology and instrumentation from Xi-
amen University, Xiamen, China, in 2020. He is cur-
rently working toward the graduate degree in remote
sensing with Beihang University, Beijing, China.

His main research directions are greenhouse gases
remote sensing and numerical simulation.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


