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SS-IPLE: Semantic Segmentation of Electric Power
Corridor Scene and Individual Power Line

Extraction From UAV-Based
Lidar Point Cloud

Xiuning Liu, Feng Shuang , Yong Li , Liqiang Zhang , Xingwen Huang, and Jianchuang Qin

Abstract—Key objects’ semantic segmentation and power line
extraction from the electric power corridor point cloud are critical
steps in power line inspection. However, the massive amount of
point cloud data and missing power line points pose a challenge
to the object extraction. To complete the extraction of power lines
and other essential objects, a method called SS-IPLE is proposed,
which is based on a pointwise multilayer-perceptron semantic seg-
mentation network. The method consists of two main parts: electric
power corridor semantic segmentation and individual power line
extraction. In the segmentation step, SCF-Net is employed as our
primary segmentation network, and the network can process large-
scale point clouds. To further improve the segmentation ability of
SCF-Net in the corridor, a local coding module is designed to con-
struct the SCFL-Net. In the individual power line extraction step,
individual power lines are extracted by flexible grid filtering, effec-
tively overcoming the point-missing problem. The corridor point
cloud semantic segmentation and individual power line extraction
experiments are conducted in different corridors collected from
suburban areas. Promising results are obtained for both semantic
segmentation and individual power line extraction, with an mIou
of point cloud semantic segmentation and a mean extraction rate
of 96.70% and 96.56%, respectively.

Index Terms—Electric power corridor, point cloud semantic
segmentation, power line extraction.
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I. INTRODUCTION

A RELIABLE supply of electricity is essential in modern
society. As the backbone of the electrical network in-

frastructure, power lines are continuously exposed to the harsh
natural environments, leading to potential failures and damage in
electric power corridors. In addition, tree growth close to power
lines can also damage electrical networks and lead to bushfires
[1]. Therefore, it is necessary to inspect and maintain the power
line regularly.

Traditional power line inspection methods are labor-intensive
and inefficient. Currently, unmanned aerial vehicle (UAV)-based
power line inspection has become a cost-effective and efficient
short-distance solution [2]. UAVs provide various data types for
power line inspection through remote sensing technologies (such
as optical cameras, Lidar, and infrared cameras). The accuracy
of power line positioning extracted from the two-dimensional
(2-D) observations is limited and requires improvement [3].
Point cloud data obtained from Lidar contains accurate three-
dimensional (3-D) coordinate information of objects, which
is essential for constructing a 3-D map for UAV power line
inspection and accurately measuring the hidden danger area of
power targets. Consequently, point cloud data are increasingly
used in power line inspection [4].

Power line inspection includes two aspects: assessing the
status of power lines and their distance from surrounding po-
tentially threatening objects, such as vegetation and buildings.
Therefore, extracting power lines and potential threat objects
from point cloud data is the basis of power line inspection.
Moreover, semantic segmentation methods can achieve fine clas-
sification of the electric power corridor scene. This fine-grained
classification enables a more detailed understanding and analysis
of the objects within the corridor scene. To achieve comprehen-
sive and refined power line inspection, semantic segmentation
of the corridors should be an essential part of the power line
extraction process.

In previous studies, the extraction of power lines involves two
independent steps: the extraction of candidate power line points
and refinement, where individual power lines are extracted
from the candidate points [5]. In this study, we adopt a similar
approach but replace the candidate power line point extraction
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process with semantic segmentation of the corridor. For the
extraction of the candidate points, the previous related methods
can be broadly classified as supervised and unsupervised
according to whether the label is used.

Unsupervised extraction methods: In these methods, the point
cloud is first divided into grids, and the grid is used as the unit
for the candidate power line point extraction. Zhang et al. [6]
extracted the candidate points by neighboring grids’ height sim-
ilarity estimation and linear-feature-based clustering. However,
a significant number of ground points and vegetation points
impact computational efficiency and extraction accuracy. To
eliminate this problem, Jung et al. [7] removed the ground
surface and adjacent objects before extracting power line points
and extracted the candidate points by calculating the similarity of
adjacent grids and their internal features. Shi et al. [8] projected
the point cloud onto the XY plane’s cell to extract the power
line points and pylon points based on the height histogram
distribution characteristics of the cell. The above-mentioned
grid-based methods are susceptible to the size of the grid and
high tree point noise.

Supervised extraction methods: Most of the previous methods
used traditional classifiers, such as Random Forest, Boost, and
support vector machine (SVM) to classify the corridor point
cloud and get the candidate power line points. Kim and Sohn [9]
constructed 21 features from the sphere domain of points and
classified a corridor into power lines, buildings, pylons, ground,
and vegetation based on Random Forest. Bo et al. [10] added
intensity and echo features based on Kim’s method. However,
both approaches require constructing too many local features,
which results in redundant information. Liu et al. [11] selected
the top five 2-D and 3-D features with the best discrimination
and combined them into a robust classifier through the AdaBoost
algorithm. SVM has also been applied to electric power corridor
classification as a classical classifier [12]. These methods have
achieved impressive segmentation results in experiments, but
building broadly applicable features is still complicated.

Deep learning (DL) has shown good performance in classi-
fication [13] and semantic segmentation [14]. DL-based point
cloud semantic segmentation methods can be divided into four
categories: multiview-based, voxel-based, pointwise-based, and
graph-based methods. PointNet [15] aggregates per-point fea-
tures by max-pooling and causes local information to be missing.
Therefore, many methods are proposed to make improvements,
such as PointNet++ [16] and PointWeb [17]. These methods
cannot directly deal with larger point clouds due to expensive
computation and the incapability of capturing structures. To
address these problems, RandLA-Net [18] is proposed to solve
these two problems by random sampling and expanding the
single-point receptive field. However, its ability of local context
information extraction is not satisfactory. To address this issue,
SCF-Net [19] enhances the ability of RandLA-Net to capture
local context information without losing too much computa-
tional efficiency. Meanwhile, MSIDA-Net [20] encodes local
information in multiple coordinate systems to enhance the local
feature expression ability. Although many DL-based semantic
segmentation methods have been developed, few are applied in
the corridor point cloud. Li et al. [5] proposed a segmentation
method based on a graph convolution network, whereas Guan

et al. [21] converted the raw point cloud to cuboids before being
fed into the PointNet, achieving high classification accuracy.

For the refinement stage, we review some related works as
follows. Some extraction methods are based on the traditional
plane line detection algorithm, such as the Hough transform
algorithm [22]. On the basis of this algorithm, Guan et al. [23]
separated power lines into linear clusters in the XY plane and
then applied a Euclidean distance clustering method to cluster
the individual power lines in 3-D space. Lehtomaki et al. [24]
used the RANSAC method to detect linear clusters and cluster
the individual power lines according to the angle and distance
threshold in 3-D space. These methods have an excellent extrac-
tion effect but still need to be adapted to address missing power
line points and overlapping on the XY plane.

Other methods mainly extract the individual power lines
by clustering and regional growth in 3-D space. In terms of
clustering, Peng et al. [25] proposed an individual power line
extraction method based on DBSCAN clustering. Similarly,
Mao et al. [26] used the distance between power line points and
the overall fitting equation of all points as features and applied
the DBSCAN clustering algorithm in the feature space to extract
individual power lines. Other clustering methods are also applied
in the extraction process, Chen et al. [27] constructed a spherical
neighborhood for each point, and the individual power lines are
separated by conditional Euclidean clustering with constraints
of linear features in the spherical neighborhood. In terms of
regional growth, Shi et al. [28] selected the lowest elevation point
of the power line points as the seed point and extracted individual
power lines by a regional growth algorithm with spatial feature
constraints. The above-mentioned methods work well to solve
overlapping problems, but the missing power line point problem
is still a challenge for individual power line extraction.

To sum up, this study aims to propose an automatic power line
extraction method based on semantic segmentation of electric
power corridors. Our main contributions are as follows.

1) A power line extraction algorithm based on pointwise
multilayer-perceptron is proposed. Different from the pre-
vious extraction algorithms that only extract power lines,
the proposed method can precisely implement semantic
segmentation of multiple objects in the electric power
corridor scene.

2) In the corridor semantic segmentation stage, according to
the characteristics of the local structure of the corridor
point cloud, we propose a local coding module (LCM)
that can effectively and fully aggregate a single point’s
local information to enhance the network’s segmentation
ability.

3) To address the issue of missing power line points, an
individual power line extraction method based on a flexible
grid is designed. This method is robust against missing
power line points and can be applied to various types of
power lines.

II. PROPOSED METHODOLOGY

In this section, we present the power line extraction method
named SS-IPLE. The extraction process comprises two steps:
electric power corridor semantic segmentation and individual
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Fig. 1. Flowchart of the proposed method. (a) Electric power corridor semantic segmentation. (b) Individual power line extraction.

Fig. 2. Architecture of the electric power corridor semantic segmentation network. (a) SCFL-Net. (b) LCM.

power line extraction. In the first step, the corridor point cloud
with only XYZ coordinate information is input and processed
by the local coding module (LCM). Subsequently, it is fed into
SCF-Net to classify into four categories: ground, vegetation,
pylons, and power lines, as shown in Fig. 1(a). In the second
step, to accurately extract the individual power lines between
two pylons, a two-stage individual power line extraction method
is proposed, including span power line extraction and separation
of individual power lines, as shown in Fig. 1(b). The details of
these two steps are presented below.

A. Electric Power Corridor Semantic Segmentation

SCF-Net can effectively learn context features for large-scale
point clouds. Here, SCF-Net is used as the basic semantic

segmentation network. To better capture the local structural
information of corridors, the LCM is integrated into the SCF-Net
to enhance its ability to capture local structural information. This
combined segmentation network is named SCFL-Net, as shown
in Fig. 2(a). The LCM uses the local interior point distribution
and point elevation statistical characteristics to construct local
features. A shared MLP is used to map the features to the same
dimensional space. In this section, we will introduce the LCM
in detail.

1) Local Distribution Characteristic: The neighboring point
distribution characteristics mainly represent the spatial relation-
ship between a single point and its neighboring points. We ex-
press it as the distance between a point and the center of the mass
point of the local neighborhood. Generally, if the neighboring
points are evenly distributed, the center of mass will be close to
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the point. Define a point pi = (xi, yi, zi) ∈ P , where P is the
set of all points, the number of points in the local neighborhood is
k, and a set of neighborhood pointsQi = {pj} , j = 01, 2 . . . k
can be obtained by KNN search. The distribution characteristics
can be defined as Ldi, which is given as follows:

Ldi =

∣∣∣∣∣
∣∣∣∣∣pi −

∑k
j = 0 pj

k

∣∣∣∣∣
∣∣∣∣∣ (1)

where “||·||” is the L2 norm.
2) Local Elevation Standard Deviation: The local elevation

standard deviation is an index that describes the degree of
elevation fluctuation in a point cloud. It can effectively quantify
the difference in elevation variation between points. A large
elevation fluctuation means the local region has a high standard
deviation, such as vegetation and pylons. Conversely, slight
elevation fluctuation means a lower standard deviation, such as
ground and power lines. The expression for elevation standard
deviation is given as follows:

Lesdi =
1

k − 1

k∑
j = 0

(
zj −

∑k
j = 0 zj

k

)
(2)

where zj is the elevation value of pj .
Finally, the above-mentioned two features are concatenated

with the single-point coordinates, and the local feature informa-
tion can be mapped to the same feature vector space by using a
shared MLP

fi = MLP ((xi, yi, zi)⊕ Ldi ⊕ Lesdi) (3)

where “⊕” is the concatenation operator. (xi, yi, zi) are the
coordinates of pi.

In summary, the structure of LCM is shown in Fig. 2(b). It
takes all the 3-D point coordinates in the corridor as input and
generates an eight-dimensional feature vector that contains local
information for each point as output.

B. Individual Power Line Extraction

Extracting individual power lines from the semantic segmen-
tation results can be divided into two steps: separation of power
lines between adjacent pylons and separation of individual
power lines. The separation of power lines between adjacent
pylons can also be called span power line extraction.

1) Span Power Line Extraction: Based on the semantic
segmentation results, all the points belonging to pylons and
power lines can be extracted. The points corresponding to
a pylon can be obtained by using a clustering method. To
extract the span power lines accurately and completely, we first
project the power lines and the corresponding pylon points onto
the X–Y plane, as depicted in Fig. 3(b). The green line in the
enlarged region represents the ideal axis of symmetry of the
pylon, which effectively distinguishes the power line points in
the span from those belonging to others. Here, we calculate the
axis of symmetry of the pylons as follows.

First, a segment of the pylon body is taken vertically from
top to bottom to represent the pylon. Assuming that the axis

of symmetry passes through the center point of the pylon,
we calculate the average of the pylon’s points to obtain the
center point (x0, y0) as shown in Fig. 3(c). The axis of
symmetry equation of the pylon can then be expressed as
follows:

y = lineα∗ (x) = xtan (α∗) + y0 − x0tan (α∗) (4)

where α∗ is the angle between the axis of symmetry and the
X-axis.

On the other hand, the equation of all lines passing through
the center point can be expressed as follows:

y = lineα (x) = xtan (α) + y0 − x0tan (α) (5)

where α is a variable that denotes the angle between a line and
the X-axis.

Second, to determine the equation, we need to find α∗ in α.
This can be achieved by minimizing the variance of distances
between all pylon’s points and the line denoted by lineα(x).
The distance between the i th point of the pylon and lineα(x)
is represented as disαi . The variance of distances corresponding
to lineα(x) can be expressed as follows:

Varα =

∑N
i=1

(
disαi − disα

)2
N

(6)

where disα is the average distance of all pylon’s points from
lineα(x), and N is the total number of points in the pylon.

Fig. 3(d) shows the functional relationship between α and
Varα. The minimum of Varα corresponds to the angle α∗ . To
search for α∗ , the golden section search way [29] is utilized
within the range of α ∈ [−90◦, 90◦].

2) Separation of Individual Power Lines: In span power
lines, each power line does not overlap and is stratified in the
elevation direction. Based on this, an individual power line sep-
aration algorithm that utilizes flexible grid filtering is proposed.
First, the span power lines are rotated parallel to the X-axis to
reduce computation, and the discrete points are filtered by radius
filtering. The algorithm flowchart is illustrated in Fig. 4. The
separation module takes the span power lines’ points as input
and cyclically separates a single power line until all points are
separated. The separation is composed of five steps:

Step 1: Plane grid points are generated uniformly according
to the defined grid resolution res (m). The Z-axis value of each
grid point is initialized below the lowest elevation value of the
span power line points. Next, the power line points are projected
onto the grid surface. Within the adjacent rectangular region of
a grid point, the power line points that are projected within this
region are designated as the search points set for the grid point.
As shown in Fig. 5.

Step 2: The upward motion of grid points at a constant speed is
simulated by iteratively increasing the Z-axis value for each grid
point. In each iteration, the Z-axis value of the point is increased
by (res ∗ rate) (m), where the rate is a ratio.

Step 3: Motion cessation is determined for each grid point
based on the following conditions: the Z-axis distance between
a grid point and the nearest power line point in the corresponding
search points set is less than (res ∗ rate) (m), or the adjacent grid
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Fig. 3. Span power line extraction. (a) Electric power corridor. (b) Corridor projection onto the X–Y plane. (c) Equation of a line with different angles α passing
through the center of a pylon. (d) Curve between Varα and α.

points have already stopped. Grid points that stop moving due
to the former condition are considered elevation reference grid
points. The iteration is terminated when all grid points cease
motion.

Step 4: The Z-axis distance between the power line point
and the nearest elevation reference grid point is calculated. The
power line points with a Z-axis distance less than the threshold
h(m) are selected as the separated single-layer power line points.

Step 5: The extracted single-layer power line is rotated 90°
along its length. Repeat steps 1–4 to separate a single power
line.

To account for the varying section sizes of different layers
of power lines, an automatic adjustment of the threshold h (m)
is necessary during the cyclic separation of individual power
lines. As shown in Fig. 6, the power line points are projected
onto the X–Z plane, and the power line segments are vertically
cut around the lowest height point. Subsequently, the threshold h
(m) is adaptively calculated based on the centralized distribution
characteristics of the Z-axis values of different layers within the
segment.

To further illustrate the implementation process of the algo-
rithm in the separation module, we provide a detailed description
of the primary process, as listed in Algorithm 1.

III. EXPERIMENTS AND ANALYSIS

A. Dataset

The power corridor dataset was collected by DJI RTK300
UAV Lidar in Nanning, China. The raw point cloud contains the
3-D coordinate (XYZ) information of points, with a density of
about 580 points per square meter. The raw point cloud contains
three independent electric power corridors: S0, S1, and S2. The
total length of all corridors is about 3500 m, with a total of
27.4 million points. These corridors include different voltage
classes of pylons and various types of power lines. The raw
point cloud is divided into a training set and a test set using Cloud
Compare software (https://www.cloudcompare.org/). The point
clouds are categorized into ground, vegetation, pylons, and
power lines. The number of points for each category label is
shown in Fig. 7. Fig. 8 provides more details about the training
and test set division for each corridor. The lengths of the test
regions in S0, S1, and S2 are 527, 350, and 404 m, respectively,
and include different span areas T.

Table I presents the detailed parameters of the power lines
in each testing span area. The power line lengths and densities
varied significantly across different span areas, which can better
test the individual power line separation algorithm’s robustness.

https://www.cloudcompare.org/
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Fig. 4. Overall flowchart of separating individual power lines from a span.

Fig. 5. Adjacent rectangular region. The square area is the blue grid point’s
adjacent rectangular region.

In this study, the disconnection rate index from [5] is employed
to quantify the extent of missing power line points. The discon-
nection rate is defined as follows:

Disconnection rate =
Disconnection length

Total length
(7)

Notably, in S2/T0, the individual power line disconnection
rate reaches nearly 36% due to obstructing vegetation, posing
a challenge to individual power line extraction, as shown in
Fig. 8(c).

B. Semantic Segmentation on Electric Power Corridor

To evaluate the performance of SCFL-Net in the corridor
semantic segmentation, we compare our method with sev-
eral existing DL-based semantic segmentation algorithms, i.e.,
PointNet++, RandLA-Net, SCF-Net, BAAF [30], and MSIDA-
Net. We apply the same training strategy to all networks to

Fig. 6. Adaptive threshold h calculation. (a) Slices are selected according to
the lowest point. (b) h is calculated based on the elevation distribution of the
points.
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Algorithm 1: Individual Power Line Extraction Process
Based on Flexible Grid Filter.

Input: Span power lines points set
Q = {(xi, yi, zi)|i = 01, . . . n}

Output: Points set R selected by the grid filter.
Parameters: Grid cell size: res; Grid forward rate: rate;
1 G = g (Q, res) = {(xj , yj , zj)| j = 01, . . .m} ;
2 // G is a set of grid points, g is the grid points

generation function.
3 H = h(Q,G) = {max_zj | j = 01, . . . n} ;
4 // H is a set of max z-value for each grid point,

h is the max z-value
5 generating function.
6 δj = 0 → G;

// G = {(xj , yj , zj , δj) |j = 01, . . .m}
7 while exist δj = 0 in G do :
8 zj = zj + rate ∗ res;
9 for j ← 0; j ≤ m do :
10 if |zj −max_zj | < (rate ∗ res+ 0.1) then
11 δj = 1;
12 if exist δ = 1 in Neighbor grid points then
13 δj = 2; (xj , yj , zj) → Gselect;

// Gselect is a set of grid points
14 selected from G.
15 end if
16 end for
17 end while
18 QBase = Neighbor_search(Q, Gselect);
19 // Neighbor_search is a function that find the

nearest distance
20 grid point in set Gselect and make the

corresponding zj as the
21 h_basei. QBase = {h_basei|i = 01, . . . n}
22 h = Adaptive_gen(Q);

// Adaptive_gen is an adaptive generation
function

23 of threshold h.
24 for i← 0; i ≤ n do :
25 if zi − hbasei < h then
26 (xi, yi, zi)→ R;
27 Return R;

TABLE I
DETAILS OF THE POWER LINES IN TEST AREA

achieve a fair comparison. The initial learning rate is set as 0.02.
Within each epoch, the learning rate decays to the original 0.95,
the Batch size is 4, and the number of points is 40 960. The
training process is deployed on the Quadro RTX 6000 platform
with an Intel(R) Core (TM) i9-10900K CPU at 3.70 GHz and
64-GB memory.

Fig. 7. Statistical diagram of the number of points of each label.

Fig. 8. Each electric power corridor training and test set division. The power
lines, pylons, vegetation, and ground are colored in red, purple, green, and brown,
respectively. (a) Corridor S0. (b) Corridor S1. (c) Corridor S2.

We use mIou, OA, and mRec to quantify and evaluate the
segmentation effect of our model. OA evaluates the accuracy of
point classification. mRec evaluates the recall rate of truth value,
and mIoU evaluates the semantic segmentation accuracy of each
category

OA =

∑nclass
i = 1 TPi

N
(8)

mRec =

nclass∑
i=1

(
TPi

TPi + FNi

)
/nclass (9)

mIoU =

nclass∑
i=1

(
TPi

FPi + FNi +TPi

)
/nclass (10)

where N is the total sample, TPi is the true-positive sample of
class i, FPi is the false-positive sample of class i, FNi is the
false-negative sample of class i. nclass is the number of classes.

As listed in Table II, our approach shows a significant ad-
vantage over PointNet++. Although the OA of our method
only improves by 1.64%, mIoU and mRec increase by 24.42%
and 11.25%, respectively. Compared with the recent advanced
segmentation methods, our approach achieves the highest seg-
mentation performance with an mIoU of 96.04%. In particular,
our approach outperforms SCF-Net with an improvement of
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TABLE II
PERFORMANCE COMPARISONS AMONG DIFFERENT SEGMENTATION METHODS ON POWER LINE DATASET

Fig. 9. Segmentation results of S0/T0, S0/T1, and S1/T0.

1.3% in mIoU, 0.14% in OA, and 1.23% in mRec, indicating
that our LCM significantly enhances the segmentation capability
of the SCF network. Furthermore, our method achieves the
best segmentation of ground, vegetation, and pylon, with IoU
reaching 96.76%, 96.05%, and 95.57%, respectively. The critical
power line IoU is also above 95%. From the segmentation effect
image analysis in Fig. 9, the majority of the misclassified points
are located at the junction of the pylon and power lines. This

can be attributed to the presence of structural components, such
as insulators in the pylon at the connection point, which are
similar to the power lines. The segmentation performance of
most comparison methods is not ideal, but SCFL-Net has a good
segmentation effect here. This further validates the effectiveness
of our LCM in aggregating local distribution features.

The LCM employs a local neighborhood of k points to capture
local distribution features. To determine the optimal value of k,
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Fig. 10. Segmentation performance under different k values.

TABLE III
NUMBER OF PARAMETERS AND TIME CONSUMPTION OF SCFL-NET

we conducted a comparative experiment by selecting different
values from the set {8, 16, 24, 32, 40}. The experimental results
are shown in Fig. 10. With the increase in neighborhood points,
local information is gradually enriched. Both OA and mIoU have
been significantly improved. However, beyond a certain point,
increasing the number of local points did not yield any further
improvement in segmentation performance. The increase in lo-
cal points cannot provide more local information, and redundant
information interference appears, reducing the segmentation
performance. Therefore, we choose k = 16 to provide the best
semantic segmentation performance.

C. Efficiency of SCFL-Net

In this section, we systematically evaluate the overall effi-
ciency of our SCFL-Net using the corridor data. To ensure a
fair comparison, we conduct experiments on several networks
[18], [19], [20] under identical conditions. The number of points
put into each network is 40 960 points for one inference. The
total time required to complete the inference for all corridors
is compared. Table III quantitatively shows the total time of
different networks. In addition, the number of parameters for
each network is reported to reflect their memory consumption.
SCFL-Net exhibits similar efficiency and memory consumption
as SCF-Net. However, SCFL-Net is a combination of SCF-Net
and LCM, and the proposed LCM only introduces less than 1k
parameters compared to SCF-Net, resulting in an improvement
in the performance of approximately 1.3%.

D. Ablation Study on LCM

In order to further demonstrate the contribution of Local
distribution characteristic (Ld)and Local elevation standard

TABLE IV
RESULTS OF ABLATED NETWORKS

TABLE V
RESULTS OF SPAN POWER LINE EXTRACTION

deviation (Lesd) in the LCM. Ablation experiments are con-
ducted on the corridor dataset. As shown in Table IV, we first
remove the Lesd. The performance reduction from the first row
to the second row demonstrates that the Lesd can effectively
improve the segmentation performance of the scene. Then, the
Ld continues to be removed, and the mIou is decreased by 0.8%,
which demonstrates the effectiveness of Ld.

E. Span Power Line Extraction and the Axis of Symmetry
Equation Search Results

To test the accuracy of the span power line extraction method.
The span power line points are manually extracted from the
power corridor segmentation results as the correct labels. Note
that in the individual power line extraction stage, experiments are
conducted on an Intel(R) Core (TM) I9-9900K CPU at a 3.60-
GH processor. The algorithms are implemented in Python. Here,
precision and recall are used as the evaluation metrics. Table V
shows the experimental results for different power line regions.
Our method’s average precision and average recall are 99.95%
and 100%, respectively. It demonstrates that our method can
effectively extract the span power lines from the segmentation
results.

To further demonstrate the versatility of our search method
across different types of pylons, we conduct experiments on
four pylons with varying voltage classes and structures within
the dataset. We select a segment that spans 6 m from the top to
the bottom of the pylon to search for the axis of the symmetry
equation. Fig. 11 illustrates the results of our search method
and demonstrates that our search algorithms have achieved
satisfactory results for all pylons.

F. Separation of Individual Power Line Results

To evaluate the effectiveness of the separation module, we
compare it with two methods. The first method is to manually
separate a single power line from the span using the Cloud
Compare software. The second method is to separate a single
power line based on the DBSCAN method. Our separation
module algorithm parameters are set to {res = 1.0, rate = 0.6}
through the preliminary parameter experiment. In the evaluation
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Fig. 11. Search results of the axis of symmetry equation in different pylons. Red lines are the equation found by our method in different types of pylons.

TABLE VI
LPE (%) OF INDIVIDUAL POWER LINE EXTRACTION AND COMPUTATION TIME

COMPARISONS IN SECOND (S)

criteria, the line point extraction rate (LPE) index is adopted to
measure the separation effect of a single power line, and LPE is
defined as follows:

LPE =
1

N

N∑
i = 1

Numi

Num∗i
(11)

where N denotes the number of individual power lines in a span
area. Num∗i represents the number of points on ith individual
power line in the original scenario. Numi represents the number
of correctly extracted points on ith individual power line.

Table VI shows the comparison of the effects of each separa-
tion method. The power lines in S0/T0 and S0/T1 are relatively
intact and connected. Therefore, the LPE of the three methods is
close. However, in S1/T0 and S2/T0, some individual power lines
are broken to varying degrees, as shown in Fig. 12. LPE values
of the DBSCAN method are reduced to 98.38% and 83.37%.
Due to the constraint relation of the grid point stop condition,
the LPE values of our method are 99.25% and 94.92%, almost
identical to manual extraction.

Fig. 12. Results of individual power line extraction.

In terms of efficiency, the time consumption of our algorithm
is heavily influenced by the scale of power line points. For span
power lines with a scale below 0.37 million, our algorithm does
not exhibit a speed advantage. However, for span power lines
with a scale of 0.85 million, our method exhibits a significant
time consumption advantage. The primary reason is that the
majority of computations in our method are concentrated on
grid points instead of the vast number of power line points.
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Fig. 13. Different disconnection states. (a) Disconnections in the middle.
(b) Disconnections at the edge.

TABLE VII
LPE (%) VALUES FOR DIFFERENT DEGREES OF MISSING POWER LINE POINTS

Fig. 14. Performance under different parameter settings. (a) res. (b) rate.

G. Robustness Test

To verify the robustness of our individual power line separa-
tion algorithm under different missing power line point cases.
We conduct experiments on S1/T0, which consists of different
types of power lines, including both single conductors and
bundled conductors. Two scenes are generated to simulate dis-
connections in the power lines: disconnections in the middle
(Case1), and disconnections at the edge (Case2). In addition,
scenes with disconnection rates ranging from 10% to 15% are
created for both Case1 and Case2. The individual power lines in
different colors shown in Fig. 13 are used as labels. Table VII
shows the LPE values of different disconnection scenes. The

LPE values of all different scenes exceed 99%, indicating sat-
isfactory results. These experiments demonstrate the robustness
of our approach in different situations.

H. Parameter Sensitivity Analysis on Individual Power Line
Extraction

There are two essential parameters res and rate in individual
power line extraction. In the experiment, one parameter is kept
constant while the other varies within the optimization space to
assess their sensitivity. After a number of test experiments, we
preliminary found a favorable combination of parameters {res
= 1.0, rate = 0.6}. The optimization space for res is set as {0.5,
1, 1.5, 2, 2.5}, and for rate, it is set as {0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, 1.0}.

As shown in Fig. 14(a), while keeping rate = 0.6 and varying
res within the range of [0.5, 2], LPE for power lines within
four spans remains high. However, at res = 2.5, there is a
significant drop in S2/T0 performance, whereas the performance
in other regions remains stable. Hence, lower values of res can
provide greater robustness against the missing points problem.
In terms of rate, when res is fixed at 1.0 and rate is less than
0.3, the performance across all regions is poor. When rate >0.3,
the performance remains stable, as shown in Fig. 14(b). Based
on these results, the parameter combination can maintain the
consistently high accuracy of LPE for power lines within four
spans, while minimizing the negative impact of the missing point
issue.

IV. CONCLUSION

In this study, we have proposed an effective method for
automatic semantic segmentation and individual power line
extraction from electric power corridor point clouds for power
line inspection. In the semantic segmentation stage, our method
uses a specially designed LCM to improve the corridor semantic
segmentation ability of SCF-NET. In the individual power line
extraction stage, we use the symmetry axis equation of the pylon
and the flexible grid to extract individual power lines. Our indi-
vidual power line extraction method has shown a speed advan-
tage when processing massive power line points. Experimental
results show that the proposed methods achieve high accuracy
in both stages. Specifically, the SCF-Net with LCM achieved
a segmentation mIoU of 96.4%. In the extraction experiment,
the LPE of all four spans is above 96.56%. The robustness test
indicates the robustness of our method to missing power line
point situation.

However, we acknowledge that some drawbacks still need to
be addressed, such as the reliance on large datasets for training
the segmentation model and the sensitivity of the flexible grid
filter method to clutter points. Future work will focus on build-
ing a more generalized dataset and exploring instance-aware
segmentation networks for end-to-end individual power line
extraction.



LIU et al.: SS-IPLE: SEMANTIC SEGMENTATION OF ELECTRIC POWER CORRIDOR SCENE 49

REFERENCES

[1] L. Matikainen et al., “Remote sensing methods for power line corridor
surveys,” ISPRS J. Photogrammetry Remote Sens., vol. 119, pp. 10–31,
2016.

[2] X. Hui, B. Jiang, X. Zhao, and T. Min, “Vision-based autonomous naviga-
tion approach for unmanned aerial vehicle transmission-line inspection,”
Int. J. Adv. Robot. Syst., vol. 15, no. 1, 2018, Art. no. 172988141775282.

[3] T. He, Y. Zeng, and Z. Hu, “Research of multi-rotor UAVs detailed
autonomous inspection technology of transmission lines based on route
planning,” IEEE Access, vol. 7, no. 99, pp. 114955–114965, Aug. 2019.

[4] F. Azevedo et al., “LiDAR-based real-time detection and modeling of
power lines for unmanned aerial vehicles,” Sensors, vol. 19, 2019,
Art. no. 1812.

[5] W. Li, Z. Luo, Z. Xiao, Y. Chen, C. Wang, and J. Li, “A GCN-based method
for extracting power lines and pylons from airborne LiDAR data,” IEEE
Trans. Geosci. Remote Sens., vol. 60, 2022, Art. no. 5700614.

[6] R. Zhang, B. Yang, W. Xiao, F. Liang, and Z. Wang, “Automatic extrac-
tion of high-voltage power transmission objects from UAV LiDAR point
clouds,” Remote Sens., vol. 11, no. 22, 2019, Art. no. 2600.

[7] J. Jung, E. Che, M. J. Olsen, and K. C. Shafer, “Automated and efficient
powerline extraction from laser scanning data using a voxel-based sub-
sampling with hierarchical approach,” ISPRS J. Photogrammetry Remote
Sens., vol. 163, pp. 343–361, 2020.

[8] W. Shi, “Fast and accurate power line corridor survey using spatial line
clustering of point cloud,” Remote Sens., vol. 13, 2021, Art. no. 1571.

[9] H. B. Kim and G. Sohn, “3D classification of power-line scene from
airborne laser scanning data using random forests,” Int. Arch. Photogram-
metry Remote Sens., vol. 38, pp. 126–132, 2010.

[10] G. Bo, X. Huang, Z. Fan, and G. Sohn, “Classification of airborne laser
scanning data using JointBoost,” ISPRS J. Photogrammetry Remote Sens.,
vol. 100, pp. 71–83, 2015.

[11] Y. Liu, M. Aleksandrov, S. Zlatanova, J. Zhang, and X. Chen, “Classifica-
tion of power facility point clouds from unmanned aerial vehicles based
on Adaboost and topological constraints,” Sensors, vol. 19, no. 21, 2019,
Art. no. 4717.

[12] Y. Wang, Q. Chen, L. Liu, D. Zheng, C. Li, and K. Li, “Supervised
classification of power lines from airborne LiDAR data in urban areas,”
Remote Sens., vol. 9, no. 8, 2017, Art. no. 771, doi: 10.3390/rs9080771.

[13] A. Kamilaris and F. X. Prenafeta-Boldú, “Deep learning in agriculture: A
survey,” Comput. Electron. Agriculture, vol. 147, pp. 70–90, 2018.

[14] X. Lu et al., “Multi-scale and multi-task deep learning framework for
automatic road extraction,” IEEE Trans. Geosci. Remote Sens., vol. 57,
no. 11, pp. 9362–9377, Nov. 2019.

[15] R. Q. Charles, H. Su, M. Kaichun, and L. J. Guibas, “PointNet: Deep
learning on point sets for 3D classification and segmentation,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., 2017, pp. 77–85.

[16] C. R. Qi, Y. Li, S. Hao, and L. J. Guibas, “PointNet++: Deep hierarchical
feature learning on point sets in a metric space,” in Proc. 31st Int. Conf.
Neural Inf. Process. Syst., 2017, pp. 5105–5114.

[17] H. Zhao, L. Jiang, C. W. Fu, and J. Jia, “PointWeb: Enhancing local
neighborhood features for point cloud processing,” in Proc. IEEE/CVF
Conf. Comput. Vis. Pattern Recognit., 2019, pp. 5560–5568.

[18] Q. Hu et al., “RandLA-Net: Efficient semantic segmentation of large-scale
point clouds,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,
2020, pp. 11105–11114.

[19] S. Fan, Q. Dong, F. Zhu, Y. Lv, P. Ye, and F.-Y. Wang, “SCF-Net:
Learning spatial contextual features for large-scale point cloud segmen-
tation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2021,
pp. 14499–14508, doi: 10.1109/CVPR46437.2021.01427.

[20] F. Shuang, P. Li, Y. Li, Z. Zhang, and X. Li, “MSIDA-net: Point
cloud semantic segmentation via multi-spatial information and dual
adaptive blocks,” Remote Sens., vol. 14, no. 9, 2022, Art. no. 2187,
doi: 10.3390/rs14092187.

[21] B. Hga et al., “UAV-LiDAR aids automatic intelligent powerline inspec-
tion,” Int. J. Elect. Power Energy Syst., vol. 130, 2021, Art. no. 106987.

[22] C. Silva, A. Pacheco, S. Valente, and J. Centeno, “Automatic extraction
of power transmission lines using laser scanner data,” J. Remote Sens.
Technol., vol. 3, pp. 46–54, Nov. 2015, doi: 10.18005/JRST0304001.

[23] H. Guan, J. Li, Y. Zhou, Y. Yu, C. Wang, and C. Wen, “Auto-
matic extraction of power lines from mobile laser scanning data,”
in Proc. IEEE Geosci. Remote Sens. Symp., 2014, pp. 918–921,
doi: 10.1109/IGARSS.2014.6946575.

[24] M. Lehtomaki, A. Kukko, L. Matikainen, J. Hyyppa, H. Kaartinen, and
A. Jaakkola, “Power line mapping technique using all-terrain mobile laser
scanning,” Automat. Construction, vol. 105, 2019, Art. no. 102802.

[25] C. Peng, L. Yang, S. Shi, W. Zhang, and H. Du, “Research on
power line segmentation and tree barrier analysis,” in Proc. 3rd Int.
Conf. Electron. Inf. Technol. Comput. Eng., 2019, pp. 1395–1399,
doi: 10.1109/EITCE47263.2019.9094966.

[26] W. Mao, C. Wang, J. Wang, J. Zhou, and Y. Mai, “Extraction of power
lines from laser point cloud based on residual clustering method,” Acta
Geodaetica et Cartographica Sin., vol. 49, pp. 883–892, 2020.

[27] C. Chen, B. Yang, S. Song, X. peng, and R. Huang, “Automatic clearance
anomaly detection for transmission line corridors utilizing UAV-borne
LiDAR data,” Remote Sens., vol. 10, no. 4, 2018, Art. no. 613.

[28] S. Shi, L. Yang, K. Chen, F. Chen, S. Lei, and L. Liu, “A method of
power line hanging point location based on LiDAR data,” in Proc. IEEE
3rd Adv. Inf. Manage., Communicates, Electron. Automat. Control Conf.,
2019, pp. 1900–1905, doi: 10.1109/IMCEC46724.2019.8984162.

[29] C. L. Perrin, “Numerical Recipes in Fortran 90: The Art of Scientific
Computing, second edition, volume 2 (3 CD-ROMs and manual) by
William H. Press, Saul A. Teukolsky, William T. Vetterling, and Brian P.
Flannery. Cambridge University Press: New York, 1996,” J. Amer. Chem.
Soc., vol. 119, no. 37, pp. 8748–8748, 1997.

[30] Q. Shi, S. Anwar, and N. Barnes, “Semantic segmentation for real point
cloud scenes via bilateral augmentation and adaptive fusion,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2021, pp. 1757–1767.

Xiuning Liu received the B.S. degree in mechan-
ical engineering from Ningbo University, Ningbo,
China, in 2018. He is currently working toward
the M.Sc. degree in pattern recognition and deep
learning, at the Intelligent Robot Research Center,
School of Electrical Engineering, Guangxi Univer-
sity, Guangxi, China.

His research interests include electric power corri-
dor point cloud processing and intelligent processing
of point clouds.

Feng Shuang received the bachelor’s degree in math-
ematics and physics from the Special Class of Gifted
Young, University of Science and Technology of
China (USTC), Hefei, China, in 1995, and the Ph.D.
degree in chemical physics from the Department of
Chemical Physics, USTC, in 2000.

He once worked with the Institute of Intelligent
Machines (IIM) and the University of Science and
Technology of China (USTC) as the Director of the
Robot Sensor Laboratory. From 2001 to 2003, he
was a Research Associate with Princeton University,

where he was also a research staff member from 2004 to 2009. In 2009, he
joined IIM as a Full Professor. Since 2018, he has been the Dean of the School
of Electrical Engineering, Guangxi University, Nanning, China, where he is also
a Professor. He has authored/coauthored more than 60 papers and applied for
more than 10 national invention patents. His research interests include intelligent
mobile robots, multidimensional force sensors, quantum system control, etc.

Prof. Shuang was selected as a Member of the “One Hundred Talented People
of Chinese Academy of Sciences.”

Yong Li received the Ph.D. degree in pattern recogni-
tion and intelligent systems from Northeastern Uni-
versity, Shenyang, China, in 2020.

He is currently an Assistant Professor with the
School of Electrical Engineering, Guangxi Univer-
sity, Nanning, China. His research interests include
intelligent robots, point cloud processing, computer
vision, and pattern recognition.

https://dx.doi.org/10.3390/rs9080771
https://dx.doi.org/10.1109/CVPR46437.2021.01427
https://dx.doi.org/10.3390/rs14092187
https://dx.doi.org/10.18005/JRST0304001
https://dx.doi.org/10.1109/IGARSS.2014.6946575
https://dx.doi.org/10.1109/EITCE47263.2019.9094966
https://dx.doi.org/10.1109/IMCEC46724.2019.8984162


50 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

Liqiang Zhang received the Ph.D. degree in geoin-
formatics from the Institute of Remote Sensing Ap-
plications, Chinese Academy of Sciences, Beijing,
China, in 2004.

He is currently a Professor with the Faculty of
Geographical Science, Beijing Normal University,
Beijing, China. His research interests include remote
sensing image processing, three-dimensional urban
reconstruction, and spatial object recognition.

Xingwen Huang received the B.S. degree in electri-
cal engineering from the Hefei University of Technol-
ogy, Hefei, China, in 2019. He is currently working
toward the postgraduate degree in pattern recognition
and deep learning at the Department of Electrical
Engineering, University of Guangxi, Nanning, China.

His research interests include intelligent electric
power inspection and point cloud semantic segmen-
tation.

Jianchuang Qin received the bachelor’s degree in
automation from the Wuhan University of Technol-
ogy, Wuhan, China, in 2021. He is currently working
toward the M.Sc. degree in artificial intelligence at the
Intelligent Robot Research Center, School of Elec-
trical Engineering, Guangxi University, Guangxi,
China.

His research interests include mobile laser scan-
ning and point cloud instance segmentation.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


