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Consistency Analysis of RTK and Non-RTK
UAV DSMs in Vegetated Areas

Umut Gunes Sefercik and Mertcan Nazar

Abstract—Lately, unmanned aerial vehicles (UAVs) evolve into
one of the most popular remote sensing technologies by providing
rapid and periodical acquisition of high-resolution, accurate, and
low-cost aerial data. Progressively, the technology of UAVs rises
with the addition of advanced equipment such as multispectral
(MS) digital cameras and global navigation satellite system (GNSS)
receivers with real-time kinematic (RTK) positioning ability. While
MS cameras aid to achieve higher land use and land cover classifica-
tion accuracy, RTK GNSS receivers provide real-time positioning
without the need for ground control points (GCPs), reducing field-
work prior to UAV flights. In this study, the consistency of digital
surface models (DSM) produced using RTK and non-RTK UAVs’
simultaneously acquired data was evaluated with model-based
visual and statistical comparison analysis in a densely vegetated
study area. The analysis was done for six different vegetation classes
utilizing non-RTK UAV DSM which is GCP-supported and has
higher spatial resolution, as the reference model. To determine the
effect of terrain inclination, the whole area and uninclined areas
(arctan-10.1∼6°) were analyzed separately. The visual and statis-
tical outcomes show that the absolute vertical consistency of the
DSMs depending on the restricted positioning potential of on-board
RTK GNSS receivers in the UAVs is insufficient for particularly
high vegetation areas and GCP-supported absolute orientation is
required.

Index Terms—Accuracy, consistency, digital surface models
(DSM), real-time kinematic (RTK), unmanned aerial vehicles
(UAVs).

I. INTRODUCTION

THE history of unmanned aerial vehicles (UAVs) is not as
short as it is thought and started in 1783 with the use of

hot-air balloons. The time between the first military (1849) and
civilian (2006) use is around 160 years [1]. With the production
of the first camera-equipped Phantom UAV (Phantom 1) by
DJI company in 2013, the scientific and commercial applica-
tions were started alongside military purposes [2], [3]. Pro-
gressively, the swiftly improving UAV technology has become
crucial for mapping, geology, mining, smart agriculture and
forestry, architecture, archeology, and virtual and augmented
reality applications [4], [5], [6], [7], [8], [9], [10], [11]. The
main body, payload capacity, and technological complexity of
the UAVs have been continuously improved in accordance with
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the requirements of the applications. Undoubtedly, the major
improvements were realized in spatial and spectral resolution of
the obtained data and precise positioning without ground control
points (GCP). For acquiring high spatial resolution aerial photos,
optical UAV systems are usually outfitted with red-green-blue
(RGB) single-band digital cameras. Nevertheless, RGB cameras
are not suitable for obtaining spectral reflectance values in
various imaging bands especially required in modern digital
agriculture and forestry applications. The aforementioned issue
is one of the main reasons for multispectral (MS) or hyper-
spectral digital camera integration into UAV systems. Besides
a larger capture interval of electromagnetic energy, MS UAV
cameras provide data to use vegetation indices such as nor-
malized difference vegetation index and enhanced vegetation
index, significant in many land use and land cover applications
[12], [13]. For the UAV positioning and the automatic alignment
of aerial photos, the global navigation satellite system (GNSS)
receivers are integrated into the UAVs. Formerly, the positioning
accuracy of on-board GNSS receivers was approximately a few
meters, and for the aerial photo alignment, GCPs were essential.
Lately, thanks to the addition of low-cost real-time kinematic
(RTK) GNSS receivers the positioning performance of UAVs
are increased in the flights, and time-consuming groundwork
because of the establishment of GCPs and terrestrial GNSS
measurements was eliminated [14], [15].

All of the novel instruments in the UAV technology indepen-
dently work with high performance and reduce the workload.
However, the spatial resolution of the MS cameras is not as
high as the RGB cameras and geometric correction is not GCP-
supported in RTK-equipped UAVs. At this point, particularly
about imaging geometry, a significant question “What is the
positioning performance of the low-cost on-board RTK GNSS
receivers in UAVs?” has to be answered. In the literature, due
to being an actual topic, the number of investigations is limited.
Remzi et al. [16] compared the performances of UAV-RTK and
UAV-PPK (post-processing kinematic) techniques in mapping
various surface forms and demonstrated that the greatest dif-
ferences were obtained over trees and shadow areas. Lewicka
et al. [17] investigated the positioning performance of RTK
GNSS-equipped UAV in two routes with three different speeds
and demonstrated the significant difference.

In this study, 3D description and positioning consistency of
MS RTK and RGB non-RTK UAV data in vegetated areas were
demonstrated by comparing generated digital surface models
(DSMs) with model-based visual and statistical approaches. To
eliminate the spectral difference between MS and RGB data and
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Fig. 1. Study area and existing vegetation classes.

focus on RTK GNSS receiver performance on DSM quality,
only the RGB band of MS UAV aerial photos was employed
in photogrammetric processing and DSM generation. A DSM
is the 3D digital cartographic description of the visible surface
of the target region with planimetric coordinates, X and Y, and
altitude Z. Distinct from a digital terrain or elevation model
(DTM, DEM), which represents only the bare earth surface, it
includes the visible surface of all natural and man-made terrain
and nonterrain features. A DSM is the first produced 3D product
from space-borne and airborne remote sensing systems and
the DTM/DEM is generated with filtering of the DSM [18].
The aerial photos were achieved by RTK and non-RTK UAVs’
simultaneous flights at the same altitude (90 m). The DSMs
were generated in 0.25 m grid spacing and RGB DSM, generated
using GCPs, was preferred as the reference model for horizontal
and vertical consistency analysis.

II. STUDY AREA AND MATERIALS

The study area is located in Sakarya Province, one of the
largest metropolitans in the northwestern region of Türkiye. The
area is mainly used for purposes of agriculture and forestry and is
dominated by six major vegetation classes as four varied poplar
species, hazelnut, and pasture. The orthometric height of the
bare ground is approximately 35 m and the high vegetation
(∼40 m Populus Deltoides Bartr., 9–10 years) attains up to
75 m. Fig. 1 displays the study area and existing vegetation
classes on RGB UAV orthomosaic in high-resolution (20 MP).
In the study, for capturing aerial photos, DJI Phantom 4 MS
RTK and DJI Phantom 4 Pro V2.0 RGB non-RTK UAVs were
utilized. The equipment and the size of these UAVs are almost
the same except for the cameras and RTK GNSS receiver. This
similarity allows us to prove the pros and cons of the additional
equipment. The main specifications of the used UAVs are pre-
sented in Table I. GCPs with polycarbonate material and MAPIR
Camera Reflectance Calibration Ground Target Package (V2)
were used for the 3D orientation and radiometric calibration of
the UAV data, respectively. GCP measurements were done using
CHC-i80 GNSS receiver. The properties of auxiliary equipment
used for 3D orientation and radiometric correction are shown in
Table I.

TABLE I
PROPERTIES OF USED EQUIPMENT FOR AERIAL PHOTO ACQUISITION AND

GEOMETRIC AND RADIOMETRIC CORRECTIONS

Fig. 2. Methodology workflow.

III. METHODOLOGY

The methodology includes four major stages: UAV data ac-
quisition, generation of the DSMs, vegetation classification, and
consistency analysis between the DSMs (see Fig. 2). Consider-
ing the requirement of high resolution for vegetation modeling,
UAV flights were organized in double-grid geometry applying
90 m altitude. With the advantage of double-grid missions,
vegetation was observed from four sides as North-South and
East-West, and 3D modeling performance was considerably
increased [19], [20]. Since the tall poplar trees obscure the
shorter ones in oblique shooting, the nadir camera view was
preferred instead of the oblique view in the flights. Moreover,
by applying a nadir camera view in UAV flights, the influence
of forest geometry on interpolation was decreased to a degree
reducing the chance of both obtaining an insufficient number
of points under forest canopy and gaps and holes appearing in
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Fig. 3. Distribution of established GCPs over the study area.

output orthomosaic. In the flights, the minimum front overlap
ratio was preferred as 80% and the side overlap was 60% to
improve the performance of 3D modeling. Finally, the aerial
photos were achieved with 2.23 and 4.86 cm ground sampling
distance (GSD) from RGB and MS RTK UAV sequentially.
Although the camera spatial resolutions of RGB UAV and MS
RTK UAV are 20 and 2.08 MP, by means of differences such
as focal length, CMOS sensor width, and image size, the GSD
of MS RTK UAV’s aerial photos is around only half of RGB
UAV’s and sufficient for 3D detailed representation of terrain
and nonterrain objects in the study area.

The photogrammetric processing of the aerial photos was
completed by Agisoft Metashape Professional, a Structure from
Motion (SfM)-based software. The SfM technique is a low-cost
and robust photogrammetric method that offers the ability to
reconstruct 3D geometry in high accuracy and high resolution
by using a collection of consecutive photos with specific overlap
ratios [21], [22]. For geometric corrections, well-representative
eight polycarbonate GCPs were established and measured by
CHC-i80 GNSS receiver before UAV flights to use in the ab-
solute orientation of the matched aerial photos of the non-RTK
UAV (see Fig. 3). The GCPs were established considering some
significant criteria as

1) in open areas such as pasture;
2) easily detectable from aerial photos;
3) without shadow effect;
4) not close to tall poplars;
5) to be on the ground.
For MS UAV, due to RTK GNSS contribution, established

GCPs were not used for geometric correction. Table II shows
the precision of GCPs, used for orientation, as root mean square
error (RMSE)

RMSEGCP=

√√√√∑n
i=1

(
X̂i−Xi

)2

+
(
Ŷi−Yi

)2

+
(
Ẑi−Zi

)2

n
(1)

where X̂i, Ŷi, Ẑi = estimated values for i camera position
Xi, Yi, Zi = input values for i camera position

TABLE II
PRECISION OF USED GCPS

TABLE III
ACCURACY OF THE GENERAL MODEL AFTER ABSOLUTE ORIENTATION

As shown in Table II, the mean RMSE of utilized GCPs is
1.6 cm which corresponds to approx. 0.7 pixel. The accuracy
of the general model after absolute orientation was validated
using 3 of 8 GCPs (1, 4, and 7), all utilized in the orientation, as
independent check points (ICP). In contrast to GCPs, ICPs are
not used for orientation and determine the difference between
reference values, observed by GNSS measurements, and the
generated model derived from oriented UAV data. Utilizing ICPs
provide a far more objective quantification of the true accuracy
of orientation procedures. Considering ICPs, the accuracy of the
general model was calculated according to (2)–(5) and the mean
RMSE of ICPs was calculated as 6.8 cm which corresponds to
three pixels (see Table III) [23], [24], [25]

RMSEX =

√∑
(XGNSS −XUAV)

2

n
(2)

RMSEY =

√∑
(YGNSS − YUAV)

2

n
(3)

RMSEZ =

√∑
(ZGNSS − ZUAV)

2

n
(4)

RMSEICP =
√

RMSE2
X + RMSE2

Y + RMSE2
Z . (5)

After geometric corrections, a dense point cloud was gen-
erated at high-quality level by applying mild depth filtering.
Agisoft Metashape Professional has a built-in depth filtering
algorithm that assists in eliminating outlier points resulting from
images with noise or poor focus. The depth filtering assesses
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Fig. 4. Masked reflectance targets. (a) White. (b) Light gray. (c) Dark gray.
(d) Black.

pairwise depth maps for matched photos utilizing an associated
component filter which evaluates the segmented depth maps con-
sidering the pixel range from the sensor [26]. The optimal level
of depth filtering is very significant in dense cloud generation.
If fine details need to be get, mild or moderate depth filtering
has to be chosen otherwise aggressive filtering may cut off them
as outliers and extraneous points. However, mild or moderate
depth filtering is not sufficient to eliminate all of the outlier
points, especially have minimum or maximum elevations. Dense
point cloud generation with depth filtering is not a short-time
process because the generation of depth maps is mandatory to
complete it. After dense point clouds were generated by applying
depth filtering in Agisoft Metashape, detailed filtering steps were
completed in the Microstation software TerraSolid module.

Up to dense point cloud generation, the differences between
RGB UAV and MS UAV data processing are the radiometric
calibration requirement of MS UAV aerial photos and the direct
geometric correction potential of MS UAV by means of RTK
GNSS receiver. The radiometry of the aerial photos, obtained
in MS imaging bands, was calibrated using reference spectral
values, achieved from the MAPIR V2 ground target. The photos
of the MAPIR V2, used for radiometric calibration were taken by
the MS UAV before the flights. MAPIR V2 has four independent
colors white, black, light grey, and dark grey, and their certain
spectral reflectance values are provided by the distributor. In
the radiometric calibration process, four colors were masked
individually to isolate them from the rest for an accurate opera-
tion (see Fig. 4) [27]. In this study, due to eliminating spectral
difference between MS RTK and RGB non-RTK UAV data and
focus on RTK GNSS receiver performance on DSM quality, only
the RGB band of MS UAV was calibrated and dense point cloud
was generated utilizing only the RGB aerial photos.

In the DSM generation with very high-resolution UAV data,
tall objects with vertical geometry such as trees or walls cause a
significant problem in high-quality 3D representation. In the cal-
culation of a pixel height in DSM generation, lots of points with
different elevations are included. This problem can be solved
by applying the value of the highest point instead of averaging
[28]. From this point of view, data metrics interpolation method
was employed in vector-raster transformation to use the highest

TABLE IV
EFFECT OF FILTERING ON THE NUMBER AND HEIGHT INTERVAL OF

GENERATED DENSE POINT CLOUDS

TABLE V
DETECTED AND ELIMINATED HORIZONTAL OFFSET IN X AND Y DIRECTIONS

Fig. 5. Vegetation classes in the study area. (a) Populus Deltoides Bartr. (1–2
years). (b) Populus Deltoides Bartr. (6 years). (c) Populus Deltoides Bartr. (8
years). (d) Populus Deltoides Bartr. (9–10 years). (e) Hazelnut. (f) Pasture.

point value for each pixel rather than more commonly preferred
kriging method [29]. The precise DSMs of RGB UAV and MS
RTK UAV were generated using Surfer 15 Software in 0.25 m
grid spacing.

For consistency validation of generated DSMs, a group of
significant pre-processes were performed. First, the Turkish
Reference Frame ITRF96 was defined as the coordinate system.
The vertical datum was determined as the orthometric height and
the geoid undulations, caused by geoid and ellipsoid difference,
were eliminated. To achieve correct results from the vertical
analysis, 100% horizontal overlap of the compared DSMs is
a must. Equation (6) shows the effect of a horizontal offset
(DL) in the height discrepancy (DZ) depending upon the terrain
inclination (α)

DL =
DZ

tan (α)
. (6)

To provide 100% overlap of the DSMs, as a second step, the
horizontal offset of the DSMs was calculated and eliminated by
horizontal shifting utilizing area-based cross-correlation [30].
Subsequently, the vertical consistency was analyzed in six vege-
tation classes as four poplar classes, hazelnut, and pasture. Fig. 5
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Fig. 6. (a) MS RTK and (b) RGB non-RTK DSMs (0.25 m grid).

Fig. 7. Height difference distribution histograms. (a) Whole area. (b) Populus Deltoides Bartr. (1–2 years old). (c) Populus Deltoides Bartr. (6 years old).
(d) Populus Deltoides Bartr. (8 years old). (e) Populus Deltoides Bartr. (9–10 years old). (f) Hazelnut. (g) Pasture.

shows the existing vegetation classes and their percentage. The
vegetation classes were manually vectorized from a 2.5 cm grid
RGB UAV orthomosaic in NetCAD software with the help of
in-situ observations. The dominancy of the poplar trees in the
study area is clear with 89.99%.

The absolute and relative vertical consistencies of MS RTK
and RGB non-RTK UAVs’ DSMs were analyzed by utilizing
BLUH (Bundle Block Adjustment Leibniz University Han-
nover) and LISA software. In the analysis, the standard deviation
(SZ) and the normalized median absolute deviation (NMAD) of

height differences between MS RTK DSM and RGB non-RTK
DSM was used as the main consistency estimators (7) and (9).
NMAD is a robust estimator to determine major pixel height dif-
ferences between compared DSMs and the derivative of median
absolute deviation (MAD) (8). However, it is not as sensitive as
SZ for determining minor height differences [31]. If the height
differences are in a normal distribution, identical values of SZ
and NMAD are expected. However, particularly in high veg-
etation areas, inconsistency due to sudden height changes and
difficult imaging geometry cause abnormal distributions. In that
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Fig. 8. Height difference distribution histograms in uninclined areas. (a) Whole area. (b) Populus Deltoides Bartr. (1–2 years old). (c) Populus Deltoides Bartr.
(6 years old). (d) Populus Deltoides Bartr. (8 years old). (e) Populus Deltoides Bartr. (9–10 years old). (f) Hazelnut. (g) Pasture.

case, the correlation of NMAD and the frequency distribution of
height differences (FDZ) is higher than the correlation between
SZ and FDZ.

SZ =

√∑n
i=1 (ΔZi − μ)2

n− 1
(7)

MAD = x̃i [|ΔZi − x̃j (Zj)|] (8)

NMAD = 1.4826∗ (MAD) (9)

where n is the compared pixel number in the DSMs; ΔZ is the
height differences andμ is the arithmetic mean of theΔZ (bias).
x̃j is the median of ΔZ univariate data set (ΔZ1, ΔZ2, ΔZ3,
….., ΔZn) and x̃i is the median of absolute values of the ΔZ
data set from x̃j . NMAD is obtained with the normalization
of MAD with the factor of 1.4826. In reference model-based
DSM accuracy and consistency analyses, a height difference
limit is set to eliminate the effect of blunder pixels with coarse
errors and to avoid misleading results [21]. In these very low
number pixels, height differences between reference model and
compared model are unusually high due to different facts such as
wind-based movements in the forest areas. Height differences in
these pixels do not reflect reality and cause misleading results in
differential analysis. In the analysis performed for this study, the
height difference limit value was determined as ±5 m. By this
way, an improvement was achieved in the confidence level of SZ
and NMAD, and the pixels which have >5 m height difference

from the reference pixel were defined as the “excluded point”
and not included in the consistency analyses.

In the analysis, skewness and kurtosis coefficients were
also calculated for better interpretation of the consistency his-
tograms. These indicators are expected around zero if the height
difference distribution is normal. The skewness represents the
lack of symmetric distribution in the horizontal direction of the
histogram. The height distribution that concentrates on the left
side of the histogram mode indicates a negative skew coefficient
where the right side means positive. Perpendicular to the skew-
ness, kurtosis is the vertical evaluation of the histogram. If the
histogram mode is at the upwards of normal distribution mode
that means a positive kurtosis and the height differences mostly
locate around one value. Vice versa means negative kurtosis.
Equations (10) and (11) show the skewness and kurtosis calcu-
lations for a univariate data set of height discrepancies (ΔZ1,
ΔZ2,ΔZ3, ….,ΔZn). In the equations,μ is the arithmetic mean
and n is the number of pixels

skewness =

∑n
i=1

(ΔZi−µ)3

n

SZ3
(10)

kurtosis =

∑n
i=1

(ΔZi−µ)4

n

SZ4
. (11)

For visual interpretation of height inconsistency between the
DSMs, color-coded differential DSMs (DIFFDSM) were gener-
ated with (12). With the advantage of DIFFDSMs, the influence
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Fig. 9. DIFFDSMs of MS RTK and RGB non-RTK UAVs’ DSMs for ±5, ±1, ±0.5, and ±0.1 m height difference scales.

Fig. 10. Relative vertical consistency between MS RTK and RGB non-RTK
UAVs’ DSMs as RSZ.

of vegetation classes on the consistency was determined clearly

DIFFDSM = DSMRTK − DSMnon−RTK. (12)

For demonstrating the relative vertical consistency between
neighbor pixels on generated DSMs, relative standard deviation
(RSZ) was calculated according to (13). In the equation, D
describes the distance groups and Dl and Du are the lower and
upper range of the group. DZi and DZj are closely neighbored
height points. In the RSZ analysis, 1st–10th pixel neighborhood

of each pixel was applied (point spacing × 10)

RSZ =

√∑
(DZi −DZj)

2

2× nv
, Dl < D < Du (13)

where nv is the number of point combinations in the distance
group. For the normalization of RSZ to SZ, multiplication factor
of 2 for nv was utilized. According to the error propagation, if
the height differences of the neighboured points are independent,
the RSZ would be the square root of 2.0 larger than SZ, described
by 2 × nv .

IV. RESULTS

The significant effect of filtering on the number and height
interval of generated MS RTK and RGB non-RTK dense point
clouds is shown in Table IV. Because of applying the elevation
datum as orthometric in the analysis (also in Table IV), the
ellipsoidal heights of the MS RTK UAV were undulated as
38.37 m. By means of higher spatial resolution (20 MP), the
number of points in RGB UAV cloud is much more than MS
RTK UAV data. However, approx. 8 million points in MS UAV
cloud are strongly sufficient for 3D description of the study
area. In Table IV, the significance of the detailed filtering is
clearly seen. The simple filtering process of Agisoft Metashape
is insufficient, particularly in vegetated, watery, and inclined
topographic conditions, and detailed filtering is mandatory to
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TABLE VI
ABSOLUTE VERTICAL CONSISTENCY BETWEEN GENERATED DSMS (α = TERRAIN INCLINATION)

avoid the generation of misleading DSMs. As placed in Table IV,
while the height intervals of MS RTK and RGB non-RTK UAVs
are incompatible before detailed filtering, they reached cm level
consistency with the effect of filtering.

The calculated and eliminated horizontal offsets in X and
Y directions between MS RTK and RGB non-RTK UAVs’
DSMs are shown in Table V. The offsets are around −0.7
pixel in X direction and +0.4 pixel in Y direction. Due to
being under a pixel in both directions, the horizontal con-
sistency of MS RTK and RGB non-RTK UAVs’ DSMs was
interpreted as high. The horizontal consistency results demon-
strated that the planimetric positioning performance of on-
board RTK GNSS receiver in vegetated areas is sufficient
(<1 pixel).

Fig. 6 shows the generated DSMs in 0.25 m grid using MS
RTK and RGB non-RTK UAVs’ data. Although the values in
height scales are similar, the description of the objects in RGB
non-RTK UAV DSM looks more detailed. That means, the
influence of the interpolation in vegetated terrain is different
for MS RTK and RGB non-RTK UAVs’ dense point clouds.

The absolute vertical consistencies of the DSMs for whole
and uninclined areas in six vegetation classes were shown in
Table VI. The uninclined areas were defined with arctan-10.1
which means ∼6°. The analyses were performed considering
systematic bias in two iterations as “with bias” and “without
bias.” The detected bias in the first iteration was eliminated in
the second iteration. After bias elimination, the SZ and NMAD
for the whole area were calculated as ±0.72 and ±0.49 m,
respectively. While SZ values were detected as similar for whole
and uninclined areas, absolute vertical consistency as NMAD
was much higher in uninclined areas. This case proved the dom-
inancy of minor outliers which hindered SZ to increase in that
areas. The class analyses demonstrated that the elevation of the
vegetation type directly effects the absolute vertical consistency
of the DSMs. In Pasture, Hazelnut and Populus Deltoides Bartr.
(1–2 years old) classes which have shorter elevation, the SZ and
NMAD are between±0.4 and±0.67 m and±0.16 and±0.34 m,
respectively. However, the SZ and NMAD rise up to ±1.28 and
±1.09 m, respectively, for the tallest Populus Deltoides Bartr.
(9–10 years old) class. In addition, the increase in the percentage
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of the excluded points in parallel with the rising elevation of
the classes was observed. In shorter elevation classes such as
Pasture, Hazelnut, and Populus Deltoides Bartr. (1–2 years old),
kurtosis values are also reaching maximum levels because of the
upward peak of the FDZ in comparison with normal distribution
(please see Fig. 7).

Figs. 7 and 8 show the distribution of height differences
between MS RTK and RGB non-RTK UAVs’ DSMs as the FDZ,
SZ, and NMAD separately for the whole area and uninclined
area. In both figures, NMAD has higher consistency with FDZ
and the mode of NMAD is around zero for Populus Deltoides
Bartr. (1–2 years old), Hazelnut, and Pasture classes which have
shorter elevation than other classes. In Figs. 7 and 8, the negative
effect of minor outliers on SZ was also detected, and even
±2 m range was insufficient to represent the differences of all
corresponding pixels. In Fig. 7, although normal distribution
of height differences, which means a symmetric distribution,
was observed in most classes, particularly FDZ values have an
abnormal trend in Populus Deltoides Bartr. (9–10 years old)
class (“e” in the histograms) due to the tallest elevations. In
Fig. 8, due to very low number of uninclined pixels in Populus
Deltoides Bartr. (6 years old), Populus Deltoides Bartr. (8 years
old), Populus Deltoides Bartr. (9–10 years old), and hazelnut
classes (c, d, e, and f in Fig. 8), the trends of the FDZ values
were also monitored as abnormal.

The DIFFDSMs, facilitate the visual interpretation of height
inconsistencies between the DSMs by detecting erroneous re-
gions, are presented in Fig. 9. The DIFFDSMs were generated
in four different scales as ±5, ±1, ±0.5, and ±0.1 m, and the
vector plots of the vegetation classes were overlapped to clearly
show the consistency level of RTK and non-RTK UAVs’ DSMs.
The blue regions in DIFFDSMs indicate excluded points that
are out of range, determined. If the ±0.1 m scaled DIFFDSM
is examined, it can be seen that there are only a limited number
of points in the Pasture class (class 6 in Fig. 9). When the scale
rises up to ±0.5 m, considerable parts of Populus Deltoides
Bartr. (1–2 years old) and hazelnut classes were included in
the DIFFDSM along with the Pasture class. About half of the
Populus Deltoides Bartr. (6 years old), Populus Deltoides Bartr.
(8 years old), and Populus Deltoides Bartr. (9–10 years old)
classes were scarcely represented in ±1 m scale DIFFDSM. At
the scale of±5 m, almost all pixels from these three classes were
included and only blunder points resulted in a very low number
of gaps. This finding once again revealed why the maximum
height difference of ±5 m between the DSM pixels compared
with the reference was chosen when determining the excluded
points. The DIFFDSM results clearly demonstrated that the
performance of the on-board RTK GNSS positioning decreases
with the rise of vegetation elevation.

The results of relative vertical consistency between MS RTK
and RGB non-RTK UAVs’ DSMs as RSZ are shown in Fig. 10.
First, it should be pointed out that the RSZ results are coherent
with the SZ and a little bit better. That means, the consistency
between neighbor pixels is a little bit higher than the consistency
of the whole model which indicates an interior intendancy of MS
RTK DSM. First, it should be noted that the trends of the RSZ of
all vegetation classes are similar. The Populus Deltoides Bartr.
(1–2 years old) and the Pasture classes have the best and very

close RSZ values and the hazelnut class follows them. While
Populus Deltoides Bartr. (6 years old) has a mean RSZ value,
Populus Deltoides Bartr. (8 years old) and Populus Deltoides
Bartr. (9–10 years old) classes have the worst RSZ values in a
similar trend. Eventually, RSZ values promote that the rising
elevation of the vegetation class directly influences the potential
of on-board RTK GNSS receiver in MS UAV.

V. CONCLUSION

In the study, the horizontal and vertical consistency of MS
RTK and RGB non-RTK UAVs’ DSMs were analyzed in vege-
tated areas. The spectral difference between MS and RGB data
was eliminated by using only the RGB band of MS UAV aerial
photos in photogrammetric processing and DSM generation.
The results showed that the horizontal positioning performance
of on-board RTK GNSS receiver is sufficient and inconsistency
is around 0.015 m in X and 0.008 m in Y directions. How-
ever, the results demonstrated considerable inconsistencies in
the vertical positioning of analyzed DSMs. The results of both
visual and statistical analyses promote that the most significant
parameter which effects the vertical positioning performance of
the on-board RTK GNSS receiver of the UAVs is the elevation
of vegetation classes. While the MS RTK and RGB non-RTK
UAVs’ DSMs have ≤0.67 m as SZ and ≤0.34 m as NMAD
consistency in shorter elevation Populus Deltoides Bartr. (1–2
years old), Hazelnut, and Pasture classes, SZ and NMAD reach
up to ±1.28 and ±1.09 m, respectively, for the tallest Populus
Deltoides Bartr. (9–10 years old) class. FDZ, SZ, and NMAD
relations in whole and uninclined areas separately, multi-scale
generated DIFFDSMs, and relative vertical consistency analyses
have also confirmed the influence of the vegetation elevation in
vertical quality decrease in the DSMs.

Overall, the results demonstrated that the lack of GCP-
supported absolute orientation can cause serious problems in
vertical representation quality of DSMs derived from RTK
GNSS-equipped UAVs’ aerial photos. According to these re-
sults, RTK GNSS-equipped UAV users should establish at least
a few number of GCPs in the vegetated areas to provide a precise
absolute orientation and high-quality DSM generation.
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