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A Denoising Network Based on Frequency-Spectral-
Spatial-Feature for Hyperspectral Image
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and Fansheng Chen , Senior Member, IEEE

Abstract—The quality of hyperspectral images seriously impedes
subsequent high-level vision tasks such as image segmentation,
image encoding, and target detection. However, the frequency, spec-
tral, and spatial properties of the hyperspectral noise pictures are
not utilized fully by existing image denoising algorithms. To address
this issue, a novel convolutional network based on united Octave
and attention mechanism (UOANet) is proposed to extract the
frequency-spectral-spatial-feature for denoising the actual noise of
HSIs. In particular, the negative residual mapping embedded in
Unet is proposed for multiscale abstract representation and two
modules are designed for modeling global noisy HSI features in the
frequency-spectral-spatial domain. First, with the use of residual
Octave convolution module, our model can focus on the intrinsic
properties of HSI noise distribution for desirable noise removal.
Next, a parallel spatial-spectral attention module is used to fully
utilize the rich spectrum data and the various spatial data of each
band in HSI, which improves the richness of HSI details after
denoising. Experimental results on both synthetic and real HSIs
demonstrate the validity and superiority of UOANet compared with
the state-of-the-arts under various noise settings.

Index Terms—Frequency-spectral-spatial domain, hyper-
spectral image denoising, octave network, spatial-spectral attention
mechanism.

I. INTRODUCTION

COMPARED with the human eye, which can only observe
information in the visible spectrum, the hyperspectral
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image can collect the signal of the whole electromagnetic spec-
trum, allowing researchers to obtain the spectral characteristics
of various substances in the specific wave band and to analyze
physical properties of the substance. Therefore, hyperspectral
images are widely used in various fields, including ground
object recognition [1], [2], [3], water retrieval [4], [5], and target
tracking [6], [7]. However, hyperspectral images inevitably suf-
fer from various corruptions and degenerations. Contaminated
observations will seriously impede subsequent high-level vision
tasks. As a result, it is of great importance to denoise HSIs before
performing high-level tasks.

A. Related Work

This section briefly introduces the recent hyperspectral de-
noising works and the Octave-based approaches. Hyperspectral
denoising has always been an ill-posed problem. Effective con-
ditions that assist the denoising are required to address this issue,
and various denoising approaches have been suggested to handle
different types of noises. The existing methods can be coarsely
divided into two categories: 1) Model-based approaches and 2)
CNN-based approaches.

1) Model-Based Approaches: Most of the early hyperspec-
tral remote sensing images are denoised by filtering techniques,
which can be divided into spatial domain filtering and transform
domain filtering. Spatial filtering is the most direct method
for image denoising, and it works by combining the adjacent
pixels in the window to achieve local smoothing. For example,
Dabov et al. [8] proposed BM3D algorithm, which is used
for three-dimensional (3-D) data denoising and can be directly
used in hyperspectral image denoising. In order to enhance
the denoising impact, Maggioni et al. [9] proposed BM4D,
which extend BM3D to BM4D by employing 3-D cubes of
voxels, and then stacks into a 4-D group and models bandwidth
correlation by the joint processing of multidimensional image
data. In addition, 1-D signal or 2-D image filtering method can
be extended to denoise Hyperspectral Data Cube. Heo et al.
[10] proposed a joint bilateral filter for hyperspectral image
denoising. The bilateral filter and the fused image are applied to
the hyperspectral image denoising after all bands of the picture
have been weighted.

These filter-based approaches are simple and efficient. The
key is the filter design and the selection of noise threshold. The
periodic noise can be used to separate the signal components
accurately. However, the mixed noise without obvious distri-
bution features can easily lead to the spatial loss such as local
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oversmoothing and detail blurring. Additionally, both the filter
design and the selection of noise threshold are dependent on
expert priors, which cannot satisfy the demands of intelligent
data processing.

Hyperspectral image has abundant space spectrum and space
information, which can help to remove noise while preserving
and restoring detail information. In recent years, many scholars
have designed several effective regularizations for denoising,
such as total variation (TV) based method [11], [12], [13],
sparsity-based method [14], [15], [16], nonlocal-based method
[17], [18], [19], dictionary-learning-based method [20], [21],
[22], and matrix/tensor-based low rank method [23], [24], [25].
Among these approaches, ITS-Reg [26], LLRT [27] and a new
iterative projection achieve state-of-the-art performance due to
their extensive efforts on modeling intrinsic HSI properties.

In general, since the structural characteristics of HSI are
utilized, these regularization-based approaches are more flexible
and can be used for different types of noises. The key is the design
of prior term and the selection of optimal regularization param-
eters. However, due to the limitation of artificial noise model
and prior information, the generalization performance of single
model is limited, making it difficult to apply to different types
of noise pollution in real scene. What is more, it is challenging
to fulfill the practical processing requirements of the massive
high-dimensional hyperspectral remote sensing images.

2) Convolutional Neural Network (CNN) Based Approaches:
With the development of deep learning technology, the CNN
has recently seen widespread use in several low-level vision
tasks of HSIs due to its excellent nonlinear fitting capability
and automatic feature selection. In the latest research progress,
many scholars are attempting to build an appropriate denoising
network by training the network to learn the relationship between
the model parameters and the noisy image implicitly. By doing
this, effective noise reduction can be achieved without relying
on manual constraints. Zhang et al. [28] proposed the 2-D
image denoising architecture DnCNN to remove various noises
in HSIs. They argued the learned filters can well extract the
spatial structural information. Furthermore, utilizing residual
learning based on DnCNN, Chang et al. [29] proposed an
HSI-DeNet, which can remove many types of noises. There are
also methods that include adding image gradient information to
a network, such as the networks proposed by Maffei et al. [30]
and Yuan et al. [31], which takes the spectrum data and image
direction gradient information as the network input to remove
noise. Recently, the attention mechanism plays a critical role in
computer vision tasks. Many works have applied it to explore
the correlation between the spatial and spectral properties in the
field of HSI denoising. For example, Zou et al. [48] proposed
an enhanced channel attention to make the network focus on
features that are more conducive to spectral reconstruction.
Wang et al. [49] applied the attention mechanism is used to
select distinctive pixels in the feature maps for HSI denoising.
Li et al. [50], [51] applied the vision transformer to capturing
the nonlocal self-similarity of HSIs. On the other hand, given
that deep learning is lack of interpretability, some scholars
combine the model based and learning based models [52], [53],
[54]. However, currently, these studies mainly focus on simple

Fig. 1. Octave convolution kernel.

Gaussian noise situations, which are difficult to handle complex
real noisy HSIs acquired by different sensors with varying
numbers of bands.

To sum it up, although many CNN- based methods have
been developed for hyperspectral image denoising, most of these
approaches rely heavily on a large amount of HIS data, resulting
in low generalization and a significant amount of parameter re-
dundancy. Therefore, fully mining the structural characteristics
of real hyperspectral remote sensing image is an important task
to improve the denoising effect of CNN-based approaches.

3) Octave-Based Approaches: Usually, a natural image can
be defined as a discrete frequency signal, and the frequency
distribution of noisy image y can be expressed as a combination
of high-frequency information and low-frequency information,
represented as F (Y) = {FH(Y), FL(Y)} . Based on the Oc-
tave convolution (Octave convolution) proposed by Chen et al.
[37], we can separate the feature channels of an image by
convolution, and get the high-and-low-frequency information
of the image to obtain the frequency distribution of noise.

As shown in Fig. 1, in the Octave kernel, the ratio α repre-
sents the low-frequency proportion. The low-frequency features
are represented by α × c channels, whose spatial resolutions
are decreased to 0.5 H × 0.5 W. The high-frequency features
are represented by the (1 − α) × c channels, whose spatial
resolutions remain H × W.

In detail, because of the separation of the eigenvalues of the
input and output, the Octave convolution weight W also needs
to be separated, represented as{WH , WL}

WH =
[
WH→H ,WL→H

]
WL =

[
WH→L,WL→L

]
. (1)

The different frequency feature vectors are fused. Specif-
ically, FH→H(Y), FL→L(Y) means intra frequency forward
propagation and FL→H(Y), FH→L(Y) means inter frequency
forward propagation. The output characteristics of low and high
frequencies are as follows:

FH
out = FH→H (Y) + FL→H (Y)

= Fconv

(
FH (Y) ,WH→H

)
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+ upsample
(
Fconv

(
FL (Y) , WL→H

))
FL

out = FH→L (Y) + FL→L (Y)

= Fconv

(
pool

(
XH ,WH→L

))
+ Fconv

(
XL,WL→L

)
(2)

where upsample(·) represents the up-sampling operation using
the nearest neighbor up-sampling method, pool(·) represents
the down-sampling operation using the average pool method.
Because of the ability to extract high-frequency features, Octave
convolution has been applied in many HSI high-level tasks [55],
[56], [57]. Following this line, we introduce this structure to our
task for more effective HSIs denoising.

B. Motivations and Contributions

To overcome the shortcomings mentioned previously, this
article proposes a denoising method based on the physical char-
acteristics of hyperspectral noisy images to balance denoising
performance and retain the noise-free component.

1) Spectral-Feature: HSI has a large number of spectral
bands with strong correlation, which has an effect on
denoising performance. However, noise randomly spread
across different bands and lacks high spectral correlation.
Therefore, how to capture the strong spectral correlation
is a key issue for better denoising performance.

2) Spatial-Feature: In nature, most of the components in a
picture are similar. Capturing the local and nonlocal spatial
similarities benefit restoring the HSIs structural details.
However, because of its random shape and distribution
over different regions, noise lacks high spatial correlation.
Therefore, it can be easily found that mining high correla-
tion in the HSI spatial domain is of great significance for
denoising.

3) Frequency-Feature: The high-frequency component is
considered to contain more noise and texture details while
the low-frequency component is considered to contain
more content. This feature motivates us to focus the net-
work on the high-frequency parts to better suppress noise
and preserve the HSI content.

From above, the high correlation in the spectral domain and
spatial domain, and also high frequency distribution are signif-
icant factors to be considered. Based on these feature priors,
we propose UOANet to extract the frequency-spectral-spatial-
feature for denoising the real noise of HSIs. Specifically, first,
we introduce the parallel spatial-spectral attention mechanism
to extract the high correlation information in spectral-spatial
domain. Second, inspired by Chen’s work [37], we introduce
Octave convolution to separate the high-frequency and low-
frequency information. This allows the network to focus on
learning high-frequency noise information and minimizing the
computation of solution space. Finally, we train the UOANet
end-to-end to learn all of its parameters. The contributions of
this article can generally be summed up as follows.

1) To better utilize the frequency-spectral-spatial-feature for
HSIs denoising, we propose two noised image feature
extraction modules, residual Octave convolution module

(ResOct) and SSAT. A novel ResOct module is intro-
duced in the encoding phase to extract high-frequency
features, allowing the network to locate the noise in-
formation. Considering the spectral-spatial relationships
between HSI pixels, in the decoding phase, an innovative
spatial-spectral attention mechanism SSAT is proposed for
noise feature learning, which fully captures the correlation
information in feature maps.

2) An end-to-end denoising scheme is proposed based on
the physical characteristics of hyperspectral noisy images,
which considers the frequency of noise distribution, the
spatial and spectral correlation of hyperspectral images.
What is more, we use negative residual mapping to sig-
nificantly reduce the mapping range, ensuring the gener-
alization of the model.

3) Experimental results on both synthetic and real HSI
datasets confirmed that our proposed model can achieve
comparable or better performance compared with other
state-of-the-art methods in the richness of image high-
frequency details and model convergence.

The rest of this article is organized as follows. In Section II,
we introduce the proposed network in detail. In Section III, we
conduct a variety of experiments on synthetic and real HSI
datasets. In Section IV, we prove the effectiveness of each
module design. Finally, Section V concludes this article.

II. PROPOSED MODEL

An HSI is degraded by many factors during the imaging
process. Therefore, it is necessary to improve the quality of hy-
perspectral imaging and increase the capacity for expression and
information extraction. Image degradations caused by various
mechanisms produce various types of noise. In this article, we
will discuss additive and signal-independent noise (specifically,
Gaussian noise, impulse noise, deadline noise, and stripe noise),
which can be linearly modeled as

Y = X+N (3)

where Y ∈ RH×W×B is the observed noisy HSI, X ∈
RH×W×B is the clean HSI, N ∈ RH×W×B is the addictive
random noise. e H, W, B indicated the spatial height, spatial
width, and the number of spectral bands, respectively.

Given a noisy HSI, our goal is to recover the clean HSI X
from the observed noisy HSI Y. In this section, we introduce the
overall network architecture of UOANet for HSI denoising, and
then present the core building block in our network in detail.

A. Overall Network Architecture

The network takes Unet as the backbone and noisy HSIs as the
input to predict clean HSIs. As shown in Fig. 2, UOANet uses
Unet as the backbone, making better use of image context and
location information than CNN, which is widely used in various
low-level tasks [32], [33], [34], [35]. The network contains
four encoding layers and three decoding layers. The left side
of the network is the feature extraction network (encoder) to get
the abstract semantic features. The right side of the network is the
feature fusion network (decoder), which reconstructs the clean
HSI image with the clean semantic features after denoising.
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Fig. 2. Overall network structure of the UOANet.

Fig. 3. Histogram distributions of Y,X,|Y-X|.

Specifically, we adopt the nearest neighbor interpolation for
resize to help recover lost details during the encoder process.
Symmetric skip connections are added in each layer to facilitate
information transfer at various levels and promotes gradient
back-propagation, which can help network training.

Compressing the mapping range is crucial for narrowing
the solution space and enhancing network learning [36]. As
shown in Fig. 3, taking Indian pines hyperspectral image as
an example, noisy band as Y, clean band as X, we observe that
when compared to the clean image Y, the residual of the rainy
image Y-X has a significant range reduction in pixel values. This
implies that the residual can be introduced into the network to aid
with mapping learning. This skip connection can also directly
propagate lossless information over the entire network, which
is useful for estimating the final denoised image. In light of this
idea, the mean squared error is employed as the loss function as
follows:

L =
∑
i

|H(Yi) + Yi −Xi|2F (4)

Fig. 4. Spectrum of noisy image pairs.

where a training group with N pairs {yi, si, xi}N of image
data, yiis the observed corrupted ith band data, and xiis the
corresponding ith noise-free data, H(·) represents the UOANet.

B. Residual Octave Convolution Module

Inspired by Chen’s work [37], we compare the noisy and
clean HSI of the same scene to the spectrum in the frequency
domain. As shown in Fig. 4, compared with the clean back-
ground spectrum, the spectrum of the noisy HSI diffuses energy
from the high frequency part to the surroundings. Therefore,
we can find that the noise frequency distribution F(N) mostly
exist in high frequency information, and can be captured by
the two-branch structure. Let FH→H(Y) represents the noise
frequency present in high-frequency component, andFL→H(Y)
represents the noise frequency present between high and low
frequency component, the expression can be represented as

F (N) = FH→H (Y) + FL→H (Y) . (5)

Bring (5) into (2)

F (N) = FH
out = Fconv

(
FH (Y) ,WH→H

)
+ upsample

(
Fconv

(
FL (Y) ,WL→H

))
. (6)

As shown in Fig. 5(a), we introduce the ResOct in UOANet
in encoding layers, enabling the network to locate the noise
information. ResOct consists of residual blocks (RoctB) and



WANG et al.: DENOISING NETWORK BASED ON FREQUENCY-SPECTRAL-SPATIAL-FEATURE FOR HYPERSPECTRAL IMAGE 6697

Fig. 5. Residual Octave convolution module (ResOct) and residual Octave convolution block (RoctB).

long-short jumping connections. First, the high and low fre-
quency information is separated by an Octave convolution, and
then activated by BN and Relu, respectively. After three series
RoctB, the high and low frequency information is recombined
by an inverse Octave convolution. Finally, the edge information
of the original graph is fused to output through a long jump
connection.

The ResOct structure combines Octave convolution with the
residuals structure to enable cross-layer feature interaction,
and extract deeper high-frequency feature semantic informa-
tion while reducing the impact of low-frequency features. This
structure preserves raw information and avoids the gradient, the
network training process has some advantages. The structure
optimizes the network training and effectively improves the
denoising effect of hyperspectral image. The preservation of
the raw information and avoidance of the gradient optimizes
the network training process, effectively improving the effect of
hyperspectral image denoising.

The structure of RoctB is shown in Fig. 5(b), the design of the
jump link refers to the structure of RESNET50, when identity is
mapped, instead of simply adding it, it passes through an Octave
convolution of a BN layer and a RELU layer, then, the high
and low frequency features extracted by Octave convolution are
fused along the feature channel, which makes the model more
easily converge and the training of the network more simple and
efficient.

The operations of the ResOct are represented as

Fout = Fin + fResOct (Fin) . (7)

C. Parallel Spatial–Spectral Attention Module

As 3-D data, the hyperspectral image has characteristics of
the spectral-spatial structure, global spectral correlation, and
local/nonlocal spatial interactions. To model spatial and coher-
ence spectral of the HSIs, attention mechanism is introduced for
more detailed clean HSI restoration. First, we resize the encoded
feature map, then splice it with the same-sized shallow encoded
feature map along the channel, using a 1 × 1 convolution
model the global context. Then, we design SSAT to adaptively
recalibrate spatial, spectral, and channel characteristics. The
SSAT, which adopts the ideas of CBMA [38] can weight the
feature map to better align the reduction result with the physical
properties of the HSIs.

The structure of SSAT is shown in Fig. 6, which consists of
two parts: 1) Spatial attention module and 2) spectral attention
module. Specially, since what is learned by later modules is
affected by what has been processed by previous modules,
regardless of the sequential sequence of spatial and channel
attention [39], the model effect becomes unstable and it is
impossible to ensure the correctness of effective promotion.
Therefore, this article integrates spatial and spectral attention
information simultaneously to avoid the interference of different
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Fig. 6. Parallel spatial–spectral attention module (SSAT).

attention modules caused by serial structure. The operations of
the ATT are represented as

F1 = Mc (Fin)⊗ Fin

F2 = Ms (Fin)⊗ Fin

Fout = λ1F1 + λ2F2 (8)

where λ1and λ2 are the weighting parameters.
1) Spatial Attention Module: Spatial attention focuses on the

interspatial domain. First, average pooling and max pooling op-
erations along the channel axis are used to generate the descrip-
tors: FS

avg ∈ RM×N×1 and FS
max ∈ RM×N×1. Two descriptors

are concatenated and fed into a vanilla convolution. The spatial
attention process can be represented as

MS (Fin) = σ
(
f
[
FS

avg; F
S
max

])
(9)

where σ is the Sigmoid activation function and f is a 2-D
convolution with a 7 × 7 kernel.

2) Spectral Attention Module: This module combines fea-
ture maps along the spatial domain using average pooling and
maximum pooling. They are forwarded by the channel attention
module using a single hidden layer shared multilayer perceptron
(MLP). The channel attention map MC is created by merging
the results of two branches. The process can be represented as

MC (Fin) = σ
(
W1

(
W0

(
FC
avg

))
+W1

(
W0

(
FC

max

)))
(10)

where σ is the Sigmoid activation function and W1 and W0
are the shared MLP parameters. FC

avg ∈ R1×1×B and FC
max ∈

R1×1×B are the features generated by average and max pooling
operations in spatial domain, respectively.

III. EXPERIMENT RESULTS

A. Training Experimental Settings

1) Training Data Set: We conduct several experiments us-
ing data from ICVL hyperspectral dataset [40], which com-
prise 201 images at a resolution of 1392 × 1300 over 31
spectral bands. We use 100 images for training, 1 image for
validation, while 40 images are for testing. The training set
is expanded by cropping the photos into 64 × 64 × 31 patch
pairs. Each image is standardized into [0, [1] before conducting
experiments.

2) Noise Setting: Figures that are composed of only black
lines and shapes. These figures should have no shades or half-
tones of gray, only black and white.

Case 1: Non-i.i.d. Gaussian noise. Entries in all bands are
contaminated by zero-mean Gaussian noise with different
intensities, which are randomly chosen from 30 to 70.
Case 2: Gaussian + Stripe noise. As mentioned in case 1,
each band is corrupted by non-i.i.d Gaussian noise. Besides,
ten bands in the ICVL data set are randomly selected to add
stripe noise, and the number of stripes in each band is 5% to
15% of columns.
Case 3: Gaussian + Deadline noise. Each band is contam-
inated by non-i.i.d Gaussian noise, as mentioned in case 1.
Then, ten bands in the ICVL data set are chosen randomly
to add deadline noise. The number of deadlines in each band
is 5% to 15% of columns.
Case 4: Gaussian + Impulse noise. All bands are corrupted
by Gaussian noise as mentioned in case 1. Then, ten bands
in ICVL data set are randomly selected to add impulse noise
with different intensities, and the percentage of impluse
ranges from 10% to 70%.
Case 5: Mixture noise. First, all bands are corrupted by
Gaussian noise as previously mentioned. Then each band
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is randomly corrupted by at least one kind of the other four
noise mentioned previously.

3) Competing Methods: In Gaussian noise case, we com-
pare with several representative traditional methods including
filtering-based approaches (BM4D [9]), dictionary learning ap-
proach (TDL [20]), and tensor-based approaches (ITSReg [26],
LLRT [27]).

In complex noise case and real-world noise case, the com-
peting traditional baselines include filtering-based approaches
(BM4D [9], BWBM3D [10]), and low-rank matrix recovery
approaches (LRMR [44], LRTV [45]). For DL approaches, we
compare our model with DnCNN [28], HSI-SDeCNN [30],
HSID-CNN [31], QRNN3D [47], SST [50], SERT [51], MAC-
Net [52], and T3SC [53].

4) Evaluation Indexes: In order to evaluate the denoising
performance of simulated experiments in both the spatial domain
and spectral domain, three quantitative criteria are introduced as
follows. Smaller SAM and larger PSNR and SSIM imply better
denoising.

Mean peak signal-to-noise ratio (MPSNR) [41]

MPSNR

=
1

B

B∑
k = 1

10 lg
M ×N ×A2∑M

i = 1

∑N
j = 1 (x (i, j, k)− y (i, j, k))2

(11)

where M, N, and B represent the HSIs width, height, and
number of bands, respectively. A is the maximum value of all
the gray values. y(i, j, k) represents the original clean image,
while x(i, j, k) represents the approximated image.

Mean structural similarity index (MSSIM) [42]

MSSIM =
1

B

B∑
i = 1

(2μxi
μyi

+C1) (2σxiyi
+C2)(

μ2
xi
+ μ2

yi
+C1

) (
σ2
xi
+ σ2

yi
+C2

)
(12)

where μxi
and μyi

, stand for the mean values of the ith estimated
and original clean image, respectively, σ2

xi
and σ2

yi
are the vari-

ances, σxiyi
is the covariance, and C1 and C2 are constants that

prevent the denominator from being 0. The mean value of SSIM
of each band is adopted to assess the structural similarity of the
whole.

Mean spectral angle mapper (MSAM) [43]

MSAM =
1

MN
cos−1

⎡
⎢⎢⎣

∑MN
i = 1 tipi√(∑MN

i = 1 t
2
i

)(∑MN
i = 1 p

2
i

)
⎤
⎥⎥⎦ (13)

where ti denotes the estimated spectrum and pi is the original
spectrum. This metric is adopted to assess the spectral fidelity
of denoising algorithms.

5) Implementation Detail: We adopted the incremental
learning method to stabilize and accelerate the training, which
also avoids the network converging to a poor local minimum.

Hyperparameter values were empirically set to make network
learning fast yet stable. Small batch size (i.e., 16) is used to
accelerate training at first stage, while large batch size (i.e., 64)

is adopted to stabilize training when tackling harder cases (e.g.,
complex noise case). The overview of our training procedures
is shown in Table I, with detailed hyperparameter setting. We
used the Adam algorithm as the optimizer.

All experiments were performed on a PC with an Intel(R)
Xeon(R) Gold 5218R CPU, and an NVIDIA 2080Ti GPU. A
quantitative and qualitative analysis has been conducted for both
simulated and real data.

B. Experiment on ICVL HSIs

1) Testing Data Set: We design two different scenarios to
verify and evaluate the denoising performance of UOANet.

2) Results of ICVL HSIs: In Gaussian Noise case, Table II
shows the index values of MPSNR, MSSIM, and MSAM after
the proposed algorithm and seven other contrast algorithms
are denoised. As can be seen from the table, our UOANet
algorithm can achieve the best or the second best index in most
bands, because our method fully considers the spatial-spectral
correlation of noisy HSI. In addition, UOANet uses octave to
preserve low-frequency information and denoise high-frequency
information by convolution. It can be easily observed from
Fig. 7, our method can better remove the noise and retain the
details. At the same time, in addition, the PSNR values for each
band in Fig. 7 are shown in Fig. 9(a) and (b), from which it can
be observed that our method achieves a higher PSNR in almost
all bands compared with other methods.

In complex noise case, denoising quantization results are
shown In Table III. From Table III, we can see that our method
achieves significantly better denoising results than some of the
most advanced methods, such as LRMR, LRTV, because these
methods are based on low-rank matrices, and some structural
information is lost in the process of denoising. Compared with
two methods based on depth learning (DNCNN and HSID-
CNN), our method can explore spectral-spatial information and
suppress noise thanks to the SSAT attention module. From
Fig. 8, we can observe that although the competing methods
LRTV, LRMR, and HSID-CNN and can obtain cleaner denois-
ing results, the denoising image still contains some noise or
structural information that is not well preserved. In contrast, our
method can not only remove the complex noise well, but also
preserve the structure and details better, so as to obtain better
visual reconstruction results. Furthermore, we show a PSNR
value for each band in Fig. 9(c) and (d), from which we can
observe that our method can achieve a higher PSNR in almost all
bands compared with other competing methods. And the spectral
curves of pixels (130,74 s) in Case 5 are plotted in Fig. 10. It
shows that compared to other methods, we are also closer to the
ground truth value. UOANet can reconstruct HSIs with higher
quality in both spatial and spectral domains.

C. Experiment on Remote Sensing Images With Simulated
Noise

1) Testing Data Set: The main motivation of proposing
UOANet was to improve the generalization ability of the model,
besides experiments with close-range images, such as ICVL
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TABLE I
OVERVIEW OF OUR INCREMENTAL TRAIN POLICY

TABLE II
QUANTITATIVE RESULTS OF DIFFERENT METHODS IN GAUSSIAN NOISE CASE ON ICVL DATASET

Fig. 7. Simulated Gaussian noise removal results on ICVL dataset.

HSIs. We also ran all the competing methods on remote sens-
ing images, such as SDG images acquired by the SDGSAT-1
satellite. Compared with ICVL HSIs, SDG images has a higher
spectral resolution 456× 444, but much lower spatial resolution,
which contains with a spatial resolution of 30 m per pixel. There-
fore, experiments on real data of different satellites and loads
were conducted to verify the generalization ability. We design
three different scenarios to verify and evaluate the denoising
performance of UOANet.

2) Results of SDG Images: In blind Gaussian noise case,
from Fig. 11, we can observe that although BM4D, TDL,

ITSReg, and LLRT can obtain cleaner denoising results, the
structural information of the denoised image is not well pre-
served, resulting in oversmoothing. However, DNCNN and
HSID-CNN still contain more noise, because they are changed to
the scene, which is different from the training set, which shows
that the generalization ability of the model is weak. Our method
performs better in detail maintenance, noise removal, and model
generalization.

In mixture complex noise case, from Fig. 12, we can observe
that although LRMR and LRTV can obtain cleaner denoising
results for dead-line noise, the LRMR denoising image still
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Fig. 8. Simulated complex noise removal results on ICVL dataset.

TABLE III
QUANTITATIVE RESULTS OF DIFFERENT METHODS IN COMPLEX NOISE CASE ON ICVL DATASET
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Fig. 9. (a), (b) PSNR values of each band corresponding to Gaussian noise removal results in Fig. 7, and (c), (d) PSNR values of each band corresponding to
complex noise removal results in Fig. 8. The ordinate represents the PSNR value, and the abscissa represents the band number.

retains some Gauss Speckle noise, the structure information of
LRTV is not well preserved, so it is too smooth. Benefiting from
the ability to integrate spatial context information and interchan-
nel dependencies, our method can preserve the structure details
better while finely remove the complex noise.

In particular, we used the average of all the pixels in each band
to evaluate the effect of denoising. Figs. 13 and 14 show the
longitudinal averages of the SDG images of Scene 1 and Scene2
before and after denoising, respectively. It can be seen from the
graph that the curve of the original graph of noise has a sharp
fluctuation, which indicates that the image contains banded
noise. Compared with other contrast algorithms, the curve of
our algorithm is smoother, which shows that our algorithm can
better remove noise.

D. Experiment on HSIs With Real-World Noise

1) Testing Data Set: In this article, we evaluate our model on
remotely sensed hyperspectral datasets, including EO-01 data
and Indian Pines data. All of them have been used for real HSI
denoising experiments [44], [45], [46]. EO-01 data are captured

through the Hyperion sensor with size 400× 1000× 242 and are
mainly degraded by stripe, deadline, and Gaussian mixed noise.
For simplicity, we select EO-01 sub image with a size of 240 ×
240 × 31. The Indian Pines are captured through the AVIRIS
with size contains 145 × 145 × 220 with a spatial resolution
of 20 m per pixel, and some bands are seriously polluted by the
atmosphere and water, as well as degraded by stripe, deadline,
and Gaussian mixed noise, making it difficult to remove this
noise.

2) Results of Real Noisy Images: For EO-01 data, it can
be observed in Fig. 15 that scene was affected by striping
noise and deadlines. It can be seen from the results that the
visual effect of BM4D, BWBMD processing is not good: only
a small amount of stripe noise is slightly suppressed and many
obvious stripes remain. The LRMR, HSID-CNN, and DnCNN
method generally remove the stripes, but a few stripes are not
removed locally. After LRTV, 3DQRNN, MACNet, T3SC, SST,
and SERT processing, some of the stripe interference can be
removed, but the restored image is excessively smoothed due
to the missing of texture information. Among these methods,
our method produces the best denoising results for the restored
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Fig. 10. Spectral reflectance of pixel (130, 74) for each band in Case5. The ordinate represents the reflectance value, and the abscissa represents the band number.
(a) BM4D. (b) BWBM3D. (c) LRMR. (d) LRTV. (e) DnCNN. (f) HSID-CNN. (g) Ours.

Fig. 11. Simulated noise removal results at image in blind Gaussian noise on SDG dataset.

Fig. 12. Simulated noise removal results at image in mixture complex noise on SDG dataset.

image retains the original structure features. Fig. 15 depicts the
spectrum of denoising and noise HSI at position (152,82). As can
be observed in Fig. 16, DNCNN, HSIDCNN, LRTV, 3DQRNN
and UOANet provide optimal denoising, but UOANet has the
best spectral fidelity.

For Indian Pines data, it can be observed in Fig. 17 that
terrible atmosphere and water absorption obstruct the view to
the real scenario, severely degrading the quality of images. The
Gaussian denoising methods, such as BM4D, BWBM3D, and
DnCNN cannot accurately estimate the underlying clean image
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Fig. 13. Column mean values at 2th band of Fig. 11 Scene 1 image. The ordinate represents the column mean value, and the abscissa represents the column
number. (a) Noisy. (b) BM4D. (c) TDL. (d) ITSReg. (e) LLRT. (f) DnCNN. (g) HSID-CNN. (h) Ours.

Fig. 14. Column mean values at 1th band of Fig. 13 Scene 1 image. The ordinate represents the column mean value, and the abscissa represents the column
number. (a) Noisy. (b) BM4D. (c) BWBM3D. (d) LRMR. (e) LRTV. (f) DnCNN. (g) HSID-CNN. (h) Ours.

due to the non-Gaussian noise structure. The LRMR, LRTV,
HSID-CNN, HSI-SDeCNN, MACNet, T3SC, SST, and SERT
method generally removes the noises, but a few noises are not
removed locally. Our method successfully tackles this unknown
noise, and produces sharper and clearer result than others.
Specifically, to comprehensively compare the denoising effect,
we also show false color images of these constructed results of
the Indian Pines (band 144, 154, and 164) in Fig. 18. It can be
easily seen that other competing methods still exists much dense
noise in the restored bands, while our proposed method can
almost remove the most complex noise. The spectral reflectance
of the pixels (103, 64) is plotted in Fig. 19 , and it can be
seen that all methods provide very similar spectra in real visual

perception. But our method is more complete in preserving the
curve details of the spectrum and achieves the clear restored
bands.

IV. DISCUSSION

A. Effectiveness of the ResOct and SSAT Module

In this section, we examine the effectiveness of ResOct
and SSAT on the denoising performance. Table V presents the
denoising results of different module settings. Meanwhile, the
sensitivity of attention module weighting parameters λ1 and λ2

are discussed. Fig. 20 presents the visualizations of the SSAT
modules.
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Fig. 15. Real noise removal results of image on EO-01 dataset. (a) Noisy. (b) BM4D. (c) BWBM3D. (d) LRMR. (e) LRTV. (f) DnCNN. (g) HSID-CNN. (h)
HSI-SDeCNN. (i) 3DQRNN. (j) MACNet. (k) T3SC. (l) SST. (m) SERT. (n) Ours.

Fig. 16. Spectral reflectance of pixel (152, 82) for each band on EO-01 dataset image. The ordinate represents the reflectance value, and the abscissa represents
the band number. (a) Noisy. (b) BM4D. (c) BWBM3D. (d) LRMR. (e) LRTV. (f) DnCNN. (g) HSID-CNN. (h) HSI-SDeCNN. (i) 3DQRNN. (j) MACNet. (k)
T3SC. (l) SST. (m) SERT. (n) Ours.

TABLE IV
DENOISING RESULTS OF DIFFERENT MODULE SETTINGS

From Table IV, we can observe that ResOct encourages to
focus on capture the noise feature in high-frequency and pre-
serve image detailed structures in low-frequency, and thereby
improves denoising performance with a gain of 1.0924 in terms
of PSNR and 0.0251 in terms of SSIM, verifying its effec-
tiveness. Similarly, PSNR, SSIM, improves from 38.4511 to

TABLE V
DENOISING RESULTS OF DIFFERENT α SETTINGS

39.6315, 0.9422 to 0.9691, SAM reduced from 0.0992 to 0.0943,
respectively, by adding the SSAT. This is because the SSAT can
help capture the global spatial coherence and cross-channel cor-
relation. Furthermore, by adding CBAM (namely UOANet-II)
to the model, we can obtain a certain promotion. However, it
can be seen that UOANet ( λ1= 0.5, λ2= 0.5) achieves better
index evaluation results, proving that parallel fusion of spatial
and spectral attention information improving the denoising per-
formance significantly.

To prove the effectiveness of SSAT module in exploring the
spectral relationship and spatial relationship among feature, we
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Fig. 17. Real noise removal results of image on Indian Pines dataset. (a) Noisy. (b) BM4D. (c) BWBM3D. (d) LRMR. (e) LRTV. (f) DnCNN. (g) HSID-CNN.
(h) HSI-SDeCNN. (i) 3DQRNN. (j) MACNet. (k) T3SC. (l) SST. (m) SERT. (n) Ours.

Fig. 18. False color images of the denoised results on band 144, 154, and 164 of Indian Pines dataset. (a) Noisy. (b) BM4D. (c) BWBM3D. (d) LRMR. (e) LRTV.
(f) DnCNN. (g) HSID-CNN. (h) HSI-SDeCNN. (i) 3DQRNN. (j) MACNet. (k) T3SC. (l) SST. (m) SERT. (n) Ours.

Fig. 19. Spectral reflectance of pixel (103, 64) across each band on Indian Pines dataset image. The ordinate represents the reflectance value, and the abscissa
represents the band number. (a) Noisy. (b) BM4D. (c) BWBM3D. (d) LRMR. (e) LRTV. (f) DnCNN. (g) HSID-CNN. (h) HSI-SDeCNN. (i) 3DQRNN. (j) MACNet.
(k) T3SC. (l) SST. (m) SERT. (n) Ours.

show feature maps learned by the SSAT module in Fig. 20. From
Fig. 20(b), it can be easily seen that the features with a strong
correlation to spectral information will have large response. For
example, the whole sky appears red. It proves that the SSAT
module is able to capture the spectral interrelationship along the

channel dimension. From Fig. 20(c), it can easily observe that
features with similar information will have a high reaction. For
instance, the edges of the two cars appears red. It proves that the
SSAT module is able to explore the spatial relationship among
pixels.
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Fig. 20. Visualizations of the SSAT modules. (a) Input noisy image. (b) Feature map learned by the spectral attention module. (c) Feature map learned by the
spectral attention module.

TABLE VI
PARAMETERS OF DIFFERENT CNN-BASED DENOISING METHODS

B. Sensitivity Analysis of α

By adjusting the α value, the parameters of Octave convo-
lution can be changed to save network parameters and com-
puting resources. The larger α, the greater the proportion of
low-frequency features selected. Although this can reduce the
complexity of the network, but may lead to the loss of high-
frequency features. Therefore, when using Octave convolution,
we need to select the appropriate a value by experiment.

As shown in Table V, as α increases, the complexity of
the model decreases. When α is too large, the effect of image
denoising will be degraded by overcompression of spatial infor-
mation. When α is too small, low-frequency redundancy makes
it difficult for the network to pay attention to high-frequency
features, and the network gets poor results. As can be observed,
the performance of the proposed UOANet is best when α= 0.2.

C. Running Time Assessment

In this section, we compared training and testing time for
different algorithm. For training time cost, we compared the
parameters for different CNN -based methods. AS Table VI
show, with the advantage of ResOct module, our method signif-
icantly reducing the number of parameters required. For testing
time cost, we compared the average running time required for
different methods of noise removal in blind Gaussian noise and
mixture complex noise. AS Table VII shows, with the benefits of
GPUs and end-to-end structures, deep-learning-based methods

TABLE VII
TIME COSTS OF DIFFERENT DENOISING METHODS IN BLIND CASE AND

MIXTURE CASE

exhibit less runtime than the traditional methods. Our method
performs best and requires the least amount of processing time.

V. CONCLUSION

Although many denoising methods have been suggested, most
of them are unable to fully exploit the physical properties of
hyperspectral noise images. In this article, we propose two
key modules ResOct and SSAT in light of HSIs frequency
distribution and spatial-spectral correlation. Based on these two
modules, we improve the Unet network, and propose an HSI de-
noising network UOANet, which combines octave and attention
mechanism. ResOct is embedded in the up-sampling process
of UNet network, and uses the down-sampling low-frequency
features to map the frequency features of noise, to remove the
spatial redundancy, and to improve the network speed. SSAT
is embedded in the down-sampling process, and the attention
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mechanism performs both global average and global maximum
mixing pooling on the channel and spatial dimensions, which
can provide more effective global and local details for the net-
work during the decoding process. Simultaneously, the residual
modules are fused in U-Net network to avoid the problems
of gradient disappearance, and further enhance the ability of
denoising.

Finally, we compare the denoising results, efficiency and vi-
sual effects of different methods on ICVL, SDG, EO, and Indian
Pines, it has been demonstrated that the proposed method is
superior to both model-based and depth-learning-based methods
in subjective visual effects and objective quantitative measure-
ments.

ACKNOWLEDGMENT

The authors would like to thank the SDG BIGDATA Center
and the National Space Science Center, Beijing, China, for
providing them with data.

REFERENCES

[1] L. Li, L. Jiang, J. Zhang, S. Wang, and F. Chen, “A complete YOLO-
based ship detection method for thermal infrared remote sensing images
under complex backgrounds,” Remote Sens., vol. 14, no. 7, Mar. 2022,
Art. no. 1534, doi: 10.3390/rs14071534.

[2] T. Alipour-Fard, M. E. Paoletti, J. M. Haut, H. Arefi, J. Plaza, and A. Plaza,
“Multibranch selective Kernel networks for hyperspectral image classifi-
cation,” IEEE Geosci. Remote Sens. Lett., vol. 18, no. 6, pp. 1089–1093,
Jun. 2021, doi: 10.1109/lgrs.2020.2990971.

[3] X. Xue, H. Zhang, B. Fang, Z. Bai, and Y. Li, “Grafting transformer on
automatically designed convolutional neural network for hyperspectral im-
age classification,” IEEE Trans. Geosci. Remote Sens., vol. 60, Jun. 2022,
Art. no. 5531116, doi: 10.1109/tgrs.2022.3180685.

[4] X. Liang, Y. Zhang, and J. Zhang, “Water retrieval embedded attention
network with multiscale receptive fields for hyperspectral image refined
classification,” IEEE Trans. Geosci. Remote Sens., vol. 60, Jul. 2022,
Art. no. 5509022, doi: 10.1109/tgrs.2021.3091985.

[5] X. Liang, Y. Zhang, and J. Zhang, “Attention symbiotic neural network
for hyperspectral image refined classification based on relative water
content retrieval,” IEEE Trans. Geosci. Remote Sens., vol. 59, no. 7,
pp. 5998–6016, Jul. 2021, doi: 10.1109/tgrs.2020.3013285.

[6] F. Xiong, J. Zhou, and Y. Qian, “Material based object tracking in hy-
perspectral videos,” IEEE Trans. Image Process., vol. 29, pp. 3719–3733,
Jan. 2020, doi: 10.1109/tip.2020.2965302.

[7] L. Hongmei, H. Lin, Z. Ruiqiang, L. Lei, W. Diangang, and L. Jiazhou,
“Object tracking in video sequence based on Kalman filter,” in Proc. Int.
Conf. Comput. Eng. Intell. Control, 2020, pp. 106–110, doi: 10.1109/ic-
ceic51584.2020.00029.

[8] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “Image de-
noising by sparse 3-D transform-domain collaborative filtering,” IEEE
Trans. Image Process., vol. 16, no. 8, pp. 2080–2095, Aug. 2007,
doi: 10.1109/tip.2007.901238.

[9] M. Maggioni, V. Katkovnik, K. Egiazarian, and A. Foi, “Nonlocal
transform-domain filter for volumetric data denoising and reconstruction,”
IEEE Trans. Image Process., vol. 22, no. 1, pp. 119–133, Jan. 2013,
doi: 10.1109/tip.2012.2210725.

[10] A. Heo, J.-H. Lee, E.-J. Choi, W.-C. Choi, S. H. Kim, and D.-
J. Park, “Noise reduction of hyperspectral images using a joint bi-
lateral filter with fused images,” in Proc. Algorithms Technol. Mul-
tispectral, Hyperspectral, Ultraspectral Imagery XVII, May 2011,
pp. 1–10, vol. 10.1117, doi: 10.1117/12.884359.

[11] T. Hu, N. Liu, W. Li, R. Tao, F. Zhang, and P. Scheunders, “Destrip-
ing hyperspectral imagery by adaptive anisotropic total variation and
truncated nuclear norm,” in Proc. 11th Workshop Hyperspectral Imag.
Signal Process., Evol. Remote Sens., 2021, pp. 1–4, doi: 10.1109/whis-
pers52202.2021.9484033.

[12] W. He, H. Zhang, H. Shen, and L. Zhang, “Hyperspectral im-
age denoising using local low-rank matrix recovery and global
spatial–Spectral total variation,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 11, no. 3, pp. 713–729, Mar. 2018,
doi: 10.1109/jstars.2018.2800701.

[13] J. Peng, H. Wang, X. Cao, X. Liu, X. Rui, and D. Meng, “Fast noise removal
in hyperspectral images via representative coefficient total variation,”
IEEE Trans. Geosci. Remote Sens., vol. 60, Dec. 2022, Art. no. 5546017,
doi: 10.1109/tgrs.2022.3229012.

[14] H. Wu, K. Zhang, S. Wu, M. Zhang, and S. Shi, “Hyperspectral su-
perresolution reconstruction via decomposition of low-rank and sparse
tensor,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 15,
pp. 8943–8957, Oct. 2022, doi: 10.1109/jstars.2022.3214653.

[15] H. V. Nguyen, M. O. Ulfarsson, J. Sigurdsson, and J. R. Sveinsson,
“Deep sparse and low-rank prior for hyperspectral image denoising,”
in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2022, pp. 1217–1220,
doi: 10.1109/igarss46834.2022.9884071.

[16] Y. Chen, W. He, X.-L. Zhao, T.-Z. Huang, J. Zeng, and H. Lin, “Exploring
nonlocal group sparsity under transform learning for hyperspectral im-
age denoising,” IEEE Trans. Geosci. Remote Sens., vol. 60, Aug. 2022,
Art. no. 5537518, doi: 10.1109/tgrs.2022.3202359.

[17] C. Deng, L. Li, Z. He, J. Li, and Y. Zhu, “Monte Carlo
non-local means method for hyperspectral image denoising,” in
Proc. IEEE Int. Geosci. Remote Sens. Symp., 2018, pp. 4772–4775,
doi: 10.1109/igarss.2018.8519108.

[18] W. He et al., “Non-local meets global: An integrated paradigm
for hyperspectral image restoration,” IEEE Trans. Pattern
Anal. Mach. Intell., vol. 44, no. 4, pp. 2089–2107, Apr. 2022,
doi: 10.1109/tpami.2020.3027563.

[19] H. Zeng, X. Xie, W. Kong, S. Cui, and J. Ning, “Hyperspectral image
denoising via combined non-local self-similarity and local low-rank regu-
larization,” IEEE Access, vol. 8, pp. 50190–50208, 2020, doi: 10.1109/ac-
cess.2020.2979809.

[20] Y. Peng, D. Meng, Z. Xu, C. Gao, Y. Yang, and B. Zhang, “Decomposable
nonlocal tensor dictionary learning for multispectral image denoising,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2014, pp. 2949–2956,
doi: 10.1109/cvpr.2014.377.

[21] X. Gong, W. Chen, and J. Chen, “A low-rank tensor dictionary learning
method for hyperspectral image denoising,” IEEE Trans. Signal Process.,
vol. 68, pp. 1168–1180, Feb. 2020, doi: 10.1109/tsp.2020.2971441.

[22] S. Xiaorui and W. Lingda, “Denoising of hyperspectral images based
on principal component analysis and adaptive sparse coding,” in Proc.
10th IAPR Workshop Pattern Recognit. Remote Sens., 2018, pp. 1–6,
doi: 10.1109/prrs.2018.8486272.

[23] W.-H. Wu, T.-Z. Huang, X.-L. Zhao, J.-L. Wang, and Y.-B. Zheng, “Hy-
perspectral image denoising via tensor low-rank prior and unsupervised
deep spatial–spectral prior,” IEEE Trans. Geosci. Remote Sens., vol. 60,
Dec. 2022, Art. no. 5545514, doi: 10.1109/tgrs.2022.3228927.

[24] S. Xu, X. Cao, J. Peng, Q. Ke, C. Ma, and D. Meng, “Hy-
perspectral image denoising by asymmetric noise modeling,” IEEE
Trans. Geosci. Remote Sens., vol. 60, Dec. 2022, Art. no. 5545214,
doi: 10.1109/tgrs.2022.3227735.

[25] X. Zhou, Y. Zhang, J. Liu, J. Zhao, and Y. Hu, “Hyperspectral image
restoration using 3-D hybrid higher degree total variation regularized non-
convex local low-rank tensor recovery,” IEEE Geosci. Remote Sens. Lett.,
vol. 19, Oct. 2022, Art. no. 6014805, doi: 10.1109/lgrs.2022.3217581.

[26] Q. Xie et al., “Multispectral images denoising by intrinsic tensor sparsity
regularization,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 1692–1700, doi: 10.1109/cvpr.2016.187.

[27] Y. Chang, L. Yan, and S. Zhong, “Hyper-laplacian regularized unidirec-
tional low-rank tensor recovery for multispectral image denoising,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2017, pp. 5901–5909,
doi: 10.1109/cvpr.2017.625.

[28] K. Zhang, W. Zuo, Y. Chen, D. Meng, and L. Zhang, “Beyond a Gaus-
sian denoiser: Residual learning of deep CNN for image denoising,”
IEEE Trans. Image Process., vol. 26, no. 7, pp. 3142–3155, Jul. 2017,
doi: 10.1109/tip.2017.2662206.

[29] Y. Chang, L. Yan, H. Fang, S. Zhong, and W. Liao, “HSI-DeNet: Hy-
perspectral image restoration via convolutional neural network,” IEEE
Trans. Geosci. Remote Sens., vol. 57, no. 2, pp. 667–682, Feb. 2019,
doi: 10.1109/tgrs.2018.2859203.

[30] A. Maffei, J. M. Haut, M. E. Paoletti, J. Plaza, L. Bruzzone, and A.
Plaza, “A single model CNN for hyperspectral image denoising,” IEEE
Trans. Geosci. Remote Sens., vol. 58, no. 4, pp. 2516–2529, Apr. 2020,
doi: 10.1109/tgrs.2019.2952062.

[31] Q. Yuan, Q. Zhang, J. Li, H. Shen, and L. Zhang, “Hyperspectral im-
age denoising employing a spatial–Spectral deep residual convolutional
neural network,” IEEE Trans. Geosci. Remote Sens., vol. 57, no. 2,
pp. 1205–1218, Feb. 2019, doi: 10.1109/TGRS.2018.2865197.

[32] J. Li, R. Cui, B. Li, Y. Li, S. Mei, and Q. Du, “Dual 1D-2D
spatial-spectral CNN for hyperspectral image super-resolution,” in
Proc. IEEE Int. Geosci. Remote Sens. Symp., 2019, pp. 3113–3116,
doi: 10.1109/igarss.2019.8898352.

https://dx.doi.org/10.3390/rs14071534
https://dx.doi.org/10.1109/lgrs.2020.2990971
https://dx.doi.org/10.1109/tgrs.2022.3180685
https://dx.doi.org/10.1109/tgrs.2021.3091985
https://dx.doi.org/10.1109/tgrs.2020.3013285
https://dx.doi.org/10.1109/tip.2020.2965302
https://dx.doi.org/10.1109/icceic51584.2020.00029
https://dx.doi.org/10.1109/icceic51584.2020.00029
https://dx.doi.org/10.1109/tip.2007.901238
https://dx.doi.org/10.1109/tip.2012.2210725
https://dx.doi.org/10.1117/12.884359
https://dx.doi.org/10.1109/whispers52202.2021.9484033
https://dx.doi.org/10.1109/whispers52202.2021.9484033
https://dx.doi.org/10.1109/jstars.2018.2800701
https://dx.doi.org/10.1109/tgrs.2022.3229012
https://dx.doi.org/10.1109/jstars.2022.3214653
https://dx.doi.org/10.1109/igarss46834.2022.9884071
https://dx.doi.org/10.1109/tgrs.2022.3202359
https://dx.doi.org/10.1109/igarss.2018.8519108
https://dx.doi.org/10.1109/tpami.2020.3027563
https://dx.doi.org/10.1109/access.2020.2979809
https://dx.doi.org/10.1109/access.2020.2979809
https://dx.doi.org/10.1109/cvpr.2014.377
https://dx.doi.org/10.1109/tsp.2020.2971441
https://dx.doi.org/10.1109/prrs.2018.8486272
https://dx.doi.org/10.1109/tgrs.2022.3228927
https://dx.doi.org/10.1109/tgrs.2022.3227735
https://dx.doi.org/10.1109/lgrs.2022.3217581
https://dx.doi.org/10.1109/cvpr.2016.187
https://dx.doi.org/10.1109/cvpr.2017.625
https://dx.doi.org/10.1109/tip.2017.2662206
https://dx.doi.org/10.1109/tgrs.2018.2859203
https://dx.doi.org/10.1109/tgrs.2019.2952062
https://dx.doi.org/10.1109/TGRS.2018.2865197
https://dx.doi.org/10.1109/igarss.2019.8898352


WANG et al.: DENOISING NETWORK BASED ON FREQUENCY-SPECTRAL-SPATIAL-FEATURE FOR HYPERSPECTRAL IMAGE 6709

[33] J. Yang, Y.-Q. Zhao, and J. C.-W. Chan, “Hyperspectral image super-
resolution based on multi-scale wavelet 3D convolutional neural network,”
in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2019, pp. 2770–2773,
doi: 10.1109/igarss.2019.8898813.

[34] V. K. Ha, J. Ren, Z. Wang, G. Sun, H. Zhao, and S. Marshall, “Multiscale
spatial fusion and regularization induced unsupervised auxiliary task
CNN model for deep super-resolution of hyperspectral images,” IEEE
J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 15, pp. 4583–4598,
May 2022, doi: 10.1109/jstars.2022.3176969.

[35] S. Mei, R. Jiang, X. Li, and Q. Du, “Spatial and spectral joint
super-resolution using convolutional neural network,” IEEE Trans.
Geosci. Remote Sens., vol. 58, no. 7, pp. 4590–4603, Jul. 2020,
doi: 10.1109/tgrs.2020.2964288.

[36] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770–778, doi: 10.1109/cvpr.2016.90.

[37] Y. Chen et al., “Drop an octave: Reducing spatial redundancy
in convolutional neural networks with octave convolution,” in
Proc. IEEE/CVF Int. Conf. Comput. Vis., 2019, pp. 3434–3443,
doi: 10.1109/iccv.2019.00353.

[38] S. Woo, J. Park, J.-Y. Lee, and I. S. Kweon, “CBAM: Convolutional
block attention module,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 3–19,
doi: 10.1007/978-3-030-01234-2_1.

[39] J. Park, “BAM: Bottleneck attention module,” Jul. 2018, arXix:1807.
06514.

[40] B. Arad and O. Ben-Shahar, “Sparse recovery of hyperspectral signal from
natural RGB images,” in Proc. Eur. Conf. Comput. Vis., 2016, pp. 19–34,
doi: 10.1007/978-3-319-46478-7_2.

[41] Q. Huynh-Thu and M. Ghanbari, “Scope of validity of PSNR in im-
age/video quality assessment,” Electron. Lett., vol. 44, no. 13, 2008,
Art. no. 800, doi: 10.1049/el:20080522.

[42] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Im-
age quality assessment: From error visibility to structural similarity,”
IEEE Trans. Image Process., vol. 13, no. 4, pp. 600–612, Apr. 2004,
doi: 10.1109/tip.2003.819861.

[43] R. H. Yuhas, A. F. H. Goetz, and J. W. Boardman, “Discrimination among
semi-arid landscape endmembers using the Spectral Angle Mapper (SAM)
algorithm,” in Proc. JPL, Summaries 3rd Annu. JPL Airborne Geosci.
Workshop, Jun. 1992, vol. 1, pp. 1–3.

[44] C. Wang et al., “Translution-SNet: A semisupervised hyperspectral
image stripe noise removal based on transformer and CNN,” IEEE
Trans. Geosci. Remote Sens., vol. 60, Jul. 2022, Art. no. 5533114,
doi: 10.1109/tgrs.2022.3182745.

[45] C. Wang et al., “Hyperspectral image stripe removal network with cross-
frequency feature interaction,” IEEE Trans. Geosci. Remote Sens., vol. 60,
Dec. 2021, Art. no. 5521515, doi: 10.1109/tgrs.2021.3138740.

[46] X. Cao, X. Fu, C. Xu, and D. Meng, “Deep spatial-spectral
global reasoning network for hyperspectral image denoising,” IEEE
Trans. Geosci. Remote Sens., vol. 60, Apr. 2022, Art. no. 5504714,
doi: 10.1109/tgrs.2021.3069241.

[47] K. Wei, Y. Fu, and H. Huang, “3-D quasi-recurrent neural network
for hyperspectral image denoising,” IEEE Trans. Neural Netw. Learn.
Syst., vol. 32, no. 1, pp. 363–375, Jan. 2021, doi: 10.1109/tnnls.2020.
2978756.

[48] C. Zou, C. Zhang, M. Wei, and C. Zou, “Enhanced channel attention
network with cross-layer feature fusion for spectral reconstruction in the
presence of Gaussian noise,” IEEE J. Sel. Topics Appl. Earth Observ.
Remote Sens., vol. 15, pp. 9497–9508, Nov. 2022, doi: 10.1109/jstars.
2022.3218820.

[49] J. Wang, F. Gao, J. Dong, Q. Du, and H.-C. Li, “Change detection from
synthetic aperture radar images via dual path denoising network,” IEEE
J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 15, pp. 2667–2680,
2022, doi: 10.1109/jstars.2022.3159619.

[50] M. Li, Y. Fu, and Y. Zhang, “Spatial-spectral transformer for hyperspectral
image denoising,” in Proc. IEEE Conf. Artif. Intell. AAAI, 2023, pp. 1–10.

[51] M. Li, J. Liu, Y. Fu, Y. Zhang, and D. Dou, “Spectral enhanced rectangle
transformer for hyperspectral image denoising,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., 2023, pp. 5805–5814.

[52] F. Xiong, J. Zhou, Q. Zhao, J. Lu, and Y. Qian, “MAC-net: Model-
aided nonlocal neural network for hyperspectral image denoising,”
IEEE Trans. Geosci. Remote Sens., vol. 60, 2022, Art. no. 5519414,
doi: 10.1109/TGRS.2021.3131878.

[53] T. Bodrito, A. Zouaoui, J. Chanussot, and J. Mairal, “A trainable
spectral-spatial sparse coding model for hyperspectral image restora-
tion,” Adv. Neural Inf. Process. Syst., vol. 34, pp. 5430–5442, 2021. [On-
line]. Available: https://proceedings.neurips.cc/paper_files/paper/2021/
file/2b515e2bdd63b7f034269ad747c93a42-Paper.pdf

[54] F. Xiong, J. Zhou, S. Tao, J. Lu, J. Zhou, and Y. Qian, “SMDS-
net: Model guided spectral-spatial network for hyperspectral image de-
noising,” IEEE Trans. Image Process., vol. 31, pp. 5469–5483, 2022,
doi: 10.1109/tip.2022.3196826.

[55] T. Zhan et al., “A novel cross-scale octave network for hyperspectral and
multispectral image fusion,” IEEE Trans. Geosci. Remote Sens., vol. 60,
2022, Art. no. 5545816, doi: 10.1109/tgrs.2022.3229086.

[56] C. Pu, H. Huang, X. Shi, and T. Wang, “Semisupervised spatial-
spectral feature extraction with attention mechanism for hyperspectral
image classification,” IEEE Geosci. Remote Sens. Lett., vol. 19, 2022,
Art. no. 6011905, doi: 10.1109/lgrs.2022.3193304.

[57] Z. Kan, S. Li, M. Hou, L. Fang, and Y. Zhang, “Attention-based octave net-
work for hyperspectral image denoising,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 15, pp. 1089–1102, 2022, doi: 10.1109/js-
tars.2021.3129622.

Siqi Wang received the B.S. degree in computer
science and technology from Sichuan University,
Chengdu, China, in 2021. She is currently work-
ing toward the M.A. degree in physical electronics
with Shanghai Institute of Technical Physics, Chinese
Academy of Sciences, Shanghai, China, and with the
University of Chinese Academy of Sciences, Beijing,
China.

Her current research interests include intelligent
infrared detection and infrared image processing.

Liyuan Li received the B.S. degree in opto-
electronics information science and engineering from
Dalian University of Technology, Dalian, China, in
2018. She is currently working toward the Ph.D.
degree in physical electronics with Shanghai Institute
of Technical Physics, Chinese Academy of Sciences,
Shanghai, China.

Her current research interests include dim and
small targets detection of IR through machine
learning.

Xiaoyan Li received the B.S. degree in mecha-
nism design, manufacturing, and automatization from
Northwest A&F University, Xi’an, China, in 2016.
He is currently working toward the Ph.D. degree in
electronic circuit and system with Shanghai Institute
of Technical Physics, Chinese Academy of Sciences,
Beijing, China, and with the University of Chinese
Academy of Sciences, Beijing, China.

His current research interests include on-orbit ac-
curate navigation and geometric calibration of remote
sensing satellites.

Jingwen Zhang received the B.S. degree in commu-
nication engineering from Shanghai Maritime Uni-
versity, Shanghai, China, in 2020. She is currently
working the Ph.D. degree in electronic circuit and
system with Shanghai Institute of Technical Physics,
Chinese Academy of Sciences, Shanghai, China.

Her current research interests include intelligent
infrared detection, infrared imaging system, and in-
frared image processing.

https://dx.doi.org/10.1109/igarss.2019.8898813
https://dx.doi.org/10.1109/jstars.2022.3176969
https://dx.doi.org/10.1109/tgrs.2020.2964288
https://dx.doi.org/10.1109/cvpr.2016.90
https://dx.doi.org/10.1109/iccv.2019.00353
https://dx.doi.org/10.1007/978-3-030-01234-2_1
https://dx.doi.org/10.1007/978-3-319-46478-7_2
https://dx.doi.org/10.1049/el:20080522
https://dx.doi.org/10.1109/tip.2003.819861
https://dx.doi.org/10.1109/tgrs.2022.3182745
https://dx.doi.org/10.1109/tgrs.2021.3138740
https://dx.doi.org/10.1109/tgrs.2021.3069241
https://dx.doi.org/10.1109/tnnls.2020.2978756
https://dx.doi.org/10.1109/tnnls.2020.2978756
https://dx.doi.org/10.1109/jstars.2022.3218820
https://dx.doi.org/10.1109/jstars.2022.3218820
https://dx.doi.org/10.1109/jstars.2022.3159619
https://dx.doi.org/10.1109/TGRS.2021.3131878
https://proceedings.neurips.cc/paper_files/paper/2021/file/2b515e2bdd63b7f034269ad747c93a42-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2021/file/2b515e2bdd63b7f034269ad747c93a42-Paper.pdf
https://dx.doi.org/10.1109/tip.2022.3196826
https://dx.doi.org/10.1109/tgrs.2022.3229086
https://dx.doi.org/10.1109/lgrs.2022.3193304
https://dx.doi.org/10.1109/jstars.2021.3129622
https://dx.doi.org/10.1109/jstars.2021.3129622


6710 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

Lixing Zhao received the B.S. degree in intelligence
science and technology from the Nanjing University
of Science and Technology, Nanjing, China, in 2021.
She is currently working toward the M.A. degree in
electronic information with the Hangzhou Institute
for Advanced Study, University of Chinese Academy
of Sciences, Hangzhou, China.

Her research interest includes GCPs extraction for
heterologous remote sensing images through deep
learning.

Xiaofeng Su received the B.S. degree in information
engineering from Xiamen University, Xiamen, China,
in 2010 and the Ph.D. degree in electronic circuit and
system from Shanghai Institute of Technical Physics,
Chinese Academy of Sciences, Beijing, China, in
2015.

He is mainly engaged in the development of space
infrared remote sensing payload, infrared focal plane
detector information acquisition, and researches of
image processing technology, infrared dim small tar-
get detection technology, and other relative aspects.

Fansheng Chen (Senior Member, IEEE) received the
B.S degree in optoelectronic information engineering
from Shandong University, Jinan, China, in 2002 and
the Ph.D. degree in physical electronics from Shang-
hai Institute of Technical Physics, Chinese Academy
of Sciences, Shanghai, China, in 2007.

Since 2013, he has been a Professor with the Shang-
hai Institute of Technical Physics, Chinese Academy
of Sciences. He is committed to the research and
development of the space infrared staring detection
instruments, the high spatial and temporal resolution

photoelectric payloads, and the application of infrared multispectral information
acquisition technology in artificial intelligence, target recognition, and other rel-
ative aspects. His research interests include the design of spatial high resolution
remote sensing and detection payloads, high-speed and low noise information
acquisition technology, and infrared dim small target detection technology.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


