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An Improved Land Use Classification Method Based

on DeepLab V3+ Under GauGAN
Data Enhancement

Kang Zheng

Abstract—Land use is a reflection of human activities in surface
space, and classifying it helps better understand the relationship
between human activities and the spatial environment. However,
the imbalance in land use datasets acquired through remote sensing
images has become a major obstacle to improving the accuracy
of land use classification. To maintain the balance in the samples
of the land use dataset and improve the accuracy of land use
classification, this article proposes an improved model based on
the DeepLab V34 network under the GauGAN data enhance-
ment strategy. First, regarding the data imbalance problem, this
article proposes an attention optimization mechanism to enhance
the learning ability of the generator of GauGAN for contextual
semantic information, and adds spectral normalization to the
discriminator to induce stable model training. Thus, the model
can synthesize excellent small-sample feature data. For the land
use classification model, this article improves the DeepLab V34
network by modifying the expansion rate of the ASPP module and
adding the proposed feature fusion module to enhance the ability
of the model for combining high- and low-level semantic features.
Finally, this article implements both of the proposed improvements
to achieve high-precision land use classification. The results showed
the following. The land use data synthesized by improved GauGAN
contained more complex semantic information and detailed fea-
tures than the synthetic results of other models, and thus better
represented the features of land use. The improved DeepLab V34
model outperformed the U-Net, FPN, DeepLab V34, MANet, and
TransUNet.

Index  Terms—Convolutional neural network, data
enhancement, deep learning, generative adversarial network,
land use classification.
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1. INTRODUCTION

AND use is the high-level expression of human activities
L on land [1], and is the basis for understanding the dynamic
changes and socio-ecological linkages on the Earth’s surface [2].
Land use classification is an important means of obtaining infor-
mation on land use, and plays a key role in urban and regional
management, government decision-making, and monitoring the
activities of the population [3]. With continual developments in
remote sensing technology, the spatial and temporal resolutions
of remote sensing images have improved and they contain rich
spectral information. Data on remote sensing images can be
obtained in various ways, and provide a basis for highly precise
land use classification [4]. However, due to the complexity and
diversity of features of land use in remote sensing images, land
use classification is often significantly challenging.

Traditional methods of land use classification can be classified
into pixel-based and object-oriented approaches, depending on
the scale of the processing unit. Pixel cell-based methods classify
individual pixels in images based on their spectral reflectance
without considering the relationships among adjacent pixels
[5]. The accuracy of classification of these methods is often
limited due to the noise and interclass variation in remotely
sensed images. To overcome the shortcomings of pixel cell-
based methods, some scholars have proposed postprocessing
for optimization [6]. However, postprocessing tends to ignore
small-scale characteristics of the features in images, such as
patches of grass and houses in small areas. Object-oriented
methods of land use classification are based on segmented
objects as the basic unit, and can reduce the amount of unnec-
essary detail while introducing contextual information on the
objects. These methods include the application of co-occurrence,
neighborhood-graph-based and geometric measure [7], [8], [9],
[10]. The greatest shortcoming of these methods is that the size
of the segmented objects is unsuitable for capturing different
features. If the segmentation scale is too large, other small-scale
features are easily ignored. If it is too small, it will reduce the
computational efficiency.

As generally known, many land use products were obtained by
using traditional methods like random forest [11], [12]. Land use
classification cannot satisfy the demands of various applications
by relying only on the above-mentioned traditional methods
of classification in the current era of big data. To respond
to this challenge, deep learning technology has emerged as a
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reliable solution for the efficient extraction of features of land use
from remote sensing images [13]. Owing to rapid technological
development, methods of land use classification based on deep
learning are widely used [14]. Helber et al. [15] proposed a
patch-based land use classification method based on Sentinel-2,
which can be used to improve the mapping capability. Weng et al.
[16] combined convolutional neural networks and extreme learn-
ing machine to achieve high accuracy land use classification.
Xiong et al. [17] combined a full convolutional network with a
generative adversarial network to form a Bayesian semantic seg-
mentation network for land use classification. However, because
none of these methods of classification considers the problem
of data imbalance, they are often unable to accurately classify
small features. Therefore, solving the problem of data imbalance
is crucial for improving the accuracy of land use classification.

The problem of data imbalance is often solved by modifying
the loss function, and through image enhancement. The typical
loss functions used in this context include weighted cross-
entropy, focal loss, and dice loss [18], [19], [20]. A drawback of
the loss function is that the process of tuning it is complicated
and it is difficult to determine the optimal hyperparameters for
it. The commonly used methods of image enhancement include
the affine transform, information removal, image fusion, and
the generative adversarial network (GAN) [21], [22], [23], [24].
Affine transformation, information deletion, and image fusion
are often used as general methods of image enhancement. A
drawback of these methods is that they tend to lead to overfitting,
which is mainly caused by constantly learning the same data.

The GAN can overcome the shortcomings of the above-
mentioned methods, and increases the diversity and richness
of the data on land use by synthesizing new features through the
deep learning of their characteristics. The GAN is a generative
model that was proposed by Goodfellow et al. in 2014 [21]. It
is a popular area of research in Artificial Intelligence. The basic
idea underlying it is derived from the two-person zero-sum game
in game theory that involves a generator and a discriminator,
both of which are trained by adversarial learning [25], [26].
The GAN is widely used for image enhancement, obtaining a
super-resolution, and converting the image style, and is applied
to estimate the potential distribution of the data to generate new
samples. Among them, generative adversarial networks for data
generation include conditional and unconditional methods. Re-
garding the unconditional data generation methods, they include
StyleGAN2 [27], BigGAN [28], and ReACGAN [29]. However,
such methods lack the consideration of labels and increase the
cost of expensive data annotation.

In the context of image enhancement to conditional generate
new data, Cui et al. [30] used noise and conditional informa-
tion as inputs to generate data while controlling the results
by means of the conditional GAN (CGAN). Isola et al. [31]
proposed pix2pix based on the CGAN. It can learn the map-
ping relationship between input and output images to generate
new data based on the graph of edges of the images. Wang
et al. [32] improved pix2pix to propose pix2pixHD, which can
generate high-resolution images. Park et al. [33] claimed that
the commonly used normalization layers tend to lose semantic
information in images, and proposed the GauGAN network,
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Fig. 1. Flow of the proposed method of land use classification. GID pre-
processing, data enhancement, and classification experiments on the improved
method based on the GauGAN and DeepLab V34 network. (a) GID DataSet.
(b) Data Enhancement. (¢) Landuse Classification.

which contains new normalization layers, to solve this problem.
All these methods can synthesize new data on land use. However,
remote sensing data have a high resolution and rich semantic
information. Therefore, a suitable GAN network needs to be
selected and improved in order to synthesize data based on a
small number of samples, which is the key to solve this problem.

In summary, this article investigates land use classification
in terms of dataset and classification method, respectively, and
proposes an improved method of land use classification by using
DeepLab V3+ with data enhancement based on the GauGAN. In
the dataset problem, the generator and discriminator of GauGAN
are improved to synthesize new feature data with few samples
and solve the sample imbalance problem. Based on this, the
DeepLab V34 method is improved by designing a feature fusion
module to effectively enhance the learning ability of the model
for both high- and low-level features, thus enhancing the land
use classification accuracy.

II. RESEARCH MATERIALS AND METHODS

The process of land use classification studied here is illus-
trated in the following. The Gaofen image dataset (GID) [34]
is first input to pix2pixHD, GauGAN, and improved GauGAN
for training. New sample data are generated by using a small
sample of ground class labels, and the results of the synthetic
data generated by the three GAN networks are compared. The
better result is selected to expand the entire GID dataset to
form a dataset with a balanced number of samples from each
class. Finally, this dataset is fed to the improved DeepLab V3+
network for land use classification (see Fig. 1).
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Fig. 3. GID dataset. The dataset contained five types of features: Built-up
land, farmland, forest, meadow, and water. Their RGB compositions were (255,
0, 0), (0, 255, 0), (0, 255, 255), (255, 255, 0), (255, 255, 0), and (0, 0, 255).

A. Research Materials

The GID dataset (see Fig. 2) is a high-resolution land use
dataset based on remote sensing images from the Gaofen-2 satel-
lite. The dataset was collected from December 2014 to October
2016 in more than 60 cities in China. It has a geographical range
of more than 50 000 km?2, and contains more than 150 remote
sensing images, each with a size of 6800 x 7200 pixels, and
a spatial resolution of 1 m. The images are in the RGB and
NIR+RGB formats.

We used a small part of the GID dataset to demonstrate the
validity of the proposed method. Images in the dataset were
cropped to a size of 224 x 224 (see Fig. 3), with a total of 1391
pictures. The categories of land use considered here were based
on the Chinese Land Use Classification Criteria (GB/T21010-
2017) as areference. Five categories of features were considered:
built-up land, farmland, meadow, water, and forest. The pixel
percentages of each category in the dataset are shown in Fig. 4

B. GAN Data Enhancement Methods

pix2pixHD (see Fig. 5) was proposed based on the CGAN
framework. It is mainly used for image-to-image translation,
and can generate images with a high resolution. It includes gen-
erators and discriminators. The generator consists of a residual

Fig. 4. Share of types of land in the sample of the GID dataset. The problem
of data imbalance is clear, with fewer features for meadows and forests than for
the other categories of land use.

(— —)
| > \—//‘

— Fake/Real?

Fig. 5. pix2pixHD.

(@)

(b)

<> - ;L?éif -

SP, /\Dl: SFA[)F L
ResBlk ResBIk

Fig. 6. Training process of (a) GauGAN and (b) SPADE generator.

network that maps the labels on the acquired image and uses
them to synthesize a new image. The discriminator has multiple
scales, and is used to distinguish between real and synthesized
images. The loss function consists of GAN loss, feature match-
ing loss, and content loss.

GauGAN is amodified GAN on top of the pix2pixHD network
that is used to generate high-fidelity images based on seman-
tic labels. The network consists of three parts: a generator, a
discriminator, and an image encoder as shown in Fig. 6. The
generator is a fully convolutional encoder consisting of the
SPADE ResBIk (residual block, see Fig. 7), and the input to
it is a feature map obtained after normalization. Upsampling
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is subsequently performed through computation in the SPADE
ResBlk. Finally, training is completed by continuously using
the annotated data to enhance the semantic information during
image generation.

SPADE normalization is the main difference between Gau-
GAN and pix2pixHD. The latter uses an unconditional method
of normalization that leads to the loss of semantic information.
SPADE achieves better normalization by modifying the param-
eters of batch normalization to all pixels of the feature map,
instead of setting the parameters only for channels of the feature
map.

C. Improvements to GauGAN

The SPADE method of GauGAN effectively improves the
network’s ability to stabilize synthetic images, but the ability
of the generator to learn semantic information of images and
the discriminator both need to be improved. Therefore, in this
article, we propose ARM (Attention Refinement Module) and
incorporate it in the SPADE ResBIk of the generator to optimize
the ability of the generator to learn semantic features.

ARM is mainly used to guide feature learning with the help of
global average pooling and strip pooling, which enables the Gau-
GAN generator to synthesize excellent small-sample features,
as shown in Fig. 8 . First, the feature maps are pooled globally on
average, and then the output is point multiplied with the original
feature maps by convolution, normalization, and Sigmoid calcu-
lation. Finally, the output feature map is concatenated with the
result of stripe pooling. Global average pooling is to calculate
an average value for each channel of the input features, which
is beneficial to integrate global spatial information and improve
model robustness. Stripe pooling is divided into vertical and
horizontal stripe pooling, which aims to increase the long-range
contextual information learning capability of the generator in
these two directions.

The discriminator of GauGAN is mainly designed with
pix2pixHD network. However, the discriminator is based on
Patch-GAN, which has difficulty in recognizing high-resolution
images with complex features. Therefore, this article proposes to
incorporate Spectral Normalization (SN) into the discriminator
(see Fig. 9), which can improve the ability of the discriminator
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to capture image features as well as induce stable training of the
model.

D. Improvements to DeepLab V3+

The main structure of DeepLab V3+ is shown in the fol-
lowing. It contains two parts: an encoder and a decoder. The
encoder is a deep convolutional network with dilated convolu-
tion, followed by a spatial pyramid pooling layer with dilated
convolution that can learn multiscale information. In contrast to
the previous generation of the DeepLab network, it contains a
simple and effective decoder module to fuse low-level features
with high-level features to improve the accuracy of edge seg-
mentation. We make targeted modifications to the void rate in
the atrous spatial pyramid pooling (ASPP) [35] module, fuse the
FFM (Feature Fusion Module) and ARM with the network to
improve the generalization capability of the model. The overall
structure of the network is shown in the following.

ASPP is a method of feature extraction (Fig. 11) that can ex-
tract dense features by learning feature maps at different scales.
The convolution method uses the hole convolution to enhance
the network’s ability to extract dense features. The principle is
to use different rates of expansion of the hole convolution and
pooling layers through multiple parallel connections, and then
fuse them to extract multiscale information.

The higher is the rate of expansion of the dilated convolution
in the ASPP module, the larger is the feature size, and vice
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versa. The rates of expansion of the original ASPP module are
six, 12, and 18. To improve the ability of the model to learn
small features of land use, we add a cavity convolution with a
rate of expansion of three to the ASPP module. A new feature
map is thus obtained by dimension reduction in the dropout layer
to obtain a 1 x 1 convolution layer. Finally, we also added the
ARM module to optimize the output characteristics of the model
at that stage before upsampling.

DeepLab V34 simply sums high- and low-level features in
the decoder. However, the two features are not the same and
it is not possible to simply sum these. Therefore, we propose
the FFM module to enhance the ability of the model for feature
selection and fusion. Therefore, we propose the FFM module to
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enhance the ability of the model for feature selection and fusion.
First, two feature maps are combined, and after convolution
operation, they are subjected to average pooling and maximum
pooling methods, respectively. The two are transformed into
weight vectors by Sigmoid function. Last, the final output is
obtained by dot product and summation.

E. Accuracy Evaluation

We assessed the accuracy of the model along two dimensions:
qualitative and quantitative. The qualitative aspects included the
comparison of the new data samples generated by pix2pixHD,
GauGAN, and improved GauGAN in terms of the characteristics
and clarity of the features. In addition, the synthesis results
were evaluated for quality using SSIM (structural similarity
index), PSNR (peak signal-to-noise ratio), and LPIPS (learned
perceptual image patch similarity) [36], [37], [38].

SSIM is a measure of image similarity in terms of lumi-
nance, contrast, and structure, respectively. A larger SSIM value
indicates better image quality, based on the following formula:

(2ﬂxﬂy + 1) (2‘73221 + c2)

1
(2t re) (A+ota)

SSIM (z,y) =

where ¢; and ¢, are two constants to avoid the occurrence of 0,
fz is the mean of x, y,, is the mean of y, p2 is the variance of
x, #5 is the variance of y, and o, is the covariance of = and y.

The PSNR is calculated based on the mean square error
between the corresponding pixel points and is a widely used
metric. The larger the PSNR value, the less distortion in the
image. The specific formula is as follows:

@)

MAX?
PSNR = 10log;, ( ! )

MSE

where M A X? is the maximum possible pixel value in the image,
M SE is the mean square error of the two images.
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LPIPS is a metric for generating results based on learned
perceptual image patch similarity. This metric differs from the
above-mentioned two metrics in that it is more in line with
human perception. The smaller the LPIPS value is, the better
the image quality is. The specific formula is as follows:

1 . N
d(e.20) = g5 2 0r© Gh — bl [, ©
l

h,aw
LPIPS (x,x0,21,h) = —hlogG (d(x,x0),d(x,x1))
—(L=h)log(1 =G (d(x,x0),d(z,21))) (4

where x and y are from the real image, x( and yg are from the
synthetic image, d is the distance between the real image and the
synthetic image, and / is the mapping score of the top training
network.

The results of land use classification were evaluated based on
subjective experience, such as whether the features were contin-
uous and whether the edge contours were clear. Quantitatively,
the results of land use classification were analyzed by using
recall, precision, the Fl-score, overall accuracy (OA), and the
MIoU. True positive (TP) is a result where the model correctly
predicts the positive category. False negative (FN) is a result
where the model incorrectly predicts the negative category. False
positive (FP) is a result where the model incorrectly predicts the
positive category. And true negative is a result where the model
correctly predicts the negative category.

Recall is the ratio of the number of correctly classified positive
category to the total number of positive samples

TP
Recall = m

Precision is the ratio of the number of correctly classified
positive category to the number of all positive category in the
results of classification

(&)

TP
TPt FP

The F1-score is based on recall and precision, and is an overall
evaluation of these metrics

(6)

Precision

Recall - Precision

Flscore = 2 (N

" Recall + Precision’

The OA is the ratio of the number of correctly classified
samples to the total number of samples

TP +TN
OA*TP+FN+FP+TN' ®)

MIoU is the ratio of the intersection and concatenation of the
true and the predicted values, and is a global evaluation of the
results of semantic segmentation

k TP

MIoU = .
? k+1iz=:OFN+FP+TP

9)

III. EXPERIMENTS AND RESULTS

The environment for the GAN-based data enhancement con-
sisted of the PyTorch platform and that of DeepLab V3+ was
based on the TensorFlow platform. The CPU used was an

5531

1227%

I 16.89%

24.23%

17.38%

29.01%

16.58%

20.11%

10.20%

(a) (b)
12.56%
built-up
farmland
18.00%

forest

water

® meadow

15.71% ® background

21.41%

(c)

Fig. 13.  Proportional distribution of features in the dataset after enhancement
by different methods. (a) Original GID dataset. (b) Dataset obtained by aug-
menting the GID with translation, rotation and scaling. (c) Dataset obtained by
augmenting the GID with GAN.

Intel(R) Xeon(R) Gold 5218, the graphics card was NVIDIA
GeForceRTX 2080TI, and the programming language was
Python3.6.

A. Experiment Datasets

Fig. 13 shows that the number of features representing mead-
ows in the GID was small, accounting for only 4.81% of the total.
Features representing water accounted for 29.01%, and the num-
ber of features representing forests was also relatively small. We
performed normal image enhancement and GAN-based image
enhancement using the GID. The number of samples added was
kept approximately equal (see Fig. 10) to balance the data among
the different features. The normal methods of image enhance-
ment included rotation, translation, and scaling. The GAN-based
methods of image enhancement involved comparing the results
of pix2pixHD and GauGAN, and then choosing images that
were more vivid and realistic.

B. Comparison of Results of GAN-Based Image Generation

Both pix2pixHD and GauGAN used the Adam optimizer on
the PyTorch platform. The GID was used as the training set. We
used feature maps with inputs and outputs of size 224 x 224, a
learning rate of 0.0002, and 200 training epochs.

The overall results of the images generated by pix2pixHD,
GauGAN, and our model are shown earlier (see Fig. 14). The
quality of the images generated by ours was superior to those
generated by pix2pixHD and GauGAN. The pix2pixHD not
only lacked fine-grained textural features, but also exhibited
a prominent phenomenon of collapse. In the first and second
sets of the generated images, only meadows were distinguished
from the features representing other forms of land use, and
the features were blurred. In the third and fourth sets of the
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generated images, the phenomenon of collapse was mitigated.
But when multiple features were synthesized at the same time,
pix2pixHD did not perform well—for example, the synthesized
images representing water and built-up land were not as good
as expected.

Compared to images synthesized using GauGAN, our method
generates images with more intricate and rich feature details
while maintaining high image quality. For example, in the sec-
ond set of synthesized images, the road in the top-left corner
is more consistent with the corresponding land use feature
distribution in the label. In the third set of synthesized images,
the transition between the forest and background boundary
appears more natural. In the fourth set of synthesized images,
the building synthesis result contains more details, enabling the
identification of more houses.

According to Table I, it is evident that our proposed method
exhibits outstanding performance in various image quality met-
rics and significantly outperforms other methods. In particular,
our method outperforms other methods by a large margin in
terms of SSIM and LPIPS metrics, indicating that the synthe-
sized results of our method have a certain similarity with the
original data in terms of structure and are more consistent with
human perception. Regarding the PSNR metric, there is not a
substantial difference between our proposed method and Gau-
GAN. Nonetheless, our method achieves a value much closer to

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

Results of GAN-based generation. (a) labels. (b) images. (c) pix2pixhd. (d) GauGan. (e) Ours.

TABLE I
QUALITY EVALUATION OF THE SYNTHESIS RESULTS

Models SSIM PSNR LPIPS
pix2pixHD 0.071 7.090 0.649
GauGAN 0.535 24.484 0.449
Ours 0.734 29.825 0.116

30, which suggests that the distortion loss of image quality in
our synthesized images falls within an acceptable range.

Therefore, our improved GauGAN method is better suited
for synthesizing land use features and can effectively address
the issue of imbalanced samples.

C. Evaluation of Results of Improved GauGAN

In this study, we utilized the improved GauGAN method
to perform data augmentation on the GID dataset, resulting in
an augmented dataset named “Ours-GID.” To demonstrate the
effectiveness of our method for land use classification, we com-
pared the classification accuracy of our method with GauGAN-
GID, GID, and NIE-GID (normal image enhance-GID).
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TABLE II
RESULTS OF CLASSIFICATION OF DIFFERENT DATASETS

Dataset Category Recall Precision F1-Score OA MIoU
Built-up 81.44% 63.59% 71.42%
Farmland 74.30% 63.88% 68.69%
GID Forest 95.56% 77.94% 85.86% 79.74% 61.13%
Water 78.54% 81.76% 80.12%
Meadow 66.61% 77.36% 71.58%
Built-up 83.03% 60.04% 69.69%
Farmland 53.70% 69.79% 60.69%
NIE-GID Forest 86.00% 77.90% 81.75% 77.24% 61.30%
Water 74.09% 89.50% 81.07%
Meadow 92.11% 76.90% 83.82%
Built-up 81.75% 71.23% 76.13%
Farmland 75.67% 67.53% 71.37%
GauGAN- o o o
GID Forest 95.47% 82.70% 88.63% 82.70% 66.86%
Water 77.97% 80.91% 79.41%
Meadow 83.57% 83.74% 83.66%
Built-up 94.40% 97.84% 96.09%
Farmland 82.18% 76.52% 79.25%
Ours-GID Forest 94.74% 92.63% 93.67% 85.74% 77.81%
Water 78.45% 91.87% 84.64%
Meadow 76.61% 88.16% 81.98%
Note: The bold font represents the value with the highest classification accuracy.
TABLE III
ABLATION EXPERIMENT OF THE PROPOSED IMPROVED DEEPLAB V3+
F1-score
Models X OA MIloU
Built-up Farmland Forest Meadow Water
ASPP+ARM-+FFM+DeepLab V3+ 91.95% 89.11% 94.82% 78.80% 92.18% 85.79% 81.98%
ASPP+ARM+DeepLab V3+ 93.04% 85.49% 96.66% 87.21% 82.57% 84.88% 80.56%
ASPP+FFM+DeepLab V3+ 93.34% 84.79% 93.25% 87.45% 82.92% 85.75% 79.40%
ARM+FFM+DeepLab V3+ 94.33% 84.80% 90.93% 86.01% 83.09% 85.49% 78.56%
FFM+DeepLab V3+ 93.83% 78.89% 97.30% 88.60% 80.81% 84.97% 79.12%
ARM-+DeepLab V3+ 93.07% 81.18% 93.10% 87.26% 82.48% 85.34% 78.01%
ASPP+DeepLab V3+ 92.58% 84.23% 91.04% 82.95% 86.46% 84.98% 77.90%
DeepLab V3+ 96.09% 79.25% 93.67% 84.64% 81.98% 85.74% 77.81%

Note: The bold font represents the value with the highest classification accuracy.

For land use classification, we employed the classical
DeepLab V3+ network, which was implemented on the Ten-
sorFlow framework platform using the Adam optimizer with a
learning rate of 3e-4 and a training period of 70 epochs. The test
set was notincluded in the training data and remained unchanged
throughout subsequent experiments. Finally, the classification
results are presented in Table II.

In terms of recall accuracy, Ours-GID shows the best per-
formance in classifying built-up and farmland, with a signif-
icant improvement in meadow accuracy without any obvious
low accuracy for any land use classes. For precision accuracy,
the proposed method shows the best performance among all
classes, which compensates for the low classification accu-
racy of built-up and farmland in GauGAN-GID. In terms of
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Fig. 15.  Difference in model accuracy before and after enhancement.

F1-Score accuracy, Ours-GID exhibits the best performance
for all land use classes except meadow, where it is outper-
formed by NIE-GID. With respect to OA and MIoU, Ours-GID
achieved 85.74% and 77.81%, respectively, indicating a signifi-
cant improvement in overall classification accuracy compared to
GauGAN.

D. Influence of Improved GauGAN on Different Classification
Models

To examine whether Ours-GID is applicable to other models,
the GID datasets before and after enhancement were input to the
FPN [39], U-Net [40], and DeepLab V3+ network models. The
results were evaluated by using recall, the OA and MIoU.

Fig. 15 shows that all accuracies in the FPN network have
increased, with the meadow accuracy and MloU increasing rel-
atively less. This is mainly due to the fact that the feature fusion
method in FPN can effectively learn shallow features and high-
level features, alleviating the problem of pixel misalignment
caused by convolutional operations, thus making the gain from
data augmentation relatively low. The accuracy improvement
of U-Net and FPN in the forest class is notable, which can be
attributed to the initial confusion of the network in distinguish-
ing forest from other classes prior to data augmentation. After
augmentation, U-Net exhibits the highest improvement in land
use classification accuracy for both forest and meadow classes.
Due to the similarity between meadow and forest, the increase
in the number of meadow samples significantly reduced the
network’s ability to recognize both, leading to a decrease in
the accuracy of forest in DeepLab V3+-. This also highlights the
need to improve the ability of the DeepLab V34 network to learn
the forest class. However, the overall classification accuracy of
the model has significantly improved after augmentation.

In general, the proposed improved GauGAN method is
shown to be well-suited for land use classification and effective
in addressing sample imbalance issues, as semantic segmen-
tation models exhibit improved classification accuracy after
augmentation.

E. Ablation of Improved DeepLab V3+ Network

Building upon addressing the issue of sample imbalance, this
article proposes improvements to the DeepLab V34 network
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to further enhance land use classification accuracy. Specifically,
modifications to the ASPP module and integration of the FFM
and ARM modules into the network are proposed to effectively
improve the model’s ability to learn and fuse contextual semantic
information. To demonstrate the effectiveness of the proposed
improvements, a series of ablation experiments were conducted,
and the results are presented in the following (as in Table III).

After increasing the dilation rate in the ASPP module, the
model’s learning ability for farmland and water has been im-
proved, and when combined with the FFM and ARM mod-
ules, respectively, the accuracy of large-scale land use in the
classification results has significantly increased. This also in-
dicates that increasing the dilation rates can help the model
learn semantic information of larger-scale features. Although
the ARM module did not perform exceptionally well in different
land cover classifications, overall, there are no poorly classified
land use categories, and the MIoU accuracy has improved. The
ARM module effectively improves the segmentation ability of
the model by optimizing the output feature maps of the ASPP
module. When the FFM module was integrated into the network,
the accuracy of forest and meadow was significantly improved,
demonstrating its ability to enhance the model’s recognition
capability of these two types. However, it still lacks the ability
to learn large-scale land use such as farmland. Therefore, by
effectively combining these three methods, their respective de-
ficiencies can be complemented to achieve high-precision land
cover classification.

E. Assessing the Results of Classification of Improved
DeepLab V3+ Network

To demonstrate the superiority of the improved DeepLab
V3, this article conducted a series of comparative experiments
on the model’s efficiency and classification accuracy, building
upon the solution of the sample imbalance problem in land use
classification. The experiment used the Adam optimizer with a
learning rate of 0.0003. The learning rate decay strategy was
gradient decay and the training epoch were 70. The classifica-
tion models include U-Net, FPN, DeepLab V34, ISANet [41],
MANet [42], TransUNet [43], and Ours.

Model efficiency is evaluated by calculating the number of im-
ages that the model can process per second, measured in frames
per second (FPS). As shown in Fig. 16, classical convolutional
neural networks have relatively fast processing efficiency. By
incorporating attention mechanisms, the model parameters in-
crease, resulting in decreased efficiency, as observed in ISANet,
MANet, and Ours. TransUNet has the lowest model efficiency,
mainly due to the Transformer. The computational complexity
and number of parameters of the Transformer are much larger
than those of convolutional neural networks, resulting in higher
computational costs and slower inference speeds [44]. The
model efficiency is relatively low due to the incorporation of
attention mechanisms to enhance model performance in this
study. Therefore, the model structure needs further lightweight
design.

Regarding the comparison of classification accuracy (as in
Table IV), our proposed model outperforms others in terms
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TABLE IV
RESULTS OF CLASSIFICATION OF DIFFERENT MODELS

F1-score

Models OA MloU

Built-up Farmland Forest Meadow Water
U-Net 89.66% 70.33% 95.08% 83.69% 87.81% 80.66% 75.27%
FPN 93.73% 75.00% 91.55% 86.54% 81.90% 82.14% 75.65%
DeepLab V3+ 96.09% 79.25% 93.67% 84.64% 81.98% 85.74% 77.81%
ISANet 74.83% 77.83% 74.64% 80.08% 86.03% 70.19% 65.06%
MANet 82.34% 74.87% 82.24% 80.36% 75.72% 76.34% 65.55%
TransUNet 51.94% 65.11% 95.38% 77.03% 70.36% 66.52% 58.28%
Ours 91.95% 89.11% 94.82% 78.80% 92.18% 85.79% 81.98%

Note: The bold font represents the value with the highest classification accuracy.
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Fig. 16.  Comparison of the efficiency of different models.

of OA and MIoU, as well as F1-Score for all land use types.
TransUNet performs poorly in classification accuracy, which
can be attributed to the fact that Transformer-based models
require a large amount of data to learn effectively, otherwise
leading to underfitting issues. As shown in Table IV, TransUNet
performs well only for the forest land cover type, and poorly for
other types. U-Net, FPN, and DeepLab V34 models all exhibit
higher accuracy than ISANet and MANet, potentially due to
excessive use of attention mechanisms that require significant
computational resources and may overlook the relationships and
details among land use types. In addition, DeepLab V3+ has
the best classification performance for built-up and meadow,
but the overall classification accuracy is still lower than that of
our proposed model, and the ability to learn about farmland still
needs further improvement. In summary, our proposed method
improves the DeepLab V34 network model to some extent,
enabling it to better perform land use classification.

IV. DISCUSSION

In this article, we proposed improved GauGAN to solve
the problem of dataset imbalance. Based on the earlier, we
enhanced the accuracy of land use classification by improving
the DeepLab V3+-. The quality of land use images generated
by our method was significantly better than those obtained
by other network as they were more consistent with the real
samples. Our proposed method not only outperforms normal

image augmentation methods but also adapts well to semantic
segmentation networks for land use classification. Furthermore,
our improved DeepLab V34 model, although exhibiting aver-
age classification efficiency, achieves superior overall land use
classification accuracy compared to other models.

A. Choosing the Method for Image Enhancement

The problem of sample imbalance in remote sensing datasets
hinders improvements in the accuracy of land use classification.
In addition to modifying the loss function, the amount of data
can be increased to solve this problem. For example, Jiang used
a StyleGAN-based method to increase the number of features
in the DIOR [45], Tekerek and Yapici [46] used CycleGAN to
increase the amount of datain BIG2015, and Ding et al. [47] used
pix2pixHD to synthesize high-resolution dermoscopic images.
These studies show that a GAN-based approach can solve the
problem of data imbalance. However, the StyleGAN and Cycle-
GAN networks cannot synthesize high-resolution land use data
with rich semantic information. The GauGAN network used in
this article can accomplish this task. The pix2pixHD network
synthesizes data with a relatively high resolution, but is prone
to collapse, and the features generated by it are significantly
inconsistent with real features. Moreover, the process by which
the GauGAN network synthesizes images of features with few
samples is stable and not prone to collapse. This is because the
SPADE normalization in the generator can compensate for the
loss of semantic information in the other normalization layers.
However, GauGAN also has some limitations, as can be seen
from Fig. 14, its ability to synthesize complex land cover such
as buildings is still weak. Therefore, it is proposed to improve
the generator and discriminator of GauGAN, further enhancing
the network’s ability to synthesize land use, and thus achieving
image enhancement of small-sample land use and addressing
the issue of data imbalance.

In addition, general methods of image enhancement for se-
mantic segmentation include cropping, rotation, and scaling,
and can significantly improve accuracy with a small amount
of data (as in Table II). Compared with the improved GauGAN
method of enhancement, general image enhancement induces
the model to focus to a greater extent on learning features
represented by few samples, but it tends to ignore the learning
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of other features. This results in an overall decrease in its
accuracy.

B. Improved DeepLab V3+ in Comparison With Other
Networks

Once the problem of data imbalance in GID dataset has been
solved, the improvement in classification accuracy is limited if
only the classical network for semantic segmentation is used
[48], [49]. In addition, targeted improvements to the classical
network are needed according to different classification tasks.
For example, Wu et al. [50] classified hydroponic lettuce by
modifying the backbone network of the DeepLab V34 network,
and Li et al. [51] modified U-Net by using the residual module
as the coding module for segmenting images of defects in steel
surfaces. This improved the learning capability of the model.
However, in land use classification, it is also necessary to con-
sider the model’s learning ability for different scale and contex-
tual semantic information in order to achieve better classification
performance.

Therefore, this article proposes the use of FFM to enhance
the model’s ability to select relevant features for land use clas-
sification, guided by the ARM to optimize the learning of these
features. We also modified the ASPP module by increasing the
dilation rates to enhance the model’s learning ability for objects
of different scales. Compared to U-Net, FPN, DeepLab V3+,
MANet, ISANet, and TransUNet, the proposed method with our
improvements is more conducive to land use classification.

C. Shortcomings of the Study

The GauGAN model used here requires a relatively large
amount of data for adversarial learning, which is not suitable for
data enhancement with few samples. In addition, the GauGAN
model and the DeepLab V3+ model have a large number of
parameters, and are not proposed based on land use classification
under remote sensing images, which needs to be targeted for
improvement and innovation.

V. CONCLUSION

The problem of data imbalance in land use classification in
the presence of few features leads to poor performance. To
solve this problem, we propose to improve GauGAN at the data
level to synthesize high-resolution and detail-rich small-sample
land use objects, and further improve the accuracy of land
use classification by enhancing DeepLab V3+. Specifically,
we incorporate the proposed ARM module into the generator
of GauGAN for optimization, and modify the normalization
method to spectral normalization in the discriminator to facilitate
stable model training. Later, we proposed FFM to enhance the fu-
sion ability of high-order and low-order features in the DeepLab
V3+ network, modified the dilation rate of the ASPP module to
improve the learning ability for different-scale objects, and used
ARM to optimize the model’s feature selection ability. Finally,
high-precision land use classification is achieved based on the
aforementioned methods.
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In future work, we plan to further improve the proposed model
by reducing the number of its parameters while maintaining
its performance in training. It is also important to collect more
feature-related data to expand land use datasets as this can help
the GAN network generate land use data containing rich seman-
tic information. Finally, high-precision land use classification
and intelligent mapping need to be realized under different
spatial and temporal resolutions.
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