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An Improved Tropospheric Tomographic Model
Based on Artificial Neural Network

Minghao Zhang , Kefei Zhang , Suqin Wu , Longjiang Li, Dantong Zhu , Moufeng Wan , Peng Sun ,
Jiaqi Shi, Shangyi Liu , and Andong Hu

Abstract—Global navigation satellite systems (GNSS) tropo-
spheric tomography can be used to build a three-dimensional water
vapor field. In traditional tomography, the signals crossing from
the four sides of the tomographic region are not utilized. To make
the best use of these valuable side-crossing signals, an improved
tomographic model based on back propagation artificial neural
network (BP-ANN) is proposed. In the new tomographic model, the
inside part of the slant wet delay (SWD) of the side-crossing signal is
divided into two sections: the isotropic and anisotropic components.
The former is estimated by the zenith wet delay multiplied by the
mapping function multiplied by an isotropic scale factor using a
BP-ANN model, and the latter is estimated by horizontal gradients
of the SWD multiplied by an anisotropic scale factor using an
empirical model. The new tomographic model is experimentally
evaluated using the HK CORS network measurements for the
period of 21 days from 1 to 21 August 2019. Statistical results show
that the root mean square error (RMSE) of slant water vapor recon-
structed from the improved model is reduced to 1.35 from 2.85 mm
of the traditional model. Compared with the traditional/height
factor models, the percentages of the reduction in the RMSE of
the tomographic result derived from the new model are 16%/9%
and 22%/16%, respectively, using radiosonde and ERA5 data as
references. These results suggest a good performance of the new
model for GNSS tropospheric tomography.

Index Terms—BP-ANN, global navigation satellite systems
(GNSS), tropospheric tomography.

I. INTRODUCTION

WATER vapor is an important parameter for both weather
forecasting and climatology. Due to the advantages of
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high spatial-temporal resolution, all-weather conditions, low
cost, nearly real-time and high accuracy of the global nav-
igation satellite systems (GNSS) technique, water vapor re-
trieved from GNSS technique has been widely used in numerical
weather prediction models and the research of severe weather
phenomena [1], [2], [3], [4], [5]. To obtain four-dimensional
(4-D) water vapor information, the tropospheric tomographic
method is proposed by Flores et al. [6]. The tropospheric tomo-
graphic method has been rapidly developed during the last 20
years.

The traditional tropospheric tomography divides the tomo-
graphic region into a certain number of voxels in both horizontal
and vertical domains under the assumption that the water vapor
density (WVD) or wet refractivity in each voxel during the
period of the GNSS tomography is constant. According to the
distance of each GNSS signal travelling inside the voxels, the
tomographic equation can be formed for the GNSS tomography.
The tomographic observation equation matrix can be established
using the slant water vapor (SWV) or slant wet delay (SWD)
along the ray path of all GNSS signals during the period of
the tomography. However, the shape formed from the GNSS
signal ray paths during the tomographic period is similar to
an inverted cone which is inconsistent with the box-shaped
tomographic region. The tomographic equation matrix becomes
an ill-conditioned or ill-posed problem due to the geometry of
the signal distribution. To solve this problem, some iterative
and non-iterative methods have been developed to resolve a
tropospheric tomographic system. The singular value decom-
position (SVD) is used to solve the inverse problem of a tro-
pospheric tomographic system by Flores et al. [6], and the
SVD is commonly used in noniterative methods. The damped
least squares method is adopted to obtain a better tomographic
result [7], and a wet refractivity Kalman filtering approach is
proposed by Gradinarsky and Jarlemark [8]. Bender et al. [9] use
several algebraic reconstruction techniques including algebraic
reconstruction techniques, multiplicative algebraic reconstruc-
tion techniques (MART) and simultaneous iterative reconstruc-
tion technique to reconstruct a three-dimensional (3-D) wet
refractivity field in Germany and the best tomographic results
are obtained by using the MART. In addition, the compressive
sensing method [10], and the genetic algorithm [11], are used for
tropospheric tomography. For these tropospheric tomographic
methods, the following three approaches including adding em-
pirical constraint equations, introducing supplementary obser-
vations, and increasing the number of voxels crossed by GNSS
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signals are proposed for the regularization of the ill-conditioned
tomographic system. The details of these methods are as follows.

Flores et al. [6] adopt empirical constraints including hori-
zontal smoothing, vertical smoothing, and boundary conditions.
Song et al. [12] propose a Gaussian weight function to define the
weights of the horizontal constraint for all the voxels at the same
height layer. In general, an exponential function is used for the
vertical constraint [13]. However, it is difficult to know the real
atmospheric condition in the period of the tomography, a priori
information is introduced into the tomographic system. Flores et
al. [6] adopt radiosonde profiles for the background field. Xia et
al. [14] select radio occultation data as the a priori background
field. Benevides et al. [15] analyze the impact of priori fields on
the tomographic result using the prior wet refractivity profiles
of atmosphere infrared sounder (AIRS) and radiosonde data.

For the second method, supplementary observations from
other technologies are introduced into the tomographic system.
Benevides et al. [16] and Heublein et al. [10], [17] add obser-
vations from interferometric synthetic aperture radar (InSAR)
data into the tropospheric tomographic system. Benevides et
al. [18] and Zhang et al. [19], [20] use water vapor products
from moderate-resolution imaging spectroradiometer as supple-
mentary observations for the GNSS tropospheric tomographic
system. Zhang et al. [21] add water vapor products of the
Fengyun-4A satellite into the GNSS tropospheric tomographic
system. Chen and Liu [22] introduce water vapor observations
from radiometers and sun photometers into the tropospheric
tomographic system. Since the temporal/spatial resolutions of
these observations are much lower than GNSS data, the number
of the observations which can be added to the GNSS tomo-
graphic system is limited. In the traditional tomographic model,
the GNSS signals crossing from the top boundary of the tomo-
graphic region are used, whilst the signals crossing from the side
faces of the tomographic region are discarded. Therefore, recent
studies tend to make the best use of the side-crossing signals and
multi-GNSS signals in tropospheric tomography. Benevides et
al. [23] and Dong et al. [24] utilize multi-GNSS observations
to reduce the number of empty voxels. Rohm and Bosy [25]
propose a method that used the University of New Brunswick
version 3 modified model to obtain the SWD of the side-crossing
signals inside the tomographic region. Benevides et al. [18]
adopt an exponential law to represent the diminishing of the wet
refractivity along the vertical direction and estimate the SWD
inside the tomographic region for the side-crossing signals. Yao
and Zhao [26] develop a water vapor unit index model based on
both radiosonde data and the GNSS signals crossing from the top
boundary of the tomographic region to estimate the initial WVD
constraint for every height layer. Zhao et al. [27] develop an
exponential height factor model to account for the side-crossing
signals by expanding the tomographic region in the horizon-
tal domain. Zhao et al. [28] improve this exponential model
based on the Global Pressure and Temperature 2 wet model.
By dividing the SWD into two parts—isotropic and anisotropic
components, Zhang et al. [29] construct a height factor model
(HFM) based on 30-year radiosonde data. In addition, Chen and
Liu [30] and Yao and Zhao [31] use the optimal voxel distribution
method to increase the number of voxels crossed by signals.

Water vapor varies highly in the spatial and temporal domains.
However, in all the approaches using side-crossing signals men-
tioned above, the spatiotemporal characteristics of water vapor
are not considered. In this study, the spatiotemporal characteris-
tics are considered to develop the new tomographic model using
the top-crossing and side-crossing signals. For the improved
tomographic model, ERA5 hourly (0.125° × 0.125°) grid data
are used to construct an improved isotropic scale factor model.
The isotropic components of the SWD of side-crossing signals
inside the tomographic region are estimated using the improved
isotropic scale factor model. More specifically, the parameters
of the isotropic scale factor model include not only the height,
which is the only factor considered in the HFM but also the infor-
mation of the spatiotemporal characteristics of the water vapor
and the zenith wet delay (ZWD) at the GNSS station. In addition,
the anisotropic component of the SWD of side-crossing signals
inside the tomographic region is estimated by the experiential
model. For the improved tomographic model, the SWD of the
side-crossing signals inside the tomographic region is added into
the tomographic system. Moreover, three tomographic schemes
are designed for the performance evaluation of the improved
tomographic model, and both radiosonde data and ERA5 grid
data are selected as the two references.

The rest of this article is organized as follows. In Section II,
the data and methods are introduced. Section III describes the
new tomographic model using top-crossed and side-crossed
GNSS signals. The validation of the new tomographic model
is presented and analyzed in Section IV. Finally, Section V
concludes this artice.

II. DATA AND METHODS

In this study, the following three types of data from the Hong
Kong region are used.

1) GNSS data from the Hong Kong Satellite Positioning
Reference Station Network.

2) Radiosonde data collected at the King’s Park meteorolog-
ical station.

3) ERA5 reanalysis grid data from the European Centre for
Medium-Range Weather Forecast (ECMWF).

The GNSS data are used to establish the tomographic equa-
tions. The radiosonde data are used to evaluate the results of
the new tomographic model. The ERA5 reanalysis grid data are
used to develop the isotropic scale factor model and validate
the results of the new tomographic model. The methodology of
GNSS tropospheric tomography and the artificial neural network
used in this study are elaborated.

A. Data

1) GNSS Data: In this study, GNSS data with a 30 s sampling
rate from 16 CORS stations in Hong Kong and three Interna-
tional GNSS Service (IGS) stations (BJFS, JGFN, and PIMO)
during the 21 days from 1 to 21 August 2019 are selected for the
tomographic experiment. The main reason for this selection is
that this period contained sunny days, rainy days, and the value
of water vapor is larger. In the GNSS data processing, the SWD
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is expressed as follows:

SWD =

Isotropic component︷ ︸︸ ︷
mfw (ε) ZWD

+mfg (ε) (Gw
NS cos (α) +Gw

EW sin (α))︸ ︷︷ ︸
Anisotropic component

(1)

where ZWD is the zenith wet delay estimated by the GNSS
at MIT (GAMIT) / Global Kalman filter (GLOBK) software
package [32], mfw(ε) and mfg(ε) are the mapping functions
for the wet delay and gradients components, respectively, Gw

NS

and Gw
EW are the horizontal gradients in the north-south and

east-west directions, respectively, and ε, α are the elevation
and azimuth angles of the signal path from the GNSS data
processing, respectively. Since the SWV is used for tropospheric
tomography in this study, the SWD retrieved from the GNSS
signal needs to be transformed into the SWV by the following
formula:

SWV =
106

RV

(
k3

Tm
+ k′2

)SWD (2)

where k′2, k3, and RV are the specific gas constants [33]. Tm is
the weighted mean temperature which can be calculated by an
empirical model from Liu et al. [34].

2) Radiosonde Data: In this article, the 21years (2000–2020)
sounding data (twice per day), which are acquired from the
Integrated Global Radiosonde Archive [35], are used at King’s
Park meteorological station. The used parameters of radiosonde
data include the observations of temperature, pressure, water
vapor pressure, and geopotential height at different pressure
layers. The data are used to estimate the ZWD and WVD at
the radiosonde station by the formulations [36], [37]

ZWD =

ht∑
hs

(
k

′
2

Pw

T
+ k3

Pw

T 2

)
dh (3)

where hs and ht are the heights of the bottom and top pressure
layers, respectively,Pw andT are the water vapor pressure (hPa)
and temperature (K), respectively, and k′2 and k3 are the ideal
gas constants from Thayer [33]

ρ0 =
Pw

RvT
(4)

where ρ0 is the WVD, Pw and T are the water vapor pressure
(hPa) and temperature (K), respectively, and Rv is the specific
gas constant for water vapor.

3) ERA5 Data: ERA5 is the latest reanalysis data product
from ECMWF and provides meteorological data at 37 pressure
layers from 1000 to 1 hPa, such as pressure, temperature, geopo-
tential height, and specific humidity. The ERA5 hourly 0.125°×
0.125°grid data in the region of Hong Kong are used to calculate
the ZWD in (3) and WVD in (4). The 9-years (2011–2019)
ERA5 grid data [38] are used to construct the isotropic scale
factor model contained in the improved tomographic model. The
ERA5 grid data are also used to evaluate the isotropic scale factor
model and the result of the tomography.

B. GNSS Tropospheric Tomography

The tropospheric tomographic region is divided into a certain
number of voxels. The SWV of a GNSS signal ray inside the
tomographic region can be calculated by the WVD multiplied
by the distance of the signal ray path inside the voxels crossed
by the signal [6]

SWV =

n∑
i,j,k

ρi,j,kdi,j,k (5)

where SWV (mm) is the slant water vapor along the signal, i,
j, k are the indices of the voxel in the longitude, latitude, and
vertical domains, respectively, ρi,j,k (g/m3) and di,j,k (km)
denote the WVD and distance in the voxel (i, j, k) passed by the
ray, respectively, and n is the number of all the voxels crossed
by the ray.

The observation equation system for all SWVs contained in
the tomographic region can be expressed in the matrix form as
follows:

SWV top = AtopX (6)

where SWV top includes the SWVs of the GNSS signals
crossing from the top boundary of the tomographic region,Atop

is the coefficient matrix including the length of the top-crossing
signals crossing through each voxel, andX is the column vector
including the unknown WVD parameters in all voxels.

To obtain a better tomographic result, horizontal and vertical
constraint equations are applied. The horizontal constraint for
each height layer is a weighted mean WVD of all the voxels at
the layer [6]

w1,1,k ρ1,1,k + . . .+ wi−1,j−1,k ρi−1,j−1,k + . . .− ρi,j,k

+ . . .+ wi+1,j+1,k ρi+1,j+1,k + . . . = 0 (7)

where w1,1,k, wi−1,j−1,k . . . denote the weight coefficient of
each voxel at the k height layer. ρ1,1,k,, ρi−1,j−1,k . . . denote
the WVD of each voxel. i, j, and k are the indices of the voxel
in the longitude, latitude, and vertical domain.

The weight of a voxel is estimated using the Gauss weighting
function [12]:

wil,jl,k
i,j,k = − e−

d2
il,jl,k

2σ2

∑ne
il=1

∑nn
jl=1 e

−
d2
il,jl,k

2σ2

(8)

Where i, j, and k are the indices of the target voxel in the three
spatial dimensions, il, jl, and k are that of the other voxels at
the same height layer, dil,jl,k is the distance between the target
voxel and the other voxels, σ is the smoothing factor, and ne
and nn are the numbers of voxels in the longitude and latitude
domains, respectively.

According to previous research [13], WVD usually decreases
with height, and the variation trend is close to the exponential
function. As a result, the exponential function is selected as the
vertical constraint for the relationship between the WVDs of two
vertical adjacent voxels with indices i, j, k and i, j, k + 1

ρi,j,k+1 = e−
hi,j,k+1−hi,j,k

SH ρi,j,k (9)
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where ρ (g/m3) denotes the WVD, h (km) is the height of the
vertical layer, SH is the scale height of the water vapor, for which
a 2 km value is selected in this study, and i, j, k and i, j, k + 1
are the indices of two adjacent voxels in the vertical domain.

As we all know, the error in the SWV increases with the
reduction in the elevation angle of the signal ray path. Hence,
a function that expresses such a relationship is adopted for
the weight of the observation equation matrix. The identity
matrices are adopted for the weight of the horizontal and vertical
constraints [17], [29].

The tomographic observation equation matrix is as follows:⎛
⎝ P topSWV top

0
0

⎞
⎠ =

⎛
⎝ P topAtop

P hrH
P vrV

⎞
⎠X (10)

where SWV top denotes the observation vector from the top-
crossing signals, Atop is the observation matrix of top-crossing
signals, H and V are the horizontal and vertical constraint ma-
trices, respectively,P top,P hr ,P vr denote the weight matrices
of observation equations for top-crossing signals, horizontal and
vertical constraints, respectively, and X denotes the vector of
the unknown WVD parameters of all voxels in the tomographic
region.

C. BP-ANN

In previous studies, the feed-forward BP neural network (BP-
NN) technique has been popularly applied in various geosci-
entific research [39], [40], [41], since it can solve non-linear
problems with different structures and precisions. A BP-NN
model is composed of one input layer, one or more hidden
layers, and one output layer, and each layer contains at least
one neuron. The training of the BP-NN has two processes
including the forward propagation of input parameters and the
backpropagation of the “loss” value. The forward propagation
of input parameters is used to obtain predicted values. The
backpropagation of the “loss” value which is the error of desired
outputs [42] is used to update the weight matrix and offset vector.
The forward propagation of input parameters can be simply
expressed as follows:

Y bp = f2

(
wbp

2 f1

(
wbp

1 Xbp + abp
1

)
+ abp

2

)
(11)

where Xbp and Y bp are the input and predicted vectors, re-
spectively, wbp

1 and abp
1 are the weight matrix and offset vector

between the input layer neurons and hidden layer neurons,
respectively,wbp

2 andabp
2 are the weight matrix and offset vector

between the hidden layer neurons and output layer neurons,
respectively, and f1 and f2 are two activation functions.

The purpose of the backpropagation is to update the weight
matrix and offset vector for the forward propagation using the
error between the desired value and the predicted result

wbp
m+1 = wbp

m − ηJ ′
w

(
wbp

m ,abp
m

)
(12)

abp
m+1 = abp

m − ηJ ′
a

(
wbp

m ,abp
m

)
(13)

where wbp
m+1 and abp

m+1 are the weight matrix and offset vector
of the m+1 th iterative result,wbp

m andabp
m are the weight matrix

Fig. 1. (a) Structure of an ANN system. (b) Flowchart and steps of training
BP-ANN.

and offset vector of the m th iterative result. m and m+1 are
the iterations, η is the learning rate, and J ′

w(w
bp
m ,abp

m ) and
J ′

a(w
bp
m ,abp

m) are the partial derivatives of the cost function
which is constructed by the aforementioned error. The structure
of a BP-ANN model and the flowchart of training the BP-ANN
model are shown in Fig. 1.

D. Validation Method

To evaluate the accuracy of the isotropic scale factor from the
new model, three error evaluation indicators, including bias, root
mean square error (RMSE), and standard deviation (STD) are
used. The accuracy of WVD from the new tomographic model is
evaluated using three error evaluation indicators including bias,
RMSE, and mean absolute error (Mae)

bias =

∑
(y − y′)
N

(14)

RMSE =

√∑
(y − y′)2

N
(15)

STD =

√∑
(y − y′ − μ)2

N
(16)

Mae =

∑
(|y − y′|)
N

(17)

where N is the number of samples, y and y′ are the isotropic
scale factor / WVD from the tomographic model and validation
data from radiosonde and ERA5 data, respectively, and μ is the
mean value of the differences between two datasets.
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Fig. 2. (a) Three-dimensional view and (b) side-view of top-crossing (pur-
ple) and side-crossing (blue) signals used in GNSS tropospheric tomography.
(b) Illustrates the vertical intersection of the two types of signals. MM1 denotes
the top layer of the tomographic region, i.e., the top of the tropopause. PM1
(green vertical line) is the height of the tropopause at the GNSS station. hPN

is the height of the side-crossing signal (PR) crossing from the tomographic
region.

III. NEW TOMOGRAPHIC MODEL BASED ON BP NEURAL

NETWORK

In the traditional tropospheric tomographic model, only those
signals that pass from the top boundary of the tomographic
region are utilized. The signals that cross from the side faces of
the tomographic region are ignored, which leads to a “waste” of
these signals and a decrease in the number of voxels penetrated
by these signals. In this study, a new method which improves
the use of side-crossing signals is developed for tropospheric
tomography. In Fig. 2(a), the 3-D view of the top-crossing and
side-crossing signals is represented.

In the observation equation of GNSS data processing, the slant
tropospheric delay can be expressed as a function of the zenith
total delay (ZTD), and the ZTD is estimated from GNSS data
processing. The ZWD can be calculated by the ZTD minus the
zenith hydrostatic delay (ZHD) which can be obtained using the
Saastamoinen model. The SWD can be obtained by the ZWD
multiplied by a mapping function (the isotropic component) and
horizontal gradients (the anisotropic component). In Fig. 2(b),
the SWD of a side-crossing signal (PN), which is a part of the
signal (PR) inside the tomographic region, can be expressed
by its wet delay in the zenith direction (ZWD from P to N1)

multiplied by a mapping function (the isotropic component)
and its horizontal gradients (the anisotropic component). In
this study, an isotropic scale factor model and an anisotropic
scale factor model are developed to estimate the isotropic and
anisotropic scale factors, respectively. The two scale factors are
the ratio of the part of the signal inside the tomographic region to
the whole signal for the isotropic and anisotropic components,
respectively. Therefore, the SWD of a side-crossing signal inside
the tomographic region can be expressed by the isotropic scale
factor multiplied by the isotropic component plus the anisotropic
scale factor multiplied by the anisotropic component. The pro-
cedure of the scale factor models is detailed in Section III-A
and B. The tomographic equations of the new tomographic
model are shown in Section III-C.

A. Isotropic Component of SWD From Side-Crossing Signals

The isotropic component of an SWD is obtained by the ZWD
multiplied by a mapping function. The isotropic component of
the SWD of a side-crossing signal inside the tomographic region
can be obtained by the isotropic scale factor multiplied by the
ZWD multiplied by the mapping function. The main idea of
the isotropic scale factor model is as follows. The side-crossing
signal (RP) in Fig. 2(b) is used as an example to show the process
of developing the isotropic component model.

1) Obtaining the isotropic component of the SWD for the
whole signal.

In Fig. 2(b), the RP is a whole signal path and hPM1 (green
vertical line) is the height of the tropopause at the GNSS station
P. The isotropic part of a SWD and the zenith wet delay for the
whole signal path (RP) can be expressed as follows:

SWD(RP )iso = ZWDtotal mfw (ε) (18)

ZWDtotal = ∫hM1

hP
Nwdh (19)

where ZWDtotal is the whole zenith wet delay at GNSS station P,
RP is the signal path, hP and hM1 are the height of the GNSS
site and the top of the tomographic model, respectively,Nw is the
wet refractivity, SWD(RP )iso is the isotropic part of the SWD
of the signal (RP), mfw(ε) is the wet mapping function, and
ε is the elevation angle of the signal (RP).

2) Obtaining the isotropic component of the SWD for the
signal inside the tomographic region.

The signal (PN) is a segment of the path of the signal (RP), and
the wet delay of the signal (PN) can be expressed by the ZWD
which is the integral of the wet refractivity from hP to hN1 (hN1

is the height of signal (RP) crossing from the side face of the
tomographic model) multiplied by a mapping function. The two
equations are as follows:

SWD(PN)iso = ZWDhPN1
mfw (ε) (20)

ZWDhPN1
= ∫hN1

hP
Nwdh (21)

where ZWDhPN1
is the partial ZWD, hP and hN1 are the height

of the GNSS site and the signal crossing from the tomographic
model, respectively, SWD(PN)iso is the isotropic part of the
SWD of signal (RP) inside the tomographic model, i.e., the SWD
of signal path (PN).
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Fig. 3. ERA5 grid points are used to construct the isotropic scale factor model.
The blue dots are ERA5 grid points, and the red rectangle is the tomographic
region.

3) Defining isotropic scale factor.
According to (18) and (20), the isotropic scale factor of the

side-crossing signal can be expressed as follows:

λiso (hPN1) =
SWD(PN)iso

SWD(RP)iso
=

ZWDhPN1

ZWDtotal
(22)

where λiso(hPN1) is the isotropic scale factor of the station P at
the height hPN1.

Therefore, SWD(PN)iso can be expressed as follows:

SWD(PN)iso = λiso (hPN1) ZWDtotal mfw (ε) (23)

where SWD(PN)iso is the isotropic part of the SWD of the signal
(RP) inside the tomographic model, i.e., the SWD of signal path
(PN), λiso is the isotropic scale factor at the height hPN1 and
mfw(ε) is the mapping function, ε is the elevation angle of the
signal (RP), and ZWDtotal is the whole zenith wet delay at GNSS
station P.

According to (22), the isotropic scale factor general form is
as follows:

λiso (h) =
ZWDh

ZWDtotal
(24)

where λiso(h) is the isotropic scale factor at the height h, ZWDh

and ZWDtotal are the partial ZWD inside the tomographic region
and the whole ZWD at the station, respectively, and h is the
height of the signal crossing from the tomographic model.

4) Calculating isotropic scale factor using ERA5 data.
In this research, ERA5 hourly grid data (with the horizontal

resolution of 0.125 × 0.125°) in Hong Kong during the period
from 2011 to 2019 are used to construct the regional isotropic
scale factor model. The grid points used to develop the model
are shown in Fig. 3.

To develop the isotropic scale factor model, ZWDh and
ZWDtotal in (24) need to be calculated using ERA5 data with

(19), (21), and (3)

ZWDtotal = ∫hTRP
hs

Nwdh ≈
hTRP∑
hs

(
k

′
2

Pw

T
+ k3

Pw

T 2

)
Δh (25)

ZWDhl
= ∫hl

hS
Nwdh ≈

hl∑
hs

(
k

′
2

Pw

T
+ k3

Pw

T 2

)
Δh (26)

where ZWDtotal and ZWDhl
are the whole ZWD and partial

ZWD from hS to hl at the grid point. hS , hTRP, and hl are the
height of the lowest pressure layer of the ERA5 grid point, the
height of the tropopause at the grid point, and the height of the
other pressure layers of the ERA5 grid point.

Then, the isotropic scale factors (λiso(h)) of each grid point
in the height of each pressure layer (under the height of the
tropopause) can be calculated. These isotropic scale factors are
used to develop the isotropic scale factor model.

5) Developing the isotropic scale factor model using BP-
ANN.

In the previous study, the exponential function is adopted to
fit the scale factor model. However, the exponential model, like
any fitting model, only reflects the general variation trend of
λiso(h) with low temporal and spatial resolutions. To construct
a refined isotropic scale factor model, the BP-ANN is applied in
this study.

Fig. 4 shows the structure of the input layer, hidden layers,
and output layer for the new isotropic scale factor model. For
this model, the isotropic scale factor (λiso(h)) is set as output
variables, and seven variables including year, day of year (doy),
hour of day (HoD), latitude, longitude, height (the height of the
pressure layer), and the whole ZWD are set as the input variables.
In this study, the isotropic scale factors from step 4) are used
as the output data and the seven variables of each scale factor
make up the input data. The input and output data are used to
train the BP-ANN model. In the training process of the BP-ANN
model, the Levenberg Marquardt algorithm is used to update the
weight matrices. The ratios of the training, validation, and test
datasets are 70%, 15%, and 15%, respectively. The threshold for
error precision of the training process is set to 0.001. At present,
some experimental equations are used to calculate the number
of nodes of the hidden layer, but this value only is a reference
value. To construct a better model, many schemes are tested for
identifying the optimal number of nodes in the hidden layer,
the optimal number of the hidden layers, and the optimal active
functions. Finally, the structure with 7, 4, and 2, combined with
the active functions of the logsig for the three hidden layers of
the BP-ANN are determined.

6) Obtaining λiso of GNSS site using the new model
In a tropospheric tomography, information of time (year, doy,

HoD), location of the GNSS station (longitude, latitude, and
height of side-crossing signal crossing from the tomographic
model) and the whole ZWD of each GNSS site can be obtained
as the input value of the new isotropic scale factor model. Then,
the output value of the new scale factor model, i.e., the λiso of
each side-crossing signal can be obtained. According to (23),
the isotropic component of the SWD of the side-crossing signal
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Fig. 4. Structure of the BP neural network.

can be expressed

SWD(h)iso = λiso (h) ZWDtotal mfw (ε) (27)

where SWD(h)iso is the SWD of the side-crossing signal path
under the height h, λiso(h) is the isotropic scale factor of the
GNSS site at the height h, mfw(ε) is the mapping function of
wet delay, ε is the elevation angle of the signal path, and h is the
height of the side-crossing signal crossing from the tomographic
region.

B. Anisotropic Component of SWD From Side-Crossing
Signals

The horizontal gradients of the wet delay are another part of a
SWD, and numerous studies have investigated the characteristic
of the horizontal gradients using very long baseline interferom-
etry [43], [44]. The horizontal gradient of the β direction can
be expressed as the integral of the wet refractivity gradient with
height

Gβ = 10−6 ∫ Nβ (h)hdh (28)

where Gβ is the azimuthal asymmetry of the atmosphere, i.e.,
the horizontal gradient in the β direction, Nβ(h) is the wet
refractivity gradient at height h, and β is the azimuth direction
including north-south and east-west directions.

Since it is difficult to directly obtain Nβ(h) in a tomographic
modelling process, it is assumed that the refractive gradient
varies exponentially with height in this study, as the work of
Zhang et al. [29]

Nβ (h) = e−
h
SH NS

β (29)

where Nβ(h) is the wet refractive gradient of the β direction at
the height h, NS

β is the wet refractive gradient of the β direction
at the surface of the site, β is the azimuth directions including
north-south and east-west directions, SH is the scale height of
water vapor (1–2 km).

Substituting (29) into (28) leads to the following:

Gβ = 10−6 ∫ e− h
SH NS

β hdh (30)

where Gβ is the azimuthal asymmetry of the atmosphere, i.e.,
horizontal gradient, NS

β is the wet refractive gradient of the β
direction at the surface of the site, β is the azimuth directions
including north-south and east-west directions, and SH is the
scale height of water vapor.

Equation (30) can be expressed by partial integral calculus

Gβ = 10−6NS
β

[
−Hhe−

h
SH + SH ∫ e− h

SH dh
]
. (31)

Therefore, horizontal gradient (anisotropic component) can
be obtained

G
htop

β = 10−6NS
β

[(
−SHhe−

h
SH − SH2e−

h
SH

)
|htop

0

]
(32)

G
htop

β = 10−6NS
β

[
SH2 + e−

htop
SH

(−SH2 − htopSH
)]

. (33)

Replacing htop with h leads to the following:

Gh
β = 10−6NS

β

[
SH2 + e−

h
SH
(−SH2 − hSH

)]
(34)

where G
htop

β is the whole horizontal gradient at the β direction,
Gh

β is the partial horizontal gradient of the β direction at the
height h, β is the azimuth directions including north-south
and east-west directions, and htop and h are the height of
the tropopause and side-signal crossing from the tomographic
model, respectively.

The main idea of the anisotropic scale factor model is as
follows. The side-crossing signal (PR) in Fig. 2(b) is used as
an example to show the process of developing the anisotropic
component model. According to the anisotropic component
term, i.e., the last term in (1), the anisotropic component of the
signal (PR) can be expressed

SWD(PR)aniso = mfg (ε)
(
GhPM

NS cos (α) +GhPM
EW sin (α)

)
(35)
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where SWD(PR)aniso is the anisotropic component of the SWD
for the signal (PR), GhPM

NS and GhPM
EW are whole horizontal gra-

dient components in north-south and east-west directions which
are calculated by (33), hPM is the height of the tropopause,
mfg(ε) is the mapping function of the horizontal gradient
components, and ε, α are the elevation and azimuth angle of
the signal (PR), respectively.

Similarly, for the part of the side-crossing signal (PR) that
is within the tomographic region, i.e., PN in Fig. 2(b), its
anisotropic component can be expressed as follows:

SWD(PN)aniso = mfg (ε)
(
GhPN

NS cos (α) +GhPN
EW sin (α)

)
(36)

where GhPN
NS and GhPN

EW are the north-south and east-west hori-
zontal gradient components of the signal (PR) within the to-
mographic region, i.e., the north-south and east-west horizontal
gradient components from the ground up to the height hPN,
and they can be obtained from (34), hPN is the height of the
side-crossing point of the signal (PR), mfg(ε) is the mapping
function of the horizontal gradient components, and ε, α are the
elevation and azimuth angle of the signal (PN), respectively.

Substituting (33) and (34) into (35) and (36), respectively, the
anisotropic scale factor becomes as follows:

λaniso (hPN) =
SWD(PN)aniso

SWD(PR)aniso

=
SH2 + e−

hPN
SH

(−SH2 − hPNSH
)

SH2 + e−
htop
SH (−SH2 − htopSH)

. (37)

The general form of (37) can be expressed by replacing hPN

with h

λaniso (h) =
SH2+e−

h
SH (−SH2−h SH)

SH2+e−
htop
SH (−SH2−htop SH)

(38)

where λaniso(h) is the anisotropic scale factor, h is the height
of the point from which the side-crossing signal crosses the
tomographic region, htop is the height of the tropopause, which
is also the same as the top of the tomographic region, and SH is
the scale height of water vapor.

Considering (35) and (37), the anisotropic component of the
signal (PN) shown in Fig. 2(b) can be expressed as follows:

SWD(PN)aniso

= λaniso (hPN) SWD(PR)aniso

= λaniso (hPN) mfg (ε)
(
G

htop

NS cos (α) +G
htop

EW sin (α)
)
(39)

where SWD(PN)aniso and SWD(PR)aniso are the anisotropic
components of SWDs from the signal (PN) and signal (PR).
λaniso(hPN) is the anisotropic scale factor at the height hPN,
G

htop

NS and G
htop

EW are whole horizontal gradient components in
north-south and east-west directions, htop is the height of the
tropopause, which is also the same as the top of the tomographic
region. hPN is the height of the signal (PR) crossing from the
tomographic region, mfg(ε) is the mapping function of the

Fig. 5. Flowchart of the new tropospheric tomographic model.

horizontal gradient components, and ε, α are the elevation and
azimuth angle of the signal (PR), respectively.

Therefore, for any side-crossing signal, the anisotropic com-
ponent of the SWD of the side-crossing signal inside the tomo-
graphic region can be obtained

SWD(h)aniso= λaniso (h) SWD(htop)aniso

λaniso (h) mfg (ε)
(
G

htop

NS cos (α) +G
htop

EW sin (α)
)

(40)

where SWD(h)aniso is the anisotropic component of the SWD
of the side-crossing signal inside the tomographic region,
SWD(htop)aniso is the whole anisotropic component of the SWD
at the site location, λaniso(h) is the anisotropic scale factor
at the height h, G

htop

NS and G
htop

EW are whole horizontal gradient
components in north-south and east-west directions, htop is the
height of the tropopause, which is also the same as the top
of the tomographic region. h is the height of the side-crossing
signal crossing from the tomographic region, and ε and α are
the elevation and azimuth angle of the signal (PR), respectively.

C. New Tropospheric Tomographic Equation Matrix

Fig. 5 shows the flowchart of the new tropospheric tomo-
graphic model using top-crossed and side-crossed signals.

A whole SWD can be divided into the isotropic and
anisotropic components in (1). Therefore, for a side-crossing
signal, the SWD inside the tomographic model (SWD(h)) can
be estimated using the isotropic and anisotropic scale factors
at the height at which the side-crossing signal crosses from
the tomographic model. The isotropic and anisotropic scale
factors can be obtained by the isotropic scale factor model
(BP-ANN model) and (38), respectively. Then, this SWD(h)
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can be expressed by merging (27) and (40)

SWD (h)

= λiso (h) mfw (ε) ZWD

+ λaniso (h) mfg (ε)
(
G

htop

NS cos (α) +G
htop

EW sin (α)
)
.

(41)

SWD(h) can be transformed into SWV(h) using (2). The
observation equations for the side-crossing signals in the matrix
form are as follows:

SWV side = AsideX (42)

where SWV side is the observation vectors from the side-
crossing signals, Aside is the observation matrix of side-
crossing signals, and X is the same as that in (6).

Therefore, the new tropospheric tomographic equation system
can be expressed as follows:⎛

⎜⎜⎝
P topSWV top

P sideSWV side

0
0

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

P topAtop

P sideAside

P hzH
P vrV

⎞
⎟⎟⎠X

(43)
whereSWV top andSWV side denote the observation vectors
from the top and side-crossing signals, respectively, Atop and
Aside are the observation matrices of the top and side-crossing
signals, respectively, P top,P side P hr ,P vr denote the weight
matrices of observation equations for top-crossing signals, side-
crossing signals, horizontal and vertical constraints, respec-
tively, and X denotes the vector of the unknown WVD parame-
ters of all voxels in the tomographic region.

IV. EVALUATION OF THE IMPROVED TROPOSPHERIC

TOMOGRAPHIC MODEL

A. Evaluation of the Isotropic Scale Factor Model

In this section, the result of λiso(h) from the new model are
evaluated using radiosonde and ERA5 grid data in the year 2020
as the references. To exhibit the effect of the new model, the
isotropic scale factor of the HFM is compared. In Zhang et al.
[29], the exponential law defined in (44) is adopted to fit the
isotropic scale factor model based on 30-year radiosonde data,
and its formula is as follows:

λ
exp
iso (h) = a1e

b1h + a2e
b2h (44)

where λ
exp
iso (h) is the isotropic scale factor from the HFM, a1,

a2, b1 and b2 are the fitting coefficients estimated by the least-
squares method, and h is the height of the signal crossing from
the tomographic model.

The exponential model and the new model are called ISFEXP
and ISFBP, respectively, in this study. In Table I, the monthly
fitting results of the ISFEXP based on radiosonde data of each
month during the 20 years of 2000–2019 are listed. The last
column of the table denotes the residual of the fitting model.
The 12 residuals are in the range from 0.036 (August) to 0.083
(December) with a mean value of 0.055.

TABLE I
MONTHLY λEXP

ISO (h) FITTING RESULT OF ISFEXP (EXPONENTIAL MODEL)
BASED ON RADIOSONDE DATA OF EACH MONTH DURING THE 20 YEARS

(2000–2019)

TABLE II
STATISTICAL RESULTS OF FIG. 6

1) Validation With Isotropic Scale Factor Derived From Ra-
diosonde Data: The λiso(h)−ISFEXP (the exponential model)
and λiso(h)−ISFBP (the new model) at the position of the
radiosonde station for the year 2020 are calculated and the
predicted results from the two models are compared with the
monthly radiosonde result called λiso(h)− RS. Their (a) bias,
(b) RMSE, and (c) STD of the ISFBP and ISFEXP models are
shown in Fig. 6.

Fig. 6(a) indicates that the 8 monthly biases of λiso(h)−
−ISFEXP (blue) are smaller than that of λiso(h)− ISFBP.
The mean of bias values of λiso(h)− ISFEXP is closer to zero,
meaning that the ISFEXP result reflects the general variation
trend of λiso(h). The biases of nine months from the ISFBP
are negative, meaning that the ISFBP underestimates λiso(h)
when radiosonde data are used as the reference. The means of
all the monthly results shown in Fig. 4 are listed in Table II. It is
noted that the mean bias of λiso(h)−ISFEXP is smaller than that
of λiso(h)−ISFBP using the radiosonde data as the reference.
This can be because the ISFEXP model is fitted from 20-year
radiosonde data and reflects the general variation trend of the
scale factor. However, λiso(h)−ISFBP is based on the sample
of ERA5 hourly grid data during the 9 years of 2011–2019.

In Fig. 6(b) and (c), all the monthly RMSEs and STDs of the
ISFBP results, except for January and April, are smaller than IS-
FEXP, and the statistical results are shown in Table II. The mean
of the RMSEs from ISFEXP and ISFBP are 0.050 and 0.044,
respectively. The percentages of the reduction in the RMSE
made by ISFBP over ISFEXP is 14%. This implies that, in terms
of RMSE, λiso(h)−ISFBP outperforms λiso(h)−ISFEXP. In
addition, the two models have smaller RMSEs in the summer
than in the winter, probably due to the larger concentration of
water vapor in the summer.
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Fig. 6. (a) Monthly bias, (b) RMSE, and (c) STD of the ISFBP (red) model
and the ISFEXP (blue) model in 2020 over the position of the radiosonde station.
Radiosonde data are used as the reference.

2) Validation With Isotropic Scale Factor Derived From
ERA5 Data: Since only one radiosonde station is deployed in
Hong Kong, the isotropic scale factor only in the location near the
radiosonde station (the so-called co-location) can be validated
when radiosonde data are used as the reference. If ERA5 grid
data are used as the reference, all grid points in the region can be
used for the validation. In this section, data from 12 ERA5 grid
points in the Hong Kong region in the year 2020 are adopted as
the reference to evaluate the above two selected models.

Fig. 7 shows the monthly statistical results of all 12 grid points.
For two models, nine monthly biases of isotropic scale factors
are positive. Therefore, the two isotropic scale factor models
overestimate the isotropic scale factor when ERA5 data are used
as the reference. The nine monthly biases of ISFBP are closer to
zero than that of ISFEXP. In Table III, which is the statistics of

Fig. 7. (a) Monthly mean of the biases, (b) RMSEs, and (c) STDs of ISFBP
(red) and ISFEXP (blue) models in 2020. ERA5 data are used as the reference.

TABLE III
STATISTICAL RESULTS OF FIG. 7

the results shown in Fig. 7, the mean of the 12 monthly biases
from ISFBP and ISFEXP are 0.006 and 0.012, respectively, i.e.,
ISFBP is better in terms of the bias.

From Fig. 7(b) and (c), except for April, all the rest months’
RMSEs and STDs from ISFBP are smaller than that of ISF-
EXP. The maximum percentage of improvement in the RMSE
made by ISFBP over ISFEXP is 46% in September, and the
minimum value is 3% in January. The number of months with
the improvement percentage above 20% is six, and the number
of months with the improvement percentage above 10% is 10.
However, the improvement percentage is −7.30% in April. The
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Fig. 8. (a) Mean of 12 monthly RMSEs and (b) biases of ISFEXP (upper), and (c) RMSEs and (d) biases of ISFBP (bottom) in 2020 at 12 ERA5 grid points.
ERA5 grid data are used as the reference.

reason may be that the fluctuation of the scale factor in April
is larger than that of the other months. In Table III, the mean
of all the 12 monthly RMSEs of the ISFBP and ISFEXP are
0.045 and 0.055, respectively, and the mean of the improvement
percentages is 22% made by ISFBP over ISFEXP.

To investigate the difference in the RMSEs and biases from the
same model but from different grid points, or from the same grid
point but from different models, the means of the 12 monthly
RMSEs (the left column) and biases (the right column) at 12 grid
points from ISFEXP (the upper row) and ISFBP (the bottom row)
are shown in Fig. 8.

In the two subfigures (a) and (c) for the RMSE results, the
former (ISFEXP) increases with the increase in latitude. The
latter (ISFBP) varies little at all the 12 grid points, and the results
of the 12 grid points are all considerably smaller than that of
the former. Hence, in terms of accuracy, ISFBP outperforms
ISFEXP. Similar results are also shown in the two subfigures
in the right column for the bias results. Therefore, compared
with the model that is based on the sample data from only one
radiosonde station, the main advantage of using ERA5 grid data
to develop the λiso(h) model is a better spatial resolution.

B. Tomographic Experiment and Data-Processing Strategy

In this section, experimental results for the improved tropo-
spheric tomographic model, the HFM, and the traditional model
are compared. The radiosonde data (only the two epochs at 00:00
and 12:00 UTC each day are available) from the radiosonde

Fig. 9. Distribution of 16 GNSS stations (red dots) and the radiosonde station
(black triangle) in Hong Kong.

station in Hong Kong and ERA5 grid data (with the horizontal
resolution of 0.125 × 0.125) are used as two references.

GNSS data (with a 30s sampling rate) from 16 GNSS stations
in the Hong Kong Satellite Positioning Reference Station Net-
work and three IGS stations (BJFS, JFNG, and PIMO) during
the 21 days from 1 to 21 August 2019 are selected as the
sample data of the tomographic modelling for Hong Kong. Fig. 9
illustrates the spatial distribution of the 16 GNSS stations and the
radiosonde station. To adapt to the above mentioned two epochs
of radiosonde data, the ERA5 grid data at the same epochs on
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Fig. 10. 3-D distribution of the mean number of signals crossing the tomographic voxels for the (a) traditional and (b) improved tomographic models, where
white voxels indicate none-signal-crossing voxels by signals. (c) Shows the mean of the numbers of the signals utilized in the traditional (blue) and the improved
(red) model. (d) Shows the mean of the percentages of the voxels crossed by signal rays utilized in the above two models on each day of the 21-day period 1–21
August 2019.

each of the days are retrieved. The tomographic region is divided
a certain number of voxels and the number is 5× 6× 15. For the
horizontal region, the latitude ranges from 22.16° to 22.56°N
(with the resolution of 0.08° i.e., 8.88 km) and the longitude
ranges from 113.82° to 114.36°E (with the resolution of 0.09°
i.e., 9.25 km). The vertical height range is 0–11 km with the
resolutions of 1–10 layers (0.4 km), 11–12 layers (1 km), 13–14
layers (1.5 km), and the top layer (2 km).

Since the water vapor content over a site varies slowly within
a certain period [45], a 30-min is selected for the tomographic
time window in this study, i.e., the temporal resolution of the
tomographic reconstruction is 30 min.

The GAMIT/GLOBK (v.10.7) software package and the fol-
lowing strategies are used for the GNSS data processing. The
ZTD and delay gradient are estimated with intervals of 0.5 and
2 h, and the ZTD is interpolated to 5 min by the piecewise
linear interpolation. The ZHD is calculated by the Saastamoinen
model [46], with the input of surface pressure measurements.
Equation (1) is used to calculate the SWD. The VMF1 model
is selected to calculate the mfw(ε). The mfg(ε) used in [47]
is adopted. The SWD is transformed into the SWV by the
conversion factor from (2).

C. Evaluation of Improved Tomographic Model

To evaluate the tomographic results, the number of the signals
utilized and the residual of the reconstructed SWVs during the 21
days studied are used. For a comparative analysis, the traditional
model which utilizes only those signals crossing from the top
boundary of the tomographic region is also evaluated. Fig. 10
shows the 3-D distributions of the mean number of signals cross-
ing the tomographic voxels for the traditional tropospheric tomo-
graphic model (a) and the improved tropospheric tomographic
model (b), where white voxels indicate none-signal-crossing
voxels. (c) shows the daily mean of the numbers of the signals
used in the tomographic experiment and (d) shows the daily
mean of the percentages of the voxels that are crossed by at least
one signal ray. In the two subfigures (a) and (b), the number of
empty voxels from the improved model is less than that of the
traditional model at most vertical height layers, but the number
of the empty voxels at the lowest height layer from two models
is the same. This can be because the signals with the elevation
angle under 15° are discarded. Therefore, it is difficult for the
voxels in the lowest height layer to be crossed by the signal from
the station which is in the other voxels at the same height layer.
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Fig. 11. Variation in the residual of the tomographic model result with elevation angle from the traditional model (blue) and improved model (red) at 00:00 UTC
and 12:00 UTC during the 21-day period 1–21 August 2019.

It is noted that only the data that are within the two 30-min
periods of 00:00–00:30 UTC and 12:00–12:30 UTC are used
to obtain these daily means for (c) and (d). The daily mean
of the numbers of the signals and the percentage of the voxels
crossed by signals from the improved model (red) are both larger
than that of the traditional model (blue). The means of the 21
daily percentages of the voxels crossed by signals shown in (d)
are 87% and 76% from the improved model and the traditional
model. The percentage of the voxels crossed by signals from
the improved tomographic model represents an improvement
of 11% over the traditional tomographic model, which may be
beneficial to the rank deficiency of the tomographic equations.

Fig. 11 shows the variation in the residual of the improved
model (red) and traditional model (blue) with the elevation angle
of the signal. The residual is the difference between the SWV
reconstructed from the models and the SWV obtained from the
GNSS data processing. The residuals of reconstructed SWVs are
in the range between −30 and 25 mm, and the absolute values of
the residuals decrease with the increase in the elevation angle.

The residuals of the improved model are smaller than that
of the traditional model, especially from low elevation angles,
which indicates a better performance of the improved model.

The bias/RMSE of the reconstructed SWVs from the im-
proved and traditional tomographic models are also calculated,
and the SWVs at 00:00 and 12:00 UTC estimated from the
GAMIT/GLOBK (v.10.7) software are used as the reference.
The bias/RMSE of the improved and the traditional models are
0.009/1.345 and−0.573/2.852 mm, respectively, which is equiv-
alent to a 53% reduction in the RMSE made by the improved
model over the traditional model.

D. Evaluation of Improved Tomographic Model Using
Radiosonde Data as Reference

For comparative analyses, three tomographic models includ-
ing the improved model proposed in this study, the HFM [29],
and the traditional model are tested, and their descriptions are
shown in Table IV. The radiosonde data from radiosonde station
45004 (located at King’s Park, Hong Kong) (see Fig. 9) during
the 21 days studied are used as the reference for the three models’
results. Fig. 12 shows the tomographic results, i.e., WVD profiles

TABLE IV
THREE TOMOGRAPHIC MODELS AND THE SIDE-CROSSING SIGNALS UTILIZED

IN THESE MODELS

derived from the three tomographic models and the radiosonde
data at 12:00 UTC on DOY 230 (rainy day, left pane) and DOY
220 (rainless day, right pane) in 2019. This figure only shows the
results of two selected days for an illustration of WVD profiles.

In Fig. 12(a)–(c) and (e)–(g), the 3-D water vapor fields at
12:00 UTC on DOY 230 (rainy day) and DOY 220 (rainless day)
in 2019 are presented. The values of WVD from the improved
model are smaller than that of the traditional and HFM models
in the low layers from 1 to 3 layers. In the two subfigures (d)
and (h), the WVD profiles from the three models are all close
to the reference profiles calculated by (4) (blue), but the profiles
from the improved model (red) are the closest, especially at
the low layers (under 1 km) and high layers (above 4 km),
roughly. In addition, the RMSE of the WVD profiles from the
improved, HFM and traditional models on the selected two
days are also calculated and the results are 1.50/0.89, 1.66/1.91,
and 2.08/2.10 g/m3, respectively, which gives the numerical
improvement made by the improved model over the other two
models.

Fig. 13 shows the RMSE of the WVDs from three tomo-
graphic models at 42 tomographic epochs using radiosonde data
as the reference. For 35 tomographic epochs, the RMESs of the
tomographic results made by the improved tomographic model
are better than that of the traditional tomographic model. The
RMSEs of tomographic results from the improved tomographic
model are better than that of the HMF at 29 tomographic epochs.

The mean RMESs of 42 tomographic epochs are 1.64, 1.51,
and 1.38g/m3 for the traditional, HFM, and improved tomo-
graphic models, respectively.
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Fig. 12. 3-D water vapour distribution and comparison between WVD profiles resulting from three models against the ones obtained from radiosonde data at
12:00 UTC on DOY 230 (rainy day, top) and DOY 220 (rainless day, bottom) in 2019. (a)–(c) Are the 3-D water vapour distributions of the traditional, HFM, and
improved models, respectively. (d) Is the water vapour profile from three models and radiosonde data on the rainy day (top). (e)–(g) Are the 3-D water vapour
distributions of three models and (h) is the water vapour profile from three models and radiosonde data on the rainless day (bottom). The red lines denote the
location of the voxels including the radiosonde profile.

TABLE V
STATISTICAL RESULTS OF FIG. 13 FOR EACH MODEL

This means that the improved model outperforms the other
two models, and the HFM outperforms the traditional model
using the radiosonde data as the reference.

Similar to the RMSE shown in Fig. 13, the other two statistical
results including Mae and bias are also calculated in Table V.

The mean percentages of the reduction in the RMSE made by the
improved model over the traditional and HFM models are 16%
and 9%, respectively. In addition, the mean Mae of the WVD
from the improved model is better than the other two models.
However, the mean bias of the HFM is less than that of the im-
proved model. It may be because the HFM is constructed based
on the radiosonde data, which is also the reference of the model
results. To further study the stability of the new tomographic
model under different weather conditions, the mean RMSE of
the WVD under nonrainy (9 days) and rainy (12 days) conditions
are also shown in Table V. The statistical results show that the
new tomographic model has obvious improvement in RMSE
than the traditional and HMF models under both nonrainy (9
days) and rainy (12 days) conditions, and the improvement in
the rainy days is better than that of the nonrainy days.
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Fig. 13. RMSEs of WVD profiles resulting from three models at 00:00 and 12:00 UTC on each of the 21 days studied. The WVDs from radiosonde data are
used as the reference.

Fig. 14. Mean RMSEs of the WVD profiles for all the tomographic epochs during the 21 days from the (a) traditional model, (b) the HFM, and (c) the improved
model at 12 ERA5 grid points using ERA5 grid data as the reference.

E. Evaluation of Improved Tomographic Model Using ERA5
Data as Reference

In this section, the WVDs calculated by (4) from ERA5 grid
data (horizontal resolution of 0.125 × 0.125) at 0:00 and 12:00
UTC on the 21 days studied are used as the reference for the
evaluation of the three tomographic models. The mean RMSEs
of the WVD profiles at all tomographic epochs at 12 grid points
are shown in Fig. 14, where the three subfigures (a), (b), and
(c) are the results of the traditional model, the HFM, and the
improved model, respectively. The RMSEs in each subfigure
increase with the increase of longitude. For the comparison
among the three subfigures, the RMSEs at all the 12 grid points
in (c), i.e., the improved tomographic model, are significantly
better than the other two models. This result is similar to the
case when radiosonde data are used as the reference.

Fig. 15 shows the mean RMSEs of the 12 grid points on
each tomographic epoch from three models. For 34 tomographic

epochs, the mean RMESs of the 12 grid points made by the im-
proved tomographic model are better than that of the traditional
tomographic model. The mean RMSEs of 12 grid points from
the improved tomographic model are better than that of the HMF
at 28 tomographic epochs. The mean RMESs of 42 tomographic
epochs are 1.31, 1.22, and 1.03 g/m3 for the traditional, HFM,
and improved tomographic models, respectively. The three val-
ues indicate that the overall accuracy of the improved model
significantly outperforms the other two models, and the HFM
slightly outperforms the traditional model.

Similar to the RMSE shown in Fig. 15, the other two statistical
results including Mae and bias are also calculated in Table VI.
The mean percentages of the reduction in the RMSE made
by the improved model over the traditional and HFM models
are 22% and 16%, respectively. In addition, the mean Mae
of the WVDs from the improved model is better (smaller)
than the other two models. However, the mean bias of the
HFM (−0.08) is less than that of the improved model (−0.18),
meaning that both the models underestimate the WVD, and
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Fig. 15. Mean RMSEs of WVD profiles of 12 grid points on each tomographic epoch resulting from 3 models. The WVDs from ERA5 grid data are used as the
reference.

TABLE VI
STATISTICAL RESULTS OF FIG. 15 FOR EACH MODEL

the improved model is worse. The reasons are discussed in the
previous section (radiosonde data as the reference) When ERA5
data are used as the reference, the new tomographic model
still outperforms the HFM and traditional models under both
rainy and nonrainy conditions, and the new model has greater
improvement in the rainy days than that of the non-rainy days.
The results are similar to the results using radiosonde data as
the reference. These results mean that the new tomographic
model is more suitable for the tomography of large water vapor
variation.

To investigate the relationship between the RMSEs of each
model results with altitude, the mean RMSEs of the WVDs at
each height layer are calculated and the results are shown in
Fig. 16. The results of the improved tomographic model (red) at
most height layers are smaller than that of the other two models,
especially at the layer that is closest to the surface. This means
the improved model performs best at the lowest height layer.
Moreover, at low-to-middle layers, i.e., from 1.8 to 3.4 km,
roughly, the HFM and the improved model results are similar,
and they are much better than the traditional model. At high
altitude layers, i.e., above 3.4 km, roughly, the improved model
slightly outperforms the other two models.

Fig. 16. Mean RMSEs of the WVDs in each height layer from three models.
The WVDs from ERA5 data are used as the reference.

V. CONCLUSION

The traditional tropospheric tomographic model only uses
the GNSS signals crossing from the top boundary of the tomo-
graphic region of interest, while the GNSS signals crossing from
the four side faces of the tomographic region are not considered.
This leads to a waste of side-crossing signals and a decrease in
the number of voxels that are penetrated by these signals. In this
study, an improved tropospheric tomographic method based on
an artificial neural network is developed using the signals not
only crossing from the top boundary of the tomographic region
but also crossing from the four side faces of the tomographic
region.
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The accuracies of the isotropic scale factor from the improved
tomographic model and that of the HFM model (both models
use side-crossing signals) are compared using two references
from radiosonde and ERA5 data. The statistical results show
that the mean percentages of the reduction in the RMSE made
by the improved model over the HFM are 14% and 22% using
radiosonde and ERA5 data as the references, respectively. This
suggests that the isotropic scale factor from the improved tro-
pospheric tomographic model is better than that of the HFM.
Moreover, the scale factor of the anisotropic component is esti-
mated under the assumption that the variation in the refractivity
gradient in the vertical direction is an exponential function of
altitude.

To evaluate the improved tropospheric tomographic model,
GNSS data from 16 GNSS stations in Hong Kong during the 21
days from 1 to 21 August 2019 are adopted to obtain the tomo-
graphic results, and the radiosonde and ERA5 data in the same
region and time are used as the references. For the improved
tropospheric tomographic model, the mean of the utilization
percentages of voxels increases from 76% of the traditional
model to 87% of the improved model. The percentage of the
reduction in the RMSE of the reconstructed SWVs made by the
improved model over the traditional model is 53%. The statisti-
cal results of the WVD profiles show that the mean percentages
of the reduction in the RMSE made by the improved model
over the traditional/HFM models are 16%/9% and 22%/16%
using radiosonde and ERA5 data as the references, respectively.
Similarly, the comparison of the RMSEs of the WVD profiles
at 16 vertical height layers between the three models also shows
the superiority of the improved model. Especially, the accuracy
of the improved tomographic model has obvious improvement
over the HMF and the traditional tomographic model in the lower
height layer. These results suggest that the tomographic results
from the improved tomographic model are more accurate than
that from the other two models.

Our future work will be mainly on utilizing more water vapor
data from various technologies, e.g., multi-GNSS, GNSS-R,
InSAR and virtual signals from numerical weather prediction
models into the tropospheric tomographic system for more
refined or better tomographic results.
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