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Abstract—The increased amount of information measured by
fully polarimetric synthetic aperture radar (SAR) give additional
knowledge about ground scatterers. Making the best use of the
polarimetric information is crucial for target detection, among
other applications. Several representations of the data, such as
polarimetric decompositions, have been proposed to summarize the
information into polarimetric features. The relation between these
features with physical properties of the scatterers has been studied
in depth. The different approaches to target detection proposed
make use of different polarimetric features and different properties
of the targets. The goal of this article is twofold: 1) to give a brief re-
view of polarimetric features usually used for target detection, and
2) to combine them optimally for vehicle detection in open fields,
in large natural scenes. The study’s backbone is a large airborne
dataset in X-, S-, and L-bands, in which several flights following dif-
ferent flight tracks were performed around a controlled area with a
dozen vehicles. At first, a univariate study is performed to evaluate
the contrast provided by individual polarimetric features between
vehicles and different types of natural covers. Then, optimal subsets
of polarimetric features for distinguishing vehicles in open fields
from natural cover are determined using random forest classifiers.
The multivariate approach yielded better detection results for all
wavelengths but brought more significant improvement as the
wavelength increases. At the X-band, the total received power is
one of the best predictive parameters for vehicle detection while the
scattering mechanism characterization becomes more important at
S- and L-bands.

Index Terms—Radar polarimetry, synthetic aperture radar
(SAR), target detection.

I. INTRODUCTION

THE all-weather capabilities of synthetic aperture radars
(SAR) make them excellent tools for Earth observation

and area monitoring. Target detection in SAR imagery has
been an important research topic since the introduction of SAR
instruments [1], [2], be it to detect ships at sea or vehicles on
land. Furthermore, the use of fully polarimetric SAR improves
the knowledge and understanding of the covers and objects

Manuscript received 29 March 2022; revised 21 September 2022 and 27
January 2023; accepted 15 April 2023. Date of publication 21 April 2023; date
of current version 15 May 2023. (Corresponding author: Paul Connetable.)

Paul Connetable and Henning Skriver are with the National Space Institute,
Technical University of Denmark, 2800 Kongens Lyngby, Denmark (e-mail:
pconnetable@live.fr; hs@space.dtu.dk).

Allan Aasbjerg Nielsen and Knut Conradsen are with the Department of
Applied Mathematics and Computer Science, Technical University of Denmark,
DK-2800 Kongens Lyngby, Denmark (e-mail: alan@dtu.dk; knco@dtu.dk).

Ernst Krogager is with the Danish Ministry of Defense Acquisition and
Logistics Organization, 2750 Ballerup, Denmark (e-mail: krogager@mil.dk).

Digital Object Identifier 10.1109/JSTARS.2023.3269383

scattering the emitted signal, which is of interest for target
detection.

Constant false alarm rate (CFAR) algorithms are the most
common target detection algorithms, which compare a pixel’s
value to its surroundings and detect statistical outliers. CFAR
algorithms are usually applied to the total received power, such
as in [1], [3], [4], and [5], to detect pixels with a high received
power compared to their surroundings, but they can be applied
to any parameter as long as its distribution on the background
is known. In [6], the magnitude of an element of the coherency
matrix is directly used to detect buildings and ships with a CFAR
algorithm. These detection methods require a knowledge of the
parameter’s distribution on the background or to estimate the
distribution’s probability density function on the background
using window kernels, such as in [7]. The idea of comparing a
pixel’s value to its surroundings can be extended to the covari-
ance matrix in approaches such as [8], in which the eigenvalues
of the pixel under test are compared to those obtained on its
surroundings to detect ships at sea.

Other approaches to target detection consist in comparing
the measured scattering vector on every pixel to a target vector
representing the target’s expected behavior using matched filters
[9], [10], [11]. Many approaches inspired by the image analysis
have also been proposed to detect targets in SAR images, such
as the use of wavelet transforms [12], [13], blob detection using
variance-weighted entropy [14], or detection after a first image
segmentation using superpixel algorithms [15], [16]. Lately, the
use of neural networks (NN) for target detection has gotten more
frequent and gives excellent results [17], [18].

For any of these approaches, the choice of the polarimetric
feature or features to use is fundamental to improve and opti-
mize detection capabilities. A lot of research has focused on
understanding the covariance matrix’s parameters and relating
physical properties of the scattering medium to the observed
covariance matrix [19], [20], [21]. Several models for scattering
behaviors have been developed and lead to model-based decom-
positions such as [22], [23], [24], which decompose the received
signal into known basic scattering mechanisms.

The goal of this article is 1) to provide an overview of
polarimetric decompositions and parameters regularly used in
polarimetric SAR imaging for man-made structures detection,
2) to find optimal data-driven polarimetric feature combinations
for distinguishing vehicles in open fields from natural elements
in large nonurban scenes. This is particularly relevant in military
settings, where the ability to monitor large swaths of land in
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critical. An extensive dataset acquired in X-, S-, and L-bands
containing hundreds of vehicles placed along a dirt road, ranging
from cars to armored troop transports gives this study a strong
basis for a statistical analysis. The target pixels are compared to
natural cover pixels, also extracted from the acquired data.

The rest of this article is organized as follows: An overview of
the considered polarimetric parameters is first given in Section
II, with an emphasis on multilooked features. The acquired
data are described in Section III; then, a univariate contrast
study of the parameters between vehicles and natural covers
is performed in Section IV. Finally, optimal feature subsets for
target detection are derived at all wavelengths using random
forest (RF) classifiers in Section V.

II. OVERVIEW OF THE POLARIMETRIC PARAMETERS

A. Representations of the Polarimetric Data

A fully polarimetric radar both transmits and receives elec-
tromagnetic waves in two orthogonal polarized planes, often
the horizontal and vertical polarizations denoted as H and V,
respectively. The sensor measures the relation between the trans-
mitted and the received waves, and the measured information for
each pixel is stored in the scattering matrix S, which in the HV
polarization is

S =

[
SHH SHV

SVH SVV

]
. (1)

Furthermore, for a monostatic radar, SHV = SVH, and the infor-
mation is kept in the scattering vector

k =
[
SHH

√
2SHV SVV

]T
(2)

where the superscript T denotes the transposed. The elements
of the scattering matrix and the scattering vector are referred
to as single-look complex data. The speckle noise in these
measurements is reduced by working with the second-order
statistics, stored in the local covariance matrix C defined as

C = 〈kk∗T 〉

=

⎡
⎢⎣ 〈|SHH|2〉

√
2〈SHHS

∗
HV〉 〈SHHS

∗
VV〉√

2〈SHVS
∗
HH〉 2〈|SHV|2〉

√
2〈SHVS

∗
VV〉

〈SVVS
∗
HH〉

√
2〈SVVS

∗
HV〉 〈|SVV|2〉

⎤
⎥⎦ (3)

where 〈.〉 is the local average, and the superscript ∗ denotes
the complex conjugate. Going from the scattering matrix to the
covariance matrix is also known as multilooking. The trace of
this matrix, also known as span, corresponds to the total received
power.

The information carried in the scattering vector k can also be
represented, notably in the Pauli basis defined as

kP =
1√
2

⎡
⎢⎣SHH + SVV

SHH − SVV

SVH + SHV

⎤
⎥⎦ . (4)

The corresponding second-order statistics matrix, the coherency
matrix, is defined as

T = 〈kPk
∗T
P 〉. (5)

Finally, another useful and common representation of the
information contained in k consists in shifting the polarization
basis to the circular polarization. On this basis, the two orthog-
onal polarizations are the right-handed polarization, denoted R,
and the left-handed one, denoted L. The transformation from the
linear to the circular basis is made with [25]

SRR = (SHH − SVV + 2jSHV)/2

SRL = j(SHH + SVV)/2

SLL = (SVV − SHH + 2jSHV)/2 (6)

and the corresponding information vector created is

kRL =
[
SRR

√
2SRL SLL

]T
. (7)

The covariance matrix in the circular polarization denoted CRL

is defined as

CRL = 〈kRLk
∗T
RL〉. (8)

The three matrices C, T, and CRL carry the same information,
and it is possible to go from one representation to another easily.
They are all Hermitian and are mathematically similar, which
means that they represent the same information under a changed
basis and, therefore, share the same eigenvalues

C =

⎡
⎢⎣C11 C12 C13

C∗
12 C22 C23

C∗
13 C∗

23 C33

⎤
⎥⎦

T =

⎡
⎢⎣T11 T12 T13

T ∗
12 T22 T23

T ∗
13 T ∗

23 T33

⎤
⎥⎦

CRL =

⎡
⎢⎣CRRRR CRRRL CRRLL

C∗
RRRL CRLRL CRLLL

C∗
RRLL C∗

RLLL CLLLL

⎤
⎥⎦ . (9)

B. Orientation Angle Alignment

Polarization shifts are induced by slopes in both the azimuth
and range directions, as well as the orientation of objects with
regard to the radar line of sight [25]. This is of particular impor-
tance for dihedral scatterers, which give a strong double-bounce
return when they are orthogonal with the radar illumination but
for which the cross-polarized return |SHV|2 increases instead
when their orientation is tilted, as observed in [26] among others.
As some polarimetric parameters used in this study are based on
polarimetric decompositions, the use of a unified methodology
that removes the influence of objects’ orientations is needed to
compare measurements. This is achieved by applying to each
covariance matrix a rotation by the angle, which minimizes the
cross-polar return 〈|SHV|2〉, also known as the orientation angle.
The rotation of the scattering matrix by any angle θ is achieved
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through [25]

S(θ) =

[
cos(θ) sin(θ)

− sin(θ) cos(θ)

]
S

[
cos(θ) − sin(θ)

sin(θ) cos(θ)

]
. (10)

It follows that the rotation of the covariance matrix by angle θ
has a simple expression

C(θ) = U(θ)CU(θ)T (11)

with

U(θ)

=
1

2

⎡
⎢⎣ 1 + cos (2θ)

√
2 sin (2θ) 1− cos (2θ)

−√
2 sin (2θ) 2 cos (2θ)

√
2 sin (2θ)

1− cos (2θ) −√
2 sin (2θ) 1 + cos (2θ)

⎤
⎥⎦ . (12)

This transformation keeps all the properties of the covariance
matrix and the obtained matrix C(θ) is mathematically similar
to the original matrix C. The local orientation angle estimate is
found through the circular polarization algorithm as described
in [25] and [27]. It is a robust estimator with low noise levels
compared to the other algorithms presented. It corresponds to
the solution found in [26] for cross-polarization return mini-
mization, which is

tan 4θ̂ =
−4Re(〈(SHH − SVV)S

∗
HV〉)

4〈|SHV|2〉 − 〈|SHH − SVV|2〉

=
−2Re(T23)

T33 − T22
. (13)

The orientation angle alignment is applied to all the data in this
article, by applying a rotation of angle −θ̂ to each covariance
matrix.

C. Parameters Based on Eigenvector/Eigenvalue
Decompositions

1) H/A/α Decomposition: The second-order matrices are
Hermitian, which means that they share the same eigenvalues
λ1, λ2, λ3 ∈ R+3, noted in order of decreasing values without
loss of generality. The well-known entropy/anisotropy/αdecom-
position introduced by Cloude and Pottier in [19] relies on an
eigenvalue/eigenvector decomposition of the coherency matrix
T such that

H = −
3∑

i=1

Pi log(Pi) with Pi =
λi∑3

k=1 λk

ᾱ =

3∑
i=1

Piαi

A =
λ2 − λ3

λ2 + λ3
(14)

whereαi are obtained from the first element of each eigenvector.
2) Other Similarity Invariants: Other parameters of interest

can be obtained through the eigenvalues of the second-order
matrices. Here, Γ denotes a general second-order matrix since
the different representations are mathematically similar. Most
notably, the parameters of interest here and studied more in depth

in [28] are, respectively, the span, the determinant, and Frobenius
norm

Tr(Γ) = λ1 + λ2 + λ3

det(Γ) = λ1λ2λ3

||Γ||2F = λ2
1 + λ2

2 + λ2
3. (15)

Notably, the span corresponds to total received power and has
been particularly central in target detection: An extensive re-
view of these works is presented in [1], and some applications
examples in [3], [7], [29], and [30].

3) Degree of Polarization: The degree of polarization (DoP)
is another well-known and widely used polarimetric parameter,
which has proven its interest in applications such as oil-spill,
ship, or oil-rig detection at sea [31], as well as land cover
classification [32]. We recall its generalized expression given
by Barakat in [33]. For fully polarimetric data, the DoP is given
by

P3 =

(
1− 27

det(Γ)

Tr(Γ)3

)1/2

(16)

and for dual-polarization data

P2 =

(
1− 4

det(Γ2)

Tr(Γ2)2

)1/2

(17)

where Γ2 is the 2 × 2 covariance matrix (or similar repre-
sentations) obtained for a given dual-polarization choice. To
analyze the relative information contained in the different dual-
polarization modes, we denote k2 such that Γ2 = 〈k2k

∗T
2 〉 and

keep the following parameters:

PH for k2 = [SHH SHV]
T

PV for k2 = [SHV SVV]
T

PHV for k2 = [SHH SVV]
T . (18)

4) Nonmodel-Based Three Components Decomposition:
Dey et al. [32] propose a roll-invariant three-component decom-
position based on the use of the DoP. For fully polarimetric data,
the backbone of the decomposition relies on the definition of the
angle θfp such that

tan(θfp) =
P3 Tr(Γ)(T11 − T22 − T33)

T11(T22 + T33) + P2
3Tr(Γ)

2
. (19)

The decomposition’s double-bounce, single-bounce, and vol-
ume scattering power are obtained, respectively, as

Pdb,fp =
P3 Tr(Γ)

2
(1− sin(2θfp))

Ps,fp =
P3 Tr(Γ)

2
(1 + sin(2θfp))

Pv,fp = Tr(Γ)(1− P3). (20)

D. Polarimetric Decompositions

Model-based decompositions take a different approach that
is to model the return from known structures and to decompose
the received signal as a sum of these scattering elements. This
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TABLE I
SCATTERING MECHANISMS AND THEIR CORRESPONDING CANONICAL SCATTERERS

approach was first introduced by Huynen in [34] and later
developed further in several works. This part provides a short
overview and explanation of some of these decompositions, from
which some polarimetric parameters are extracted.

1) Scattering Degree of Preference: As an extension to the
decomposition proposed by Huynen in [34] and Li and Zhang
[35] identified nine scattering mechanisms, presented in Table I
to analyze the polarimetric response of a target. These nine
mechanisms can be used to analyze if there is a preferred scatter-
ing from vehicles and can serve as a basis to select an appropriate
scattering mechanism to identify in polarimetric target detectors
such as [10]. Both the direct use of the local average of the power
of the component 〈|Si|2〉 and the use of the scattering degree of
preference (SDOP) defined for every dichotomy in [35] as

SDOPi =
||Tqi||2F

q∗T
i TqiTr(T)

(21)

are investigated.
2) Coherent Decompositions: Coherent decompositions are

the polarimetric decompositions applied on the single-look com-
plex data contained in the scattering matrix S, which model
pointlike scatterers. Three such decompositions are described
and used here, namely the Pauli decomposition, the Corr decom-
position described in [36], and the Krogager decomposition [37].
The Pauli and Corr decompositions are used as the alternative
bases used to, respectively, form the coherency matrix T and
the covariance matrix in the circular polarization CRL. The
multilooked version of its parameters is, therefore, simply found
as the diagonal elements of these matrices.

The decomposition proposed by Krogager in [24], also known
as the sphere–diplane–helix (SDH) decomposition, decomposes
the scattering power into three components, which can be found
as follows [37]:

ks = |SRL|
kh = min(|SLL|, |SRR|)
kd = ||SRR| − |SLL||. (22)

3) Incoherent Decompositions: Incoherent decomposition
focuses on modeling scattering mechanisms under the covari-
ance matrix form, which is most suitable for distributed scat-
tering. Four incoherent decompositions are included in this
study and are shortly described. The methodology to derive
the scattering powers from these decompositions is not recalled
here but is well-explained in their respective publications. The

TABLE II
NOTATIONS FOR THE SCATTERING POWERS DERIVED FROM THE FOUR

INCOHERENT DECOMPOSITIONS PRESENTED

notations related to the scattering powers derived from these
decompositions are listed in Table II.

The Freeman and Durden three-component decomposition
introduced in [22] explains the scattering as the weighted sum
of volume, rough surface, and double-bounce scattering, each
obtained through mathematical modeling under the covariance
matrix form.

The four-component decomposition proposed by Yamaguchi
et al. in [23] is a direct improvement to the Freeman and Durden
decomposition, by adding the helix scattering as a fourth element
in the decomposition, and an improvement to the modeling of
volume scattering.

The decomposition proposed by Van Zyl in [38] is a bridge
between data-driven decompositions such as the entropy/alpha
and the model-based decompositions. It shows that under the
assumption of reflection symmetry, the scattering mechanisms
obtained with the matrix eigenvectors correspond to single-
bounce, double-bounce, and a mechanism analogous to volume
scattering.

Finally, the nonnegative eigenvalue decomposition (NNED),
introduced in [39], is a further refined approach to incoherent
decomposition, using together some modeling and the eigen-
value decomposition from [38]. For any volume scattering model
Cmodel, the decomposition aims to find the maximum volume
scattering power, which can be derived while keeping the rest of
the powers positive. Afterward, the Van Zyl decomposition [38]
can be applied to the remainder matrix, to find the double-bounce
and single-bounce scattering powers.

E. Other Polarimetric Parameters of Interest

Finally, this section presents additional useful polarimetric
parameters proposed in the literature, which are also interesting
in this target detection setting.
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1) Symmetry Parameter: The first parameter considered here
is the symmetry parameter, noted δe, and was proposed in [40]
as a way to identify scatterer orientations in a medium. The use
of this parameter was reported thereafter and in other works
such as [41] to compare and analyze the structure of different
types of natural covers. It was particularly relevant to distinguish
different types of forest canopies and sea ice types. Its expression
is given by

δe =
C22

C11(1− |C13|/
√
C11C33)

. (23)

The values δe are typically small for scatterers with a structure
that corresponds to vehicles and are higher for other types of
natural scattering. This is why the values of δ−1

e are reported in
this work.

2) Reflection Symmetry: Natural media, as opposed to man-
made structures and objects, is often reflection symmetric. In
the coherency matrix stemming from a reflection symmetric
scattering, T13, T23, and their complex conjugates are null [42].
These properties motivated several approaches such as [6], [43],
and [44] to investigate the use of |T23| to detect buildings
embedded in the natural background and ships at sea, with
convincing results. It corresponds to the helix power obtained
with the decomposition proposed by Yamaguchi et al. [23]
once the orientation angle alignment has been performed on the
matrices and is already included in the feature list under study.
|T13| is included in this work as well, as it does not highlight the
same scattering mechanics.

3) Complex Correlation Between the HH and VV Channels:
The complex correlation coefficient between the HH and VV
channels is denoted

ρHHVV =
C13√
C11C33

= |ρHHVV|ejϕ (24)

where ϕ is the correlation’s phase. The copolar phase difference
φc = φHH − φVV carries valuable information on the scattering.
To reduce speckle noise, the considered phase ϕ is extracted
directly from the correlation coefficient. This phase difference
has been used for oil-spill detection in works such as [31], [45],
[46], [47] and analysis of crop fields [48], and its distribution is
well known. The values of this phase difference are known to
be dependent on the conductivity and dielectric properties of the
material scattering the electromagnetic wave [49], which can be
useful for detecting metallic scatterers, such as in [50].

For target detection, the most interesting values of ϕ lay far
from 0, regardless of the sign. To make use of this property, the
following transformation is applied to the phase [31]:

Bϕ =
1− cos(ϕ)

2
. (25)

While less relevant for vehicle detection, the magnitudes
|ρHHVV|, 1− |ρHHVV|, and |C13| are included in the study to
assess their potential contribution to this topic. Finally, unlike
the copolar phase difference, the cross-polar phase differences,
between the HH and HV channels and the VV and HV channels
are distributed uniformly on natural covers [31] and, therefore,
are not included in this study.

TABLE III
SYSTEM PARAMETERS OF THE F-SAR INSTRUMENT, IN METERS

4) Complex Correlation Between the RR and LL Channels:
The complex correlation between the RR and LL channels is
denoted

ρRRLL =
CRRLL√

CRRRRCLLLL

. (26)

Its magnitude |ρRRLL| is well known for providing an excellent
contrast between man-made structures and natural background
and has been used for man-made structure and object detection
[6], [49], [51]. The magnitude |CRRLL| is also relevant for this
purpose and is included in the list of polarimetric parameters
studied. The phase of ρRRLL contains information pertaining to
the orientation of objects and structures compared to the radar
line of sight [25], [52] and corresponds to the orientation angle
correction performed in (13).

5) Polarization Maximization Synthesis: The polarization
maximization synthesis (PMS) is one of the first parameters
proposed to highlight man-made targets in natural background,
without a priori information about the background nor the target
for fully polarimetric data [53], [54]. Its expression is given by

PMS = Tr(C) +
√

(C11 − C33)2 + 2|C12 + C23|2. (27)

F. Special Note on Power Parameters

All the polarimetric parameters linked to the total received
power, that is the trace, determinant, Frobenius norm, PMS, the
power decomposition parameters, and the magnitudes |CHHVV|
and |CRRLL| were transformed in the logarithmic scale. This
step is taken to improve the variance standardization performed
for all parameters in the multivariate analysis.

III. DATA PRESENTATION

A. Acquisition and Vehicle Description

All the data presented were acquired with the airborne F-SAR
instrument from the German Aerospace Center (DLR), in X-, S-,
and L-bands. The resolutions for all wavelengths are presented in
Table III. The acquisitions were performed in June 2017 close to
Oksbøl, Denmark, by DLR for the Danish Ministry of Defense
Acquisitions and Logistics Organization. The weather was clear
all day during the acquisitions, with low wind speeds, and it had
not rained during the previous days. This study focuses on a
controlled area, in which several vehicles, ranging from cars to
armored personal carriers, were placed along a dirt road, and over
a short grass field. A total of 24 passes including this area were
performed, following 8 different tracks with different viewing
and depression angles. The vehicles were also moved to assume
other positions after the 13th flight. For each wavelength, a total
of 297 individual vehicles were manually cropped, using all the
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Fig. 1. Histograms of the cropped vehicle sizes, in number of pixels. (a) X-band. (b) S-band. (c) L-band.

TABLE IV
MINIMUM, MAXIMUM, AND AVERAGE SIZES OF THE CROPPED VEHICLES, IN

NUMBER OF PIXELS

available flights. This dataset, therefore, provides an interesting
diversity of scatterers, with different azimuth orientation angles,
and viewed under different depression angles. The vehicle sizes
in pixels differ between the wavelengths. The maximum, mini-
mum, and average sizes of the vehicles are indicated in Table IV,
and the distributions of vehicle sizes are shown in Fig. 1.

B. Natural Cover Selection

The different polarimetric parameters’ capabilities to differ-
entiate between vehicles and natural cover is assessed by com-
paring the values obtained on vehicles and five types of natural
cover, selected based on the available covers in the acquired
imagery.

1) The first type of natural cover is a coniferous forest. In all
wavelengths, the backscatter over this area is dominated
by volume scattering. The intensity of the return compared
to the rest of the image is higher at S- and L-bands than it is
at the X-band. Some more double-bounce is also visible in
S- and L-bands than in the X-band, as the wave penetrates
the vegetation layer and is reflected by the tree trunks more
often.

2) The second kind of cover selected is deciduous forest. The
trees in this area had leaves on during the acquisition, as
it was performed in June. The return over the deciduous
forested areas is different from the coniferous area in the
X-band. The intensity of the return is much higher, and sur-
face scattering plays an important role in the backscatter.
In S- and L-bands, this type of cover behaves similarly
as the coniferous forested areas on which the volume
scattering is predominant, with some double-bounce.

3) One of the selected natural covers selected is barren field,
over which the return intensity is low at all wavelengths,
and behaves as a rough surface scatterer.

4) A grass field with semitall grass. In the X-band, the
backscatter over this field is dominated by volume scat-
tering, with a rather high-intensity return. In both S- and

L-bands, the backscatter intensity from this area is low and
behaves similarly as the barren field.

5) Finally, the last selected natural cover is a type of water
meadow, with tall grass, reeds, and areas with shallow
water. This type of cover is dominated by strong intensity
double-bounce returns in X- and S-bands. In the L-band,
the backscatter intensity is a bit lower in this area but still
involves strong double-bounce returns. This area is chal-
lenging to differentiate from man-made vehicles, which
makes it particularly interesting to include in the natural
cover list.

The same natural areas were selected at each wavelength.
Furthermore, for each wavelength, four different passes were
used to select pixels over these natural covers, under two or-
thogonal flight directions for two different depression angles. As
we expect the return from natural areas to be mostly orientation
independent, this scene selection ensures that the data variation
from these scenes is already fully described. This is different
from the vehicle selection, which includes all vehicles from
all the available flight passes. To illustrate Fig. 2 shows the
intensities in the Pauli basis over the area in the X-band, in which
yellow rectangles highlight the areas used to extract pixels from
the natural cover types, with the corresponding names. Likewise,
Fig. 3 shows the same area in S- and L-bands, respectively, with
yellow rectangles showing the position of the natural covers.

IV. RESULTS FOR THE UNIVARIATE STUDY

A. Organization of Results

Such a large number of individual observed vehicles allows
for statistical study over the vehicles rather than over the number
of detected pixels for a handful of targets. This is a more robust
approach to the detection problem, which also takes into account
a great diversity of scenarios. The size of the dataset and the
large number of parameters selected in the study also make the
presentation of results more challenging. Target detectors do not
need to detect all pixels from a vehicle to detect the vehicles and
save the area as a region of interest. Rather, being able to detect
several pixels in a close vicinity is the key to target detection,
the number of pixels needed depends on the algorithms used to
process the detection information.

The capacity of individual parameters to highlight vehicles as
opposed to the selected natural covers is estimated by calculating
the percentage of vehicles, which would be detected with a 0.1%
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Fig. 2. X-band image of the area, in which the RGB channels correspond to 〈|SHH − SVV|2〉, 2〈|SHV|2〉, and 〈|SHH + SVV|2〉, respectively. Yellow rectangles
delineate background areas. The vehicles, which are the targets to be detected, are toward the top of the scene.

Fig. 3. Same area as in the previous figure is shown in S- and L-bands. The RGB channels correspond to 〈|SHH − SVV|2〉, 2〈|SHV|2〉, and 〈|SHH + SVV|2〉,
respectively, and yellow rectangles delineate the areas in which the background pixels were selected. (a) S-band. (b) L-band.

false alarm rate. The vehicle detection rule used is that at least 5%
of the vehicle pixels, with a minimum of 10 pixels, are detected.
For every polarimetric parameter included in the study, the 95th
percentile of the parameter’s distribution over each vehicle’s
pixels is chosen to represent the parameter’s high values over
the vehicle. It is then compared to the 99.9th percentile of the
same polarimetric parameter over each natural cover type. For
small vehicles containing less than 200 pixels, the detection rule
is slightly different and requires to compare the 10th highest
vehicle pixel value for the considered parameter to the natural
cover’s 99.9th percentile. This detection rule was chosen to scale
with the vehicle sizes, and the necessity to have a minimal num-
ber of detections in the same area to not rule them out as being
isolated false alarms in the filtering phase. The tables of results
present the percentage of vehicles detected with the selected
rule, for all polarimetric parameters and natural cover types.
Though the choice of these percentiles is somewhat arbitrary,
this presentation conveys the information concisely, and the
relative performance of the different polarimetric parameters is
still visible and interpretable. Two additional columns contain
the average and the minimal value obtained on the five natural
covers by the polarimetric parameters.

The results for X-, S-, and L-bands are presented, respectively,
in Tables V, VI, and VII. The “average” column gives the
average percentage of detected vehicles over all natural cover

types, and the “minimal value” column gives the minimum value
obtained on the five natural cover types. The latter is a measure
of the parameter’s lowest detection capabilities; over the natural
cover type, it gives the lowest contrast for vehicles. Two color
codes are used to highlight noteworthy values in the tables, in a
columnwise manner. In each column, all the parameters that give
a result not lower than 5% of the maximal value are highlighted
and represent the parameters giving the best results in each
situation. These values are highlighted in blue for individual
natural cover types and give an indication of the characteristics
of the scattering over the specific natural cover. The values are
highlighted in green following the same algorithm if they belong
to the last two columns and represent a summary of the capability
of each individual parameter to distinguish between vehicles and
natural covers in general. The color-coding difference reflects
the difference between natural cover-specific information in blue
and generalization capabilities in green.

B. Results

This part summarizes some key observations from the uni-
variate study but does not give exhaustive lists of the best
performing parameters, which are already highlighted in the
relevant tables. It is important to keep in mind that the spatial
resolution is also known to influence the observed scattering
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TABLE V
UNIVARIATE STUDY RESULTS FOR X-BAND DATA

properties [55], [56]; hence, the differences observed here cannot
only be explained by different wavelengths. Since this is a
forward description of experimental results, we still refer to
each wavelength separately by its name. Comparing the results
obtained at the three wavelengths shows a decreasing trend
in the overall detection capabilities of individual polarimetric
parameters, from the X-band to S- and L-bands. The highest
average percentage and minimal value over the five natural cover
types go from 89% and 80%, respectively, at the X-band, to 76%
and 56% at the S-band, and 61% and 38% at the L-band. This
does not necessarily indicate that the X-band is better suited for
target detection in general but rather that the relevant information

for target detection is more spread between several features in S-
and L-bands. In other words, a univariate approach appears less
fitted for target detection at the L-band as compared to the X-band
on this dataset. The features, which give the best generalized
results over all natural cover types, and should be chosen for
univariate approaches, are those giving the best average result
and the highest minimal value over the five natural covers, and
are, therefore, highlighted in green in these two columns.

The results for the X-band (see Table V) corroborate the
observations made for the different natural covers. The total
received power (span) over deciduous trees is high, and using
it to detect vehicles can lead to a high amount of false alarms
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TABLE VI
UNIVARIATE STUDY RESULTS FOR S-BAND DATA

over this type of cover. In particular, isolated deciduous trees, for
example in fields, could be difficult to tell apart from vehicles
due to similar size and shape. The span and Frobenius norm
are behaving very similarly and are among the best parameters
for the contrast they provide between vehicles and all natural
cover types with the exception of deciduous trees. Instead, the
best performing parameter to detect vehicles as opposed to
deciduous trees is |CRRLL|, which is giving excellent contrast
as well between vehicles and the other natural cover types,
with the exception of water meadows. The power received on
the HH channel 〈|SHH|2〉 gives the same type of results as
the latter. The double-bounce power obtained from some of

the model-based decompositions (T22, Pdb,VZ, Pdb,NNED) gives
similar results, most likely because the signal cannot penetrate
through the foliage at the X-band; hence, the double-bounce
return on deciduous forests is low. The PMS stands out as
offering some of the best contrast against all natural cover types,
and has the best average and minimal value performance, making
it the best individual polarimetric feature to use at the X-band.

At the S-band (see Table VI), the backscatter received from
the coniferous and deciduous trees is quite similar, and the same
parameters perform well to differentiate vehicles from these two
cover types, namelyP3 andPH . The backscatter emitted by trees
is more depolarized than the one emitted by the vehicles, and this
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TABLE VII
UNIVARIATE STUDY RESULTS FOR L-BAND DATA

is slightly more visible in the horizontal polarization than in the
vertical one, hence, the difference in results betweenPH andPV .
The correlation coefficient magnitude |ρRRLL| is also a good
choice to differentiate between forested covers and vehicles.
The received power from the grass and barren field targets is
low, therefore, making polarimetric parameters linked to the
span relevant to detect vehicles. The best performing parameters
are highlighted in the table. Finally, the span, Frobenius norm,
and P3 are the best parameters to highlight vehicles as opposed
to the water meadow. A structure appears in the results at the
S-band, with different parameters giving good results on

different types of natural covers, with no single parameter giving
the best result over all natural cover types. In general, the degrees
of polarizationP3,PH ,PV , seem to be able to highlight vehicles
against areas with vegetation, as they tend to be low on areas with
a high-volume scattering contribution. The total received power
Tr(Γ) and ||Γ||2F work very well with different types of small
crop fields or short grass areas, over which the total received
intensity is low since the electromagnetic wave is reflected away
from the radar antenna.

Finally, the results at the L-band (see Table VII) are similar
to those obtained at S-band. P3 and PH also give the best
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results for the coniferous and deciduous forest covers. Volume
scattering, unlike single-bounce or double-bounce scattering, is
depolarizing; thus, the DoP is usually higher on vehicles than
on forested areas. Five parameters stand out as they offer the
best contrast between vehicles and the three remaining natural
cover types, Pdp,fp, T22, CRRRR, CLLLL, and |CRRLL|. The first
four parameters correspond to the power explained by double-
bounce, dihedral scattering, and right-wound and left-wound
helix scattering, respectively, thus bringing information both
related to the total received power and the scattering mechanism.
The last parameter |CRRLL| is a bit more complex but also
brings information related to the scattering mechanism and to the
received power. These parameters manage to highlight vehicles
well against the barren field, grass field, and water meadow cover
due to the lower received intensities on these cover types than
on the vehicles, and the scattering characterization, which is
important for target detection at the L-band. The total received
power is no longer part of the most interesting parameters to use
on any natural cover, unlike at S- or X-bands. Furthermore, no
individual parameter gives both the best average and minimal
value over the five considered natural cover types; thus, no
particular parameter stands out as the best choice for target
detection using a single feature at the L-band. Three parameters,
SDOP5, SDOP6, and SDOP7, corresponding to the proximity
with, respectively, dihedral scattering, left-wound helix, and
right-wound helix scattering, give the best minimal performance
for all natural covers simultaneously. This shows that at the
L-band, characterizing the scattering mechanism is more im-
portant for target detection than the total received power. The
double-bounce, right-, and left-wound helix scattering mech-
anisms are particularly important and relevant to analyze. A
multivariate approach, making use of the different parameters
highlighted here, should improve the detection capabilities at
the L-band.

The structure of the results at S- and L-bands, for which
different parameters with low correlation provide the best con-
trast between targets to detect and different groups of natural
cover, is an indication that a multivariate approach, using these
parameters together, would lead to better results. Furthermore,
the total received power, often used for target detection in SAR
images, appears to not always be the best parameter to use.

The parameters extracted from the H−α decomposition,
seem to offer mediocre performance compared to some other
features included in the univariate study. This univariate study
highlights features that individually provide a stark contrast
between the vehicles and natural covers and, therefore, might
not be the best suited for natural cover classification and scene
imaging. The strength of polarimetric decompositions and, in
particular, the H–α decomposition is that their parameters
have an excellent synergy and provide important information
about polarimetric data when used together. Despite this, 1−H
behaves very similarly to the DoP P3 and was only slightly
outperformed by it in S–L bands and comes very close to being
highlighted in these tables. The averageα angle does not provide
a very good contrast between the vehicles and most natural
covers, as it requires to be used together with the entropy to
provide a good description of the scattering.

C. Summary

At the X-band, several polarimetric features stand out for tar-
get detection, namely Tr(Γ), ||Γ||2F , 〈|SHH|2〉,CLLLL, |CRRLL|,
and PMS. All of those parameters are correlated with the re-
ceived power, which is a central information for target detection
in a natural cover at the X-band.

At S- and L- bands, the full DoP P3, the dual polarization
DoPPH , and |ρRRLL| contain important information to tell apart
vehicles from areas with vegetation, and high-volume scattering
returns.

At S-band, ||Γ||2F , 〈|SHH|2〉, |ρRRLL|, |CRRLL|, and PMS
give individually the best contrast between the vehicles and all
the natural cover types under study.

At the L-band, the choice of polarimetric parameter to use
should depend on the natural covers present in the scene, as
a multivariate approach is needed to cover all situations. On
nonwooded areas, Pdb,fp, CLLLL, CRRRR, and |CRRLL| provide
the best measured contrast.

V. MULTIVARIATE DETECTION

The use of several polarimetric parameters simultaneously
enhances the detection capabilities, by making use of the relevant
information kept in different features together. However, as pre-
sented earlier, there are many different informative parameters
based on different approaches for target detection, often used
separately. The goal of this study is to find subsets of features
that used together maximize detection capabilities, for the three
studied wavelengths, and do not require the computations of all
the aforementioned parameters.

Target detection is akin to a binary classification where the
two considered classes are target and natural cover. RF is well-
known and established classifiers, already used in a number of
polarimetric SAR applications such as [57], [58], [59]. They are
a family of bootstrap aggregating (commonly called bagging)
classifiers, training a specified number of classification trees
on bootstrapped subsets of the data [60]. The classification
decision performed by the RF is done by a majority voting of
the individual trees. Each tree consists of a series of nodes that
split the input data into two sets by thresholding on a feature in
a way that minimizes the impurity of the two obtained sets. The
impurity measure can be the entropy or the Gini criterion. The
RF was trained on a pixel basis in the study, by aggregating
all vehicle pixels for the target class and random subsets of
the different natural covers to create the natural cover class.
In this framework, pixels are classified individually, using their
polarimetric parameters’ values. Furthermore, the classifiers
were trained on the polarimetric features after standardization
to mean 0 and standard deviation 1. Whenever the data were
split between train and test sets, the features’ mean and standard
deviation were estimated on the training data and applied to the
test data.

A. Feature Reduction

The purpose of feature reduction is to select the opti-
mal subsets of polarimetric parameters, which maximize the
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classification performance, for a specified number of features.
Several methodologies exist for feature reduction. The backward
and forward selections are the two sides of the sequential feature
selection. In the forward feature selection, the feature subset is
built from the ground up by iteratively adding the feature that
maximizes the model accuracy, whereas the backward selection
iteratively removes the feature without which the model keeps
the highest accuracy, such as in [61]. However, sequential feature
selection is computationally prohibitive as it requires cross-
validating and training the model a number of times equal to the
number of features left in the model at every step. An alternative
approach is the permutation feature importance, which rates
each individual feature’s importance by assessing the model
accuracy decrease observed when its values are randomly shuf-
fled. The decrease in model accuracy depends on the importance
of said parameter for the model [60]. This measure is used in
[57] for feature reduction for a multitemporal agricultural field
classification. For RF classifiers, the Gini importance, called the
impurity-based feature importance in the rest of this work to
avoid confusion with the impurity criterion choice, is another
way to rate features’ importance. It is obtained as the sum of all
impurities decreases obtained with the feature over all nodes of
all trees in the RF [62]. For RF models using random subsets of
parameters to train individual trees, this measure is normalized
by the number of trees trained on a subset containing this feature.

Both permutation- and impurity-based feature importance
measures are known to be biased for strongly correlated and
multicollinear features. Strongly correlated features are removed
by clustering features using Ward’s linkage [63]. Ward’s linkage
is a hierarchical feature clustering algorithm, grouping clus-
ters together to minimize within-cluster variance. The cluster
distance D = 0.3 was used at all three wavelengths to form
clusters, and one parameter was selected for each cluster. After
this correlated feature removal, for all three wavelengths, an
RF classifier was trained and used to rank the features both
according to their permutation and impurity-based importance.
The RF model used the entropy criterion, which yielded better
results than the Gini criterion in a fivefold cross-validation, and
750 trees. The high number of trees in the model was necessary
to ensure that the feature importance rankings were robust and
reproducible.

The two rankings provided by the Gini and permutation
importance assess how important a feature is to detect whether
a pixel belongs to a vehicle or to a natural cover. The most
important features, which appear first, are more crucial to the
model than the others to make this classification. The results
of this data-driven approach are a feature ranking, which can
be used to create optimal feature subsets for distinguishing
between vehicles and pixels natural cover pixels. The feature
ranking obtained with the impurity-based importance is given
in Table VIII, as it outperformed the ranking given by the
permutation importance.

B. Accuracy Measures

Three metrics were used to evaluate the classification perfor-
mance and the classifier’s ability to distinguish between vehicle

TABLE VIII
IMPURITY-BASED FEATURE RANKING, FOR ALL THREE WAVELENGTHS,

OBTAINED WITH RF CLASSIFIERS

and natural pixels. The first measured is the overall accuracy,
ranging from 0 to 1, and represents the ratio of correct classifi-
cations. The second metric is Cohen’s Kappa score, which is a
measure of categorical agreement on a classification, and takes
into account the probability that the agreement is due to chance

κ =
p0 − pe
1− pe

(28)

where p0 is the ratio of classifications on which the two anno-
tators agree and pe is expected agreement when both classifi-
cations are random [64]. The score ranges from 1 for perfect
agreement to −1 for complete chance agreement. This makes
the κ score a measure close yet more robust than the overall
accuracy. The third and last metric used is the F1 score defined
as

F1 = 2× precision × recall
precision + recall

. (29)

The precision and recall are defined, respectively, as

precision =
true positives

true positives + false positives

recall =
true positives

true positives + false negatives
(30)

where a vehicle pixel is considered a positive and a natural cover
pixel a negative. The F1 score is the harmonic mean between
precision and recall and ranges from 0 to 1. In this setting, the
recall is, therefore, the probability of detection on a pixel basis
while the precision corresponds to the ratio of correct detections
over all detections.

C. Optimal Feature Subsets and Classification Accuracy
Improvements

The optimal subsets containing k features are created using
the first k features from either the permutation or impurity-
based feature importance rankings. The classification accuracy
using RF classifiers on subsets containing k ∈ [1, 9] features is
measured using the three scores presented previously, using the
same methodology for all wavelengths. The dataset is randomly
split 3/4:1/4 into a train and test set. RF classifiers with 100
trees with the entropy criterion are trained on the same train set
using the first k ∈ [1, 9] features from both the permutation and
impurity-based rankings. The classification accuracy achieved
is then evaluated on the test set and the obtained accuracy
scores as a function of the number of features in the subset
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Fig. 4. Flowchart summarizing the data processing.

Fig. 5. Accuracy scores obtained on test data for RF models using the k ∈ [1, 9] most important features according to the permutation and impurity-based feature
importance. (a) X-band. (b) S-band. (c) L-band.

are plotted in Fig. 5. The feature ranking provided by the
impurity-based importance outperforms the one given by the
permutation importance for models using few features; hence,
only the impurity-based importance ranking is provided. The
graph scales are the same for all subimages in Fig. 5, for a
straightforward comparison of the classification and detection
capabilities with the different wavelengths. The nine first-ranked
features according to the impurity-based importance for all three
wavelengths are reported in Table VIII. Finally, a flowchart in
Fig. 4 summarizes the methodology applied at each wavelength
to obtain the feature rankings and accuracy scores for increasing
the size of feature subsets.

The classification accuracy at the X-band is high, even when
the feature subset contains only a few parameters. The overall
accuracy classification accuracy is 90% with only one feature
and improves to 94% with the addition of the second feature.
The addition of a second feature brings a clear improvement to
the classification accuracy, with a F1 score improving from 0.86
to 0.91, and the κ score going from 0.79 to 0.87. The addition
of other features to the subset brings marginal improvements to
the model, until the fifth feature.

In contrast, the classification accuracy for S- and L-bands
when using only one feature is much lower, as expected
from the univariate study results. For a subset containing two
features, the overall classification accuracy at the S-band is
91% and is slightly below 89% at the L-band. However,
the classification accuracy benefits more from the introduc-
tion of additional features in the subset. At the S-band, the

classification accuracy improves rapidly until the subset contains
three features and continues to improve slowly until the subset
contains six features, at which point the overall accuracy is 94%,
with an F1 score of 0.91 and a κ score of 0.86. At theL-band, the
classification accuracy progresses rapidly with the introduction
of additional features until the subset contains four features, and
smaller improvements are visible until seven features are used
together. With seven features at the L-band, the classification’s
overall accuracy is 94.5%, the F1 score is 0.92, and the κ score
is 0.88.

The classification accuracy increase at S- and L-bands with
the addition of features is such that it is comparable, though
still slightly lower, to what can be achieved in the X-band.
This supports the observation that a multivariate approach is
more important as the wavelength increases since the relevant
information for target detection is more distributed between
several polarimetric features than at the X-band. It is also worth
noticing that less features are required at the S-band than at the
L-band to obtain the same classification accuracy.

D. Feature Subsets Analysis

The features and their ordering given in Table VIII correspond
to the feature subsets of which the accuracies are plotted as solid
lines in Fig. 5. Furthermore, the most correlated features were
clustered together with Ward’s linkage before determining the
feature importance ranking with the impurity-based importance,
and one feature was kept per cluster. Features from the same
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TABLE IX
POLARIMETRIC FEATURES BELONGING TO THE SAME CLUSTERS AS THE HIGHEST RANKED FEATURES USING THE IMPURITY-BASED FEATURE RANKING

cluster are highly correlated and contain similar information.
Several features from Table VIII belong to such clusters and
can, therefore, be replaced by other features from their respective
clusters, which are listed in Table IX. The feature ordering in
this table follows a top-to-bottom reading order from Table VIII.
A “/” sign in the table indicates that the feature is clustered alone
and cannot be replaced, and an “x” sign indicates that the feature
is not listed for this wavelength as one of the most important
features in Table VIII. In the same way as for the univariate
study, the description of results refers to the different bands
individually. The influence of the different spatial resolutions
between the bands on these results is not assessed here but is
important to keep in mind.

At the X-band, the first two features, which are the most
important features, arePdb,fp and the total received power Tr(Γ).
Among others, Pdb,fp is clustered with T22 and |CRRLL|, which
might also be used as an alternative in the model. These two
components did appear complementary in the univariate study,
in which the total received power managed to highlight well
vehicles against all types of natural covers with the exception
of deciduous forest while Pdb,fp and variables correlated with
it managed to highlight vehicles well against this type of cover
while also giving one of the best average and minimal-value con-
trast on all the selected natural covers. The span is also clustered
together with the PMS, which was the best performing individual
parameter overall at the X-band. The following three features
bring small classification accuracy improvements, which means
that their specific ordering is less important.

At the S-band, the three most important features are |ρRRLL|,
and the power explained by volume scattering Pv,Yama and helix
scatteringPh,Yama in the decomposition proposed by Yamaguchi.
None of these three features are clustered with any other feature,
which means that they cannot be replaced with another feature
and makes the information they bring particularly valuable.
It is interesting to point out that at the S-band, |ρRRLL| was
part of the best individual features to use for vehicle detection,
for its generalization capacity against all the selected natural

cover types. The three next most important features at the
S-band, which bring additional classification improvements are
the anisotropy A, the closeness to dihedral scattering SDOP5,
and the DoP PV . Out of these features, only SDOP5 is close and
clustered together with another feature, which is the closeness
with left-wound helix scattering SDOP6. Interestingly, the total
received power, and the most correlated features with it like the
PMS and the Frobenius norm ||Γ||2F are not part of the optimal
feature subsets at the S-band, despite being highlighted as some
of the best individual features in the univariate study. It means
that the received power information is already brought in the
subset by the powers from the Yamaguchi decomposition, which
are the only features somewhat correlated with the span.

Finally, at the L-band, the model accuracy improves quickly
until the subset contains four features, which makes their order-
ing particularly important. The subset’s most important feature
is |ρRRLL|, just like at the S-band, and is not clustered with
any other polarimetric parameter. The second feature in the
subset is SDOP5, which represents how close the scattering is
to dihedral scattering. This parameter is clustered together with
SDOP6, which is the closeness of the scattering with a pure
left-wound helix scattering. The third most important feature is
the determinant Det(Γ), which is not clustered together with the
total received power, but with the group described in Table IX
containing among others some double-bounce powers like T22

and |CRRLL|. The fourth most important feature is, just like
at the S-band, the anisotropy A, which is not clustered with
any other feature. This list shows that at the L-band, the nature
of the scattering itself is more important to detect vehicles
than only relying upon the total received power. The next
three features, which bring small classification improvements
are the total received power Tr(Γ), the scattering closeness
to the right-wound helix SDOP7, and the helix power from
the Yamaguchi decomposition. Helix scattering plays a major
role in target detection at the L-band, as can be seen with the
importance of |ρRRLL|, the determinant that is closely linked
to |CRRLL|, the presence of the SDOP features for both helix
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directions, and the helix power from the decomposition proposed
by Yamaguchi.

Interestingly, the DoPs P3 and PH , highlighted in the uni-
variate study as being able to differentiate between forested
areas and vehicles very well at S- and L-bands, were not part of
the optimal feature subsets derived. Instead, the subsets contain
the feature |ρRRLL|, which was also able to highlight vehicles
against forested areas well, and generalized better to other
natural cover types. The information brought by this feature
is particularly valuable for target detection, as it appears in the
subsets of interest for all wavelengths, and cannot be replaced by
another polarimetric parameter, as it is alone in its cluster group.
Similarly, the power explained by helix scattering Ph,Yama also
belongs to the polarimetric subsets at all wavelengths and cannot
be replaced either by a closely related parameter. This is also true
for the anisotropy A, which is an important parameter at S- and
L-bands, and is not highly correlated with any other feature,
which also makes it particularly valuable.

The total received power while particularly important for
target detection at the X-band becomes less relevant at S- and
L-bands, for which the nature of the scattering brings more
information for target detection. It is, however, still part of the
subsets either directly at X- and L-bands, or indirectly at the
S-band through the two power parameters from the decomposi-
tion proposed by Yamaguchi. A shift happens in the information
brought by the determinant Det(Γ) as the wavelength increases.
It is first highly correlated to the span at X- and S-bands and
belongs to the same cluster group. At the L-band, the determinant
is instead clustered with some double-bounce powers (Pdb,fp,
T22, Pdb,VZ), as well as CRRRR, CLLLL, and |CRRLL|.

E. Summary

The multivariate study confirmed that 1) for all considered
wavelengths, the use of several complementary polarimetric
features improved the detection accuracy, and 2) that the im-
provement observed was more important for the L-band than
for the S-band, and likewise more important for the S-band than
the X-band. The optimal subsets found are shown in Table VIII.
Once again, at the X-band, the most important parameters are
linked to the total received power and double-bounce scattering.
At S- and L-bands, the parameters characterizing the helicity and
the nature of the scattering mechanism were very important for
target detection.

VI. CONCLUSION

We presented a review of polarimetric decompositions and
features regularly used in polarimetric SAR applications, with a
strong emphasis on multilooked features for speckle reduction.
All the polarimetric features are evaluated after orientation angle
correction on the covariance matrices, and the different features
presented are linked to the physical properties of scatterers. A
large high-resolution dataset, containing in total 297 individual
vehicles with different orientations compared to the radar line
of sight, seen under different depression angles, and acquired in
X-, S-, and L-bands is used as a basis to evaluate the features’
capabilities for vehicle detection. The results presented can be

used to improve vehicle detection in nonurban areas, by selecting
the most relevant polarimetric features subsets. However, one
must be aware that this study focused only on a few types of
natural covers and that polarimetric scattering can change with
different atmospheric effects (after rainy days, or under windy
conditions for example). Furthermore, the spatial resolution of
the radar can also influence some of these results, which means
that all the differences observed between the wavelengths cannot
only be explained by the wavelength difference.

The first objective of the study was to provide a quantitative
assessment of the detection capabilities of the individual fea-
tures, over the three wavelengths. The goal of this approach was
to find the features with high values on the vehicles compared to
different types of natural clutter and can be used to distinguish
one from the other. Another key observation was that using a
single feature, the best average detection capabilities have a
downward tendency from X- to L-bands. At S- and L-bands,
a structure is visible in the table of results, where different
features give the best contrast between the vehicles and different
natural cover types. The span, often used for target detection
in univariate approaches, is not always the only or the best
parameter to use for target detection against natural covers.

The study’s second objective was to find subsets of polarimet-
ric features, which used together give the best detection perfor-
mance. The optimal subsets for target detection were determined
and given for each wavelength using RF classifiers and using the
impurity-based feature ranking, which is a data-driven approach.
This study confirmed that a multivariate approach is more and
more important as the wavelength increases. Comparable de-
tection performance can be obtained at all wavelengths, using
more features in the subset from X- to L-bands. Nevertheless,
the multivariate approach improved detection results, even at the
X-band, for which a large improvement was found by using two
features together.

Future work on this topic could include a comparative study
for target detection using the subsets obtained in this study and
more traditional approaches, in which the feature subset is ob-
tained using the parameters from a polarimetric decomposition.
An alternative approach to single-look complex data focusing on
the coherent decompositions presented could also be considered.
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