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Abstract—Digital elevation model (DEM) generated by bistatic
synthetic aperture radar interferometry (InSAR) usually has sys-
tematic plane and elevation errors. However, the DEM adjustment
method based on the function model can only correct systematic
elevation error, affecting the plane accuracy of DEM mosaic prod-
ucts. Given this issue, this article proposes a 3-D InSAR-DEM
block adjustment method based on general models with a separate
adjustment strategy, that is, first correct vertical error using the
adjustment method based on the function model and then correct
horizontal error using the method based on rational function model
after compensating for elevation errors. In order to extract the
tie points (TPs) and ground control points (GCPs) used in adjust-
ment, we propose a normalized correlation coefficient matching
method based on complex slope maps (NCC-CSM). We conduct
experiments using 29 TanDEM-X coregistered single look slant
range complex data. The accuracies of adjustment results are ver-
ified using ICESat-2 ATL08 data and selected GCPs, respectively.
The adjustment experiments show that the elevation accuracy of
InSAR-DEM is improved from 1.70 to 1.35 m, the absolute and
relative plane accuracies are improved by 5.58 and 11.53 m, respec-
tively, and the horizontal and vertical geometric discontinuity in the
overlapping area disappear. The matching experiments of TPs and
GCPs show that the proposed NCC-CSM method is superior to the
traditional NCC method based on DEM (NCC-DEM), especially in
flat areas.

Index Terms—Complex slope map (CSM), digital elevation
model (DEM) matching, horizontal and vertical errors, synthetic
aperture radar interferometry (InSAR)-DEM block adjustment.

I. INTRODUCTION

B ISTATIC synthetic aperture radar interferometry (InSAR)
technology [1], [2] uses the interferometric phase gen-

erated by two complex images with parallax to retrieve the
ground elevation. It can avoid the influence of atmospheric
delay and surface deformation and is one of the leading
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technologies for producing digital elevation model (DEMs).
TanDEM-X/TerraSAR-X satellite [3], [4] developed by German
Aerospace is a representative of spaceborne bistatic InSAR
systems.

Due to the uncertainty of satellite orbit, space baseline, and
slant range, the DEM generated by InSAR inevitably has sys-
tematic errors, including vertical and horizontal errors. The
vertical error is mainly caused by the parallel baseline er-
ror [5], which is expressed as the tilt of the elevation surface
along with the ground distance [6], [7]. The horizontal error is
caused by the errors of geolocation parameters [8], including
satellite orbit, slant range, imaging time, and elevations of
objects.

Accurate positioning accuracy is an essential prerequisite for
DEM application. The block adjustment method can correct the
systematic errors of InSAR-DEM and improve the relative and
absolute accuracies. According to the error model, the existing
InSAR-DEM adjustment methods can be divided into two cate-
gories: 1) the methods based on the rigorous [9], [10], [11] and 2)
general model [6], [7], [12]. The former refers to the adjustment
method based on the “Range–Doppler-phase” model [10]. Its
core idea is to correct the geometric parameters of the InSAR
system, including baseline length and inclination, so it can
also be called a parameter-level adjustment method. Currently,
this method is often used in the joint calibration of airborne
InSAR systems [13]. The latter refers to the DEM adjustment
method based on the function model [6]. By analyzing the cause
mechanism, this method models the systematic height error of
interferometric DEMs as a polynomial relationship about image
coordinates and solves the adjustment parameters through tie
point (TP) chips [14] and height control points (HCPs) [15].
Because of the simplicity of polynomials, after adjustment, the
function model can directly be used to compensate for DEM
elevation error. It has been applied in the mosaicking and cali-
bration processor [16] of TanDEM-X, so it can also be called the
product-level adjustment method. However, the existing adjust-
ment methods still have some problems. First, after parameter-
level adjustment, it is necessary to use the corrected system
parameters to regenerate DEM. This step is time-consuming and
unsuitable for the batch DEM production process of the space-
borne bistatic InSAR system. Second, the product-level adjust-
ment method does not integrate the vertical and horizontal error,
which is not conducive to the seamless DEM [17] production.
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The errors of geolocation-related parameters, such as slant
range and imaging time, can affect the horizontal accuracy of
geocoded DEM [18]. Generally speaking, there is still a lack of
a general model-based 3-D adjustment method for Spaceborne
InSAR-DEM.

From the perspective of processing flow, block adjustment
technology consists of two steps: 1) control data extraction and
2) adjustment model construction. The control data can con-
strain remote sensing products’ absolute and relative accuracies.
Ground control points (GCPs) and TPs are their most widely
used forms. For large-scale area adjustment technology, image
matching is crucial for acquiring TPs and GCPs. The existing
DEM matching methods can be roughly divided into two cat-
egories. One is the matching method based on the minimum
height difference, i.e., Least Z-difference (LZD) [19], [20]. LZD
method models the offset between DEMs as seven parameters,
including 3-D rotation, translation, and elevation scaling, and
uses mean square elevation difference as a loss function to solve
these parameters iteratively. The other is the method based on
digital image processing (DIP), such as the mutual information
(MI) [21] and the normalized cross-correlation (NCC) method
using DEMs (NCC-DEM) [22]. The two methods take the
DEM mutual information and cross-correlation coefficient as
the measurement function, respectively, and find the peak value
of the measurement function to determine the offset of DEMs.
However, the existing methods still have three problems. First,
the calculation is complex. For example, the MI method needs to
calculate the joint histogram between two images. Second, the
matching effectiveness becomes worse in areas where the topo-
graphic relief is not apparent, such as the NCC-DEM method.
Third, these matching methods does not set up a reliability
measurement criterion to eliminate mismatched points, which is
a necessary step in InSAR-DEM block adjustment. Therefore,
it is necessary to develop an effective DEM matching method
for InSAR-DEM block adjustment.

In summary, it is necessary to develop a 3-D adjustment
method and a DEM matching method to extract control data for
InSAR-DEM adjustment. In response to the above problems,
this article makes the following innovations. First, we propose
a 3-D InSAR-DEM block adjustment method based on general
models with a separate adjustment strategy. The core idea of this
method is to carry out elevation adjustment first using the method
based on the function model and then execute plane adjustment
using the method based on rational function model (RFM) after
correcting the systematic height errors. Second, we develop a
matching method based on complex slope maps (CSMs), which
contain the slope and aspect of DEMs, to extract the TPs and
GCPs used in adjustment. The method realizes DEM matching
by calculating CSM’s normalized correlation coefficient maps.
Third, we develop the corresponding screening criteria accord-
ing to the characteristics of correlation coefficient maps to select
TPs and GCPs. We use 29 TanDEM-X Coregistered single-look
slant–range complex (CoSSC) data covering Henan province,
China, to verify the proposed method. The adjustment results
show that the absolute and relative elevation accuracies of DEM
have been improved by 0.35 and 1.19 m, respectively. The ab-
solute and relative plane accuracies have been improved by 5.58

Fig. 1. Plane error caused by elevation error. R, h, and θ are the slant range,
elevation, and incidence angle of a target, respectively. Δh is the height error,
and Δx is the geolocation error caused by Δh.

and 11.53 m, respectively. The geometric discontinuity between
different scenes has disappeared. Matching experiments show
that the performance of the proposed normalized correlation
coefficient matching method based on the complex slope maps
(NCC-CSM) method is better than the traditional NCC-DEM
method, especially in flat areas.

II. ADJUSTMENT STRATEGY AND MODEL

In this section, we introduce the strategy, model, and process
of the proposed InSAR-DEM adjustment method, where the
separate adjustment strategy is named as “first elevation and then
plane,” and the adjustment model is based on general models,
including the function and RFM model.

A. Adjustment Strategy

The core idea of the “first elevation and then plane” adjustment
strategy proposed in this article is to correct the vertical errors of
InSAR-DEM and then correct their horizontal errors. The adjust-
ment strategy is proposed primarily for the following reasons.
First, the generation mechanism of elevation and plane errors of
InSAR-DEM are different. The elevation error is mainly caused
by parallel baseline error, while the plane error is affected by
other geometric parameters, such as slant range. Second, due
to the side-view imaging characteristics of SAR systems, the
elevation error will affect the plane accuracy of DEMs, the
mechanism of which is shown in Fig. 1. The plane error Δx
caused by elevation error Δh can be expressed as

Δx =
Δh

tan θ
. (1)

Therefore, carrying out the elevation adjustment first can avoid
the impact of elevation error on the plane geolocation accuracy.
Third, globally distributed control data have different charac-
teristics. Laser altimetry data of Ice, Cloud, and land Elevation
Satellite (ICESat) is often used as elevation control data, and
can provide height control points better than 1.5 m. However,
it does not have visual image information, so it cannot be used
as horizontal control data. In contrast, the global public DEM is
also commonly used as the control data in adjustment. Although
it has visual image information, its elevation accuracy is usually
inferior to InSAR-DEMs. Therefore, the separate correction of
elevation and plane can give full play to the respective advan-
tages of global control data.
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Fig. 2. Adjustment flow chart of proposed method. The adjustment process consists of three parts: height adjustment, elevation correction, and plane adjustment.
The red box indicates the adjustment input data, including TP chips, HCPs, TPs, and GCPs. The orange box represents extraction methods of TPs and GCPs
proposed in this article.

The proposed adjustment strategy includes two steps: 1) ele-
vation adjustment and 2) plane adjustment, which are connected
through systematic elevation error correction. The specific pro-
cess are are as follows.

1) Select TP chips and HCPs. Here, the TP chips refer to
the grids in the InSAR-DEM overlapping area, and the
HCPs are from ICESat global land surface altimetry data
(GLAH14). In Section III, we will introduce the extraction
and selection method of TP chips and HCPs.

2) TP chips and HCPs are used for elevation adjustment to
solve the compensation parameters of DEM data.

3) Compensation for systematic elevation error of InSAR-
DEMs.

4) Use the compensated DEM to match the TPs and GCPs.
After steps 1)–3), the systematic elevation error of InSAR-
DEM disappears. Therefore, compared with the original
InSAR-DEM, the TPs and GCPs matched by the compen-
sated DEM have higher elevation accuracy. In addition,
the TPs and GCPs here are obtained using the NCC-CSM
matching method proposed in this article, which is intro-
duced in Section III.

5) Use TPs and GCPs for plane adjustment.
Fig. 2 is the flow chart of this strategy, where the green

and blue boxes represent the elevation and plane adjustment,
respectively. These two parts are connected through the elevation
error compensation step.

B. Adjustment Model

As shown in Fig. 2, the overall 3-D adjustment process
includes plane adjustment and elevation adjustment. Here, the
DEM adjustment method based on the function model is used
for elevation adjustment, and the method based on RFM is used
for plane adjustment. Both use the polynomial model to express
systematic errors of InSAR-DEMs.

1) Elevation Adjustment: Since the instrument calibration
cannot reduce all errors, systematic height error is still caused by
baseline uncertainty, instrument drifts, and other factors in the
generated DEM. Compared with the other factors, the parallel
baseline error has a more significant impact on the generated

DEM, the mechanism of which is shown as

hsys =
R sin θ

B⊥
B‖err (2)

where B‖err is the paralell baseline error, B⊥ is perpendicular
baseline, θ is the incidence angle, and R is the slant range. Jaime
Hueso González et al. [6] expressed the systematic elevation
error as a polynomial relationship about image coordinates
(X,Y ),

g(X,Y ) = c0 + c1X + c2Y (3)

where c0 is the height offset, c1 and c2 are the tilts in ground
distance and azimuth, respectively. When the data length is long,
for example, greater than 2000 km, we can consider using higher
order polynomials to model the systematic elevation error [6],
[12]. The observation equations of TP chips and HCPs can be
listed according to (3){

lt = [ht
I + gI(x

t
I , y

t
I)]− [ht

J + gJ(x
t
J , y

t
J )]

lp = hp
I + gI(x

p
I , y

p
I )− hp

HCP
(4)

where t and p are the indexes of TPs and GCPs, I and J
are the indexes of DEM data, h is the height extracted from
the generated InSAR-DEM, and hHCP is the height of HCPs.
Equation (4) can be further sorted as follows:

lt = [ht
I + gI(x

t
I , y

t
I)]− [ht

J + gJ(x
t
J , y

t
J )]

= gI(x
t
I , y

t
I)− gJ(x

t
J , y

t
J )− (ht

J − ht
I)

= gI(x
t
I , y

t
I)− gJ(x

t
J , y

t
J )−Δht (5)

lp = hp
I + gI(x

p
I , y

p
I )− hp

HCP

= gI(x
p
I , y

p
I )− (hp

HCP − hp
I)

= gI(x
p
I , y

p
I )−Δhp. (6)

Then they can be sorted into the form of matrixes{
LT = ATx−ΔHT

LP = APx−ΔHP
(7)

where L and H are the vectors of l and h, respectively. A is the
design matrix. x = (c0,1, c1,1, c2,1, . . . , c0,N , c1,N , c2,N ) is the
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vector of height adjustment parameters. According to (7), we
define the loss function as follows:

Lh = ‖ATx−ΔHT ‖22 + ‖APx−ΔHP ‖22. (8)

Then the least-square (LS) solution of (8) is

x = (AT
TAT +AT

PAP )
−1(AT

TΔHT +AT
PΔHP ). (9)

2) Plane Adjustment: The RFM [23], [24] is a high-precision
fitting of the rigorous geolocation model of SAR sensors, which
expresses the normalized pixel coordinates of the SAR image as
the ratios of cubic polynomials about normalized geographical
coordinates, as follows:{

x =
P3,1(B,L,H)
P3,2(B,L,H)

y =
P3,3(B,L,H)
P3,4(B,L,H)

(10)

where (x, y) is the normalized coordinate of image coordinate
(X,Y ), and (B,L,H) is normalized coordinate of geographical
coordinate (latitude, longitude, height). P3,i(i = 1, 2, 3, 4) is
a cubic polynomial about (B,L,H). The adjustment method
based on the RFM models [25] the systematic horizontal error
as a polynomial relationship about image coordinates (X,Y ),
as follows: {

ΔX = a0 + a1X + a2Y
ΔY = b0 + b1X + b2Y

(11)

where (ΔX,ΔY ) is the parametric error model. a0 and b0 are
translation parameters. a1, b1, a2, and b2 are linear parame-
ters. When modeling systematic horizontal errors, we can also
use higher order polynomials, such as affine transformation
models [25]. In comparison, the linear model (11) is more
widely used in adjustment. The adjustment model based on RFM
has been widely used in block adjustment of remote sensing
imagery [26], [27]. The adjustment model (11) is solved by
inputting GCPs and TPs, which are used to correct the absolute
and relative systematic plane error, respectively. For TPs and
GCPs, we can list two sets of equations about range and azimuth,
as follows:⎧⎨

⎩
Xt

I = RFMx,I(Bt, Lt, Ht) + ΔXt
I

Xt
J = RFMx,J(Bt, Lt, Ht) + ΔXt

J

Xp
I = RFMx,I(Bp, Lp, Hp) + ΔXp

I

(12)

⎧⎨
⎩
Y t
I = RFMy,I(Bt, Lt, Ht) + ΔY t

I

Y t
J = RFMy,J(Bt, Lt, Ht) + ΔY t

J

Y p
I = RFMy,I(Bp, Lp, Hp) + ΔY p

I

(13)

where t and p are the indexes of TPs and GCPs, respectively.
I and J are the indexes of InSAR data. (X,Y ) is the pixel
coordinate of TPs or GCPs obtained by data matching. Then,
we can obtain the corresponding error equations. For TPs,

f t
x = [RFMx,I(Bt, Lt, Ht) + ΔXt

I −Xt
I ]

− [RFMx,J(Bt, Lt, Ht) + ΔXt
J −Xt

J ]

= ΔXt
I −ΔXt

J − [RFMx,J(Bt, Lt, Ht)

− RFMx,I(Bt, Lt, Ht) +Xt
I −Xt

J ]

= ΔXt
I −ΔXt

J −ΔXt. (14)

For GCPs,

fp
x = ΔXp

I − [Xp
I − RFMx,I(Bp, Lp, Hp)]

= ΔXp
I −ΔXp. (15)

Equation (14) and (15) can be sorted into the form of matrixes
as follows: {

FX,T = BTy −ΔXT

FX,P = BPy −ΔXP
(16)

where y = (a0,1, a1,1, a2,1, . . . , a0,N , a1,N , a2,N ) is the vector
of plane adjustment parameters about pixel coordinate X . Ac-
cording to (16), we define the loss function as

L = ‖BTx−ΔXT ‖22 + ‖BPx−ΔXP ‖22. (17)

Then the LS solution is

y = (BT
TBT +BT

PBP )
−1(BT

TΔXT +BT
PΔXP ). (18)

Following the process from (12) to (18), we can get the solution
of (b0,1, b1,1, b2,1, . . . , b0,N , b1,N , b2,N ).

III. INPUT DATA OF THREE-DIMENSIONAL ADJUSTMENT

In addition to strategy and model, the input data are another
critical point for InSAR-DEMs. As shown in Fig. 2, the input
data in the adjustment process are TPs chips, HCPs, TPs, and
GCPs. In adjustment, TPs or TP chips correspond to the same
ground object in different DEMs, and they are used to constrain
the relative plane and elevation accuracy of InSAR-DEMs,
respectively. GCPs and HCPs are used as external reference
data to improve the absolute plane and elevation accuracy. This
article proposes the NCC-CSM to extract TPs and GCPs. In this
section, we first review the extraction and selection methods of
TP chips and HCPs and then introduce the proposed extraction
and selection methods of TPs and GCPs.

A. Extraction and Selection of TP Chips

Interferometric DEM is usually contaminated by Gaussian
white noise, and elevation points close to the boundary may even
be affected by colored noise [12]. To ensure the relative accuracy
and reliability of TPs, Huber et al. [14] put forward the concept
of TP chips, the core idea of which is to calculate the median
elevation in the overlapping area as the observation values to
avoid the influence of outliers, and have developed a process
for extracting TP chips. First, eliminate invalid pixels, such as
shadow, water, and low-coherence areas. Second, set a series of
grids called TP chips along the longitude and latitude direction in
the overlapping area. There are two typical sizes of the grids, 500
and 1000 m, where the latter are widely used. Finally, assign the
median height value to a TP chip after calculating the histogram
of valid pixels in each grid. The geographic coordinate of the TP
chip is that of the center point in the grid. The elevations of TP
chips depend on the elevation histograms in grids. Therefore,
when TP chips are located in an area with sizeable topographic
relief, the inaccurate horizontal location may cause a significant
change in the elevation histogram, thus affecting the elevation
accuracy of TP chips.
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B. Selection of HCPs

ICESat data provides globally distributed accurate eleva-
tion measured points and has been used as an absolute height
reference, HCPs, for InSAR-generated DEMs [7], [12]. After
adjustment, the vertical positions of DEMs will approach HCPs.
However, some survey points will be affected by clouds and
vegetation so that the data cannot reflect the actual ground
elevation. Therefore, González et al. [15] have put forward
extreme and basic selection criteria to select reliable HCPs used
in DEM adjustment. First, eliminate the outliers compared with
external DEM. Then, screen the data points with one peak of
reflected signal and time-bandwidth of fewer than 3.2 ns (ex-
treme selection criteria) or 8.0 ns (basic selection criteria) [15]
to ensure a relatively concentrated energy distribution as much
as possible. Finally, average all DEM pixels in the footprint of
the ICESat point using 2-D Gaussian weight. It should be noted
that the elevation datums of ICESat and InSAR-DEM are the
geoid and the ellipsoidal surface, respectively. Therefore, it is
necessary to use the parameter d _ gdHt the geoid height above
the reference ellipsoid, provided by ICESat officials to convert
the elevation datum of measurement points.

C. Extraction and Selection of TPs

The TPs are the pixel point corresponding to the same object
in the two scene data. Matching TPs usually include three
processing steps. First, unify the coordinate system to reduce the
influence of distortion on data matching. Second, match data.
Third, eliminate the unreliable matching results. This section
puts forward innovative methods for the latter two aspects.

1) Matching Method: As mentioned above, the existing
DEM matching methods have problems with computation and
mismatch. And we hope to apply the NCC method, commonly
used in InSAR data processing, to TPs matching. In this section,
we first propose the concept of the CSM and then design an NCC
matching method based on the CSM (NCC-CSM).

In the spatial domain, the terrain usually does not change sud-
denly, so the texture features of DEM are far inferior to remote
sensing images, such as SAR and optical imagery. Therefore,
we consider using a gradient operator, such as Sobel operator,
to filter the DEMs before matching, which is usually called the
image enhancement method in DIP. After filtering, there will be
two gradient maps in the range and azimuth directions, and it is
necessary to consider an appropriate scheme to combine them.
One strategy is to solve the slope map directly, as follows:

s = tan−1
√

h2
x + h2

y (19)

where s is the slope of DEMs, hx and hy are gradients in the
range and azimuth direction, respectively. However, the slope
map obtained by (19) no longer contains gradient information
in two directions, which reduces the number of features to be
matched. Given this, we expect to use the idea of the complex
function to integrate the two gradient maps. In interferometric
DEMs, the elevation h can be regarded as a function of the
complex variable z = x+ iy, where (x, y) is the plane coor-
dinate of DEMs and i =

√−1 is imaginary unit. According to

the Cauchy–Riemann equation, the differential of the complex
function h to z can be expressed as

hz = hx − ihy. (20)

The above formula has unified the gradient maps hx and hy by
the complex function theory. We define hz as a CSM and have
proved in Appendix A that the slope and aspect of terrain are
unified in (20).

After generating the CSM of DEM, we use the NCC
method [22] for matching. The core idea of NCC method is to
solve the sliding correlation coefficient of two complex images,
and the peak position of the normalized correlation coefficient
map is their 2-D offset. This method has been widely used
in InSAR and DInSAR technologies [28], [29]. Equation (21)
shows the principle of solving the NCC map of two complex
images. S1 and S2 are the CSMs. C and R are cross-correlation
and autocorrelation operation, respectively,

ρ(u, v) =
| Cs1,s2(u, v) |√

Rs1Rs2

. (21)

2) Selection Criteria: Compared with the NCC-DEM
method [22], [30], the normalized correlation coefficient ob-
tained by the CSM is lower, mainly due to the following two
reasons. First, calculating gradient is the process of image
enhancement, which enlarges the difference between pixels.
Second, the CSM contains more terrain information, as the proof
in Appendix A, which increases the difference between matched
image pairs. Therefore, only using the correlation coefficient to
screen GCPs is unsuitable for the proposed NCC-CSM method.
Given this issue, we propose a screening criterion based on the
peak-side-lobe ratio (PSLR). The meaning of PSLR is the ratio
of the maximum values of the primary and secondary peaks of
NCC maps, as follows:

PSLR =
ρp
ρs

(22)

where ρp and ρs are the correlation coefficients of the primary
and secondary peaks, respectively. Therefore, a greater PSLR
means a more significant correlation between the image pairs
corresponding to the peak than other matching results, and thus,
the higher matching reliability. The critical step to calculating
PSRL is determining the bandwidth of the prominent peak. In
this article, we expect to use a 2-D Gaussian function, as follows,
to fit the prominent peak and then determine the bandwidth
through the parameters of the fitted Gaussian surface

g(x, y) = k · e
(
− (x−x0)2

σ2
x

− (y−y0)2

σ2
y

− (x−x0)(y−y0)

σ2
xy

)
. (23)

Besides the similarity between the Gaussian surface and NCC
peak shape, there are two reasons for choosing the Gaussian
surface to fit the prominent peak. First, the Gaussian surface
gives the bandwidth of peaks, i.e., σx and σy. Second, least-
square method (LSM) can be directly used to solve parameters
(k, σx, σy, σxy, x0, y0) in (23) after a simple transformation.
Appendix B describes the methods of Gaussian surface fitting,
after which we can eliminate the pixels within the main peak
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Fig. 3. Operator expansion caused by different resolutions. The red and blue
circles indicate the pixels of the external and interferometric DEMs, respectively.
Pixels of external DEMs are sparse due to the low resolution.

bandwidth through the logic calculation to calculate the maxi-
mum value of other pixels, then get the PSLR using (22).

D. Extraction and Selection of GCPs

GCPs are the reference of the absolute plane accuracy of
InSAR-generated DEMs. After adjustment, the horizontal posi-
tions of DEMs will approach GCPs. Like the matching method
of TPs, this article attempts to match the GCPs from the external
DEM using the proposed NCC-CSM method. It should be
noted that the resolutions of external public DEMs are usually
lower than that of interferometric DEMs. For example, the
resolutions of SRTM DEM and AW3D30 DEM currently are
about 30 m [17], [31]. Therefore, interferometric and external
DEMs cannot be directly coregistered at the same scale. Given
this issue, we modify the matching strategy and the calculation
method of the CSM and put forward novel selection criteria for
GCPs.

1) Calculation of CSM: The slope map of external DEM is
still calculated directly using the gradient operator, while the
slope operator of InSAR-DEM needs to be expanded. Fig. 3
shows the reasons and details of the extension process. The
red circle represents the external DEM grid points, and the
blue circle represents the InSAR-DEM grid points. It can be
seen that the resolution of interferometric DEM is twice that of
external DEM, which means that the operation between adjacent
pixels of external DEM (R1 and R2) is not the same as the
operation between adjacent pixels of InSAR-DEM (B1 and B2)
but the interval pixels (B1 and B3). Therefore, it is necessary
to expand the operator template. Assuming that the size of the
original operator is M ×N , and the resolution of InSAR-DEM
is K times that of the external DEM, then the size of the
extended operator is [(M − 1)K + 1]× [(N − 1)K + 1], the
number with coordinate ((i− 1)K + 1, (j − 1)K + 1) in the
extended operator is equal to the number with coordinate (i, j)
in the original operator, and the values of rest of the positions in
the extended operator are 0. Fig. 3 shows the extended result of
the Sobel operator when K = 2.

2) Matching Strategy: The CSMs of external DEM and
InSAR-DEM obtained by the above method are still at their
original resolutions, so we can consider a sliding registra-
tion scheme to realize their coregistration. Assuming that the
resolution of InSAR-DEM is K times that of the external DEM,

Fig. 4. Sliding matching strategy of GCPs.

the size of the matching window isM ×N , and the sliding offset
is (x, y). The upper-left corner value in the matching template
corresponds to the pixel with coordinates (i, j) in InSAR-DEM
and (u, v) in external DEM. First, we need to take out the
pixels with coordinates [i+ x+ (u− 1)K, j + y + (v − 1)K]
(u = 1, . . . ,M, v = 1, . . . , N) to form the matching template of
InSAR-DEM and to take out the pixels with coordinates (u, v)
to form the matching template of external DEM. Second, we
can calculate the correlation coefficient ρ(x, y) using (21) and
get a set of correlation coefficient graphs by changing (x, y)
evenly. Finally, according to the peak position of the correlation
coefficient map, we can obtain a matching GCP. Fig. 4 shows
this matching strategy. The red dots indicate the elevation pixels
in the external DEM. The blue dots with green borders indicate
the current matching template of InSAR-DEMs and with yellow
borders indicate the matching template of InSAR-DEMs the next
time. The arrow indicates the sliding direction of the matching
template.

3) Selection Criteria: Due to the low resolution of external
DEM, the adjacent matching templates in InSAR-DEM will
have high similarity to the corresponding template in external
DEM, which means that the prominent peak of the NCC map has
a large bandwidth. Therefore, all points in the NCC map may be
within the main peak bandwidth. In this case, the PSLR-based
filtering strategy proposed in Section III-C will fail. Given this
issue, we propose a joint screening criterion based on the main
peak bandwidth and the Gaussian surface difference (GSD).
The core idea is to screen the matching results with a narrow
bandwidth and a slight GSD. A small bandwidth (σx, σy)means
that the image pairs corresponding to the maximum NCC have a
more significant relevance than other pairs. The GSD here refers
to the root-mean-square (rms) difference between the NCC map
and the fitting surface. The expression is as follows:

GSD =

√∑y0+ry
u=y0−ry

∑x0+rx
v=x0−rx

(ρu,v/ρ
g
u,v − 1.0)2

(2rx + 1)(2ry + 1)
(24)

where (x0, y0) is the peak position of the fitted Gaussian surface
in (23). ρgu,v and ρu,v represent the fitted and original correlation
coefficients, respectively. rx and ry limit the solution range of
GSD. Therefore, a slight GSD means that all pixels near the
prominent peak stably approach (i.e., with slight fluctuation)
the NCC maximum value.



WANG et al.: NOVEL 3-D BLOCK ADJUSTMENT METHOD FOR SPACEBORNE INSAR-DEM BASED ON GENERAL MODELS 3979

TABLE I
INFORMATION OF EXPERIMENTAL DATA

It should be noted that when selecting TPs and GCPs, areas
with severe geometric distortions, especially those with many
shadows and extreme foreshortening distortions, need to be
avoided to ensure matching accuracy. Because these geometric
distortions will lead to errors between the actual and the inverted
elevations of ground objects, thus increasing the difference
between the matched DEM pairs.

IV. EXPERIMENT AND DISSCUSION

A. Experiment Data

This experiment selects 29 CoSSC data of TanDEM-X cover-
ing Henan Province, China. Twenty scenes are ascending-orbit,
and nine are descending-orbit. The data are acquired from 2013
to 2019, and most of them are measured in winter. Table I shows
the information about the experimental CoSSC data, including
the acquisition time, the number of images contained in each
track, the resolution in azimuth and range direction, and the
ascending (A) or descending (D) orbit. The GCPs used in the
experiment are selected from GLAH14 data of ICESat according
to the criterion in [15]. The height checkpoints are from land
and vegetation height data (ATL08) of ICESat-2, the vertical
uncertainty of which is 0.2 m for flat terrain and 2.0 m for
mountainous terrain [32]. The external DEM selected in the
experiment is ALOS World 3D-30 m (AW3D30), with a resolu-
tion of about one arcsec and a nominal vertical accuracy of about
5.0 m [31]. Fig. 5 shows the location information of experimental
data and the DEM in the experimental area, respectively, where
all the CoSSC data are numbered according to their acquisition
time for analysis. The experimental region contains various
geomorphic features, including plains, mountains, and rivers,
with a maximum height difference of 2200 m.

The experiment is carried out according to our proposed
method in Section II. We focus on the steps of TPs extraction,
GCPs extraction, and 3-D adjustment.

B. Extraction of TPs

This experiment extracts all TPs using the method proposed in
Section III-C. This section focuses on the performance of resam-
pling polynomials, matching methods, and screening criteria in
practice.

Fig. 5. Location of experimental data and elevation of experimental area.
(a) Location. (b) Elevation.

1) Matching Results: Fig. 6 shows four groups of matching
results, i.e., NCC maps, of TPs. The first column shows the
terrain to be matched, and the second to fourth columns are the
NCC maps of CSM, DEM, and slope map, respectively. The
first to fourth rows are the matching results of the same orbit
data, mountainous and flat areas of different tracks, and ascend-
ing/descending data. Table III shows the evaluation indicators of
the matching results shown in Fig. 6, including PSLR and peak
bandwidths.

From Fig. 6, there are still convex peaks in Fig. 6(c), (g),
and (o), but it disappears in Fig. 6(k), which means that the
NCC-DEM method can still get a specific matching effect in
mountainous areas, but it will fail in flat areas. It is because the
elevation of mountainous areas fluctuates wildly, e.g., Fig. 6(e)
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Fig. 6. Normalized correlation coefficient maps of TPs matching. (a), (e), (i), and (m) are the matched terrain of a same track data, mountain, plain, and
ascending/descending orbit, respectively. The second to fourth columns are the NCC maps of CSM, DEM, and slope map, respectively.

contains more valley areas, which provides more texture features
for matching image pairs. However, flat areas have small fluctu-
ations, e.g., the maximum elevation difference in Fig. 6(i) is only
about 30 m, and the texture segments are not apparent. On the
other hand, most cities are located in plain areas. Human activi-
ties will change the ground elevation and increase the difference
between matching templates, failing the NCC-DEM method. In
contrast, the NCC-CSM method can get good matching results
in these areas, and Fig. 6(f), (j), and (n) have an apparent

prominent peak. Because calculating CSMs is a process of image
enhancement (i.e., high-pass filtering of DEMs), the NCC-CSM
method actually matches the changing trend of DEM in the
spatial domain. Similarly, the NCC-SM method can also obtain
a specific matching effect, as shown in Fig. 6(j). Nevertheless,
the prominent peaks of NCC-SM are not as apparent as that of
NCC-CSM because slope maps only include slope information
but ignore aspects. The same slope may correspond to different
aspects. For example, both vectors (hx, hy) and (−hx, hy)
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TABLE II
TIME CONSUMPTION WHEN MATCHING TPS. (UNIT: SECOND)

correspond to the slope s = tan−1
√

h2
x + h2

y . Therefore, using

slope alone is not enough to describe elevation points. As proved
in Appendix A, CSM contains slope and aspect information,
which increases the difference between matching image pairs.
Therefore, Fig. 6(j) and (n) have apparent prominent peaks. In
terms of digital indicators, as shown in Table III, the coefficient
map bandwidths of NCC-CSM are the smallest, usually less than
10 pixels, while that of NCC-DEM are the largest, in the order
of 102 to 103. At the same time, the NCC-CSM method has the
highest PSLR. Therefore, on the whole, the proposed matching
method is better than the NCC-DEM and NCC-SM methods,
especially in flat areas.

The size of image pairs used to match TPs is 600× 600 pixels,
and the platform is MATLAB R2020a on Intel(R) Core(TM)
i5-10300H CPU at 2.50 GHz. We list the time consumption of
TPs in Table II, where the CSM, SM, and NCC represent the
calculating time of the CSM, SM, and NCC map, respectively.
It can be seen from Table II that the calculation time of CSMs is
slightly longer than that of SMs, and the calculation time of the
correlation coefficient map of the NCC-CSM method is longer
than that of NCC-DEM and NCC-SM methods. It is because
the CSM is a complex image containing gradient graphs in two
orthogonal directions, and the algorithm of the complex number
is more complex than the real number.

Moreover, both Fig. 6(i) and (m) are located in flat areas, but
the NCC map Fig. 6(k) contains no peak. These two images are
located in flat areas with little topographic relief and contain
some urban or rural buildings. The significant difference be-
tween the two images is that the elevation structure of Fig. 6(i)
is relatively complex, including multiple roads and buildings.
Because of the similarity of building layouts in cities or villages,
Fig. 6(i) has low identification in the preset matching area, thus
leading to no peak in its correlation coefficient map when using
the NCC-DEM method. In contrast, the structure in Fig. 6(m)
is relatively simple, with only one road and a few buildings.
Its recognition degree is relatively higher in the preset match-
ing area, and when matching with the NCC-DEM method, its
correlation coefficient map Fig. 6(o) shows a peak.

2) Selection Criteria: In the matching experiment of TPs, the
proposed screening criteria ensure the reliability of the matching
results. We have set the screening threshold of PSLR as 1.5 and
rejected the results less than the threshold. Fig. 7 shows some
matching results, in which Fig. 7(g) to (l) are screening results,
Fig. 7(a) to (f) are culling results, and fourth column pictures
are corresponding fitted Gaussian surfaces. Table IV shows the

Fig. 7. Culled and selected matching results for TPs. The data in the first
column are matched DEM, in the second column are NCC maps obtained by
NCC-CSM, and in the third column are prominent peaks fitted by the Gaussian
function. The first and second rows of data are culling results, and the third and
fourth rows of data are reserved results.

PSLR and GSD of the matching results. It should be noted that
the GSD listed here is used to illustrate the fitting accuracy of
Gaussian surface, not as a screening criterion. It can be seen
that the Gaussian surface can accurately fit the prominent peak
of the correlation map, and the GSDs of fitting results are in
the order of 10−2, which guarantees the calculation of PSLR.
Due to the unique [e.g., Fig. 7(d)] or inconspicuous [Fig. 7(a)]
geomorphic features of the matching image pairs, Fig. 7(e) and
(b) do not contain an apparent prominent peak, thus leading to
low PSLRs, as shown in Table IV. The threshold of PSLR can
effectively eliminate these results.

C. Matching of GCPs From External DEMs

This experiment extracts all GCPs using the method proposed
in Section III-D. This section focuses on the performance of the
proposed matching method and screening criteria in practice.

1) Matching Results: Fig. 8 shows some results of GCPs
matching. The first column shows the elevation of matching
areas, and the second to third columns are the normalized
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TABLE III
INDICATORS OF TPS MATCHING RESULTS

TABLE IV
NUMERICAL INDICATORS OF SELECTED AND EXCLUDED MATCHING RESULTS

OF TPS

Fig. 8. Some results of GCPs matching. (a) and (d) are the matched DEM in
mountainous and flat areas. The figures in the second to the third column are
NCC maps obtained by NCC-CSM and NCC-DEM, respectively.

correlation coefficient of NCC-CSM and NCC-DEM methods,
respectively. The figures in the first row are the matching re-
sults of the mountainous area, and in the second row are the
matching results of the flat area. Table VI shows the numerical
indicators of these matching results. Considering that PSLR
calculation will be invalid due to the large bandwidth, we have
listed the maximum relative difference (MRD) of NCC maps in
Table VI to measure the prominence of prominent peaks. MRD
is calculated as follows:

MRD =
ρmax − ρmin

ρmax
(25)

where ρmax and ρmin are the maximum and minimum in the NCC
map, respectively.

From Table VI, the MRDs of Fig. 8(b) and (e) are 0.612
and 0.981, while that of Fig. 8(c) and (f) are 0.002 and 0.001,
and the peak bandwidths of Fig. 8(b) and (e) are far narrow
than Fig. 8(c) and (f). Therefore, the proposed method can

TABLE V
TIME CONSUMPTION WHEN MATCHING GCPS (UNIT: SECOND)

TABLE VI
INDICATORS OF GCPS MATCHING RESULTS

obtain prominent NCC peaks with the largest MRD and least
bandwidth, which is consistent with the matching results of
TPs. Comparing Fig. 8(b) with Fig. 8(e), we can see that the
correlation coefficient in flat areas is lower than in mountainous
areas. There are many reasons behind this phenomenon. On
the one hand, the gradient characteristics of flat areas are less
significant. On the other hand, the elevation change of plain
areas is usually more significant than that of mountainous areas
due to artificial activities. Compared with the matching results of
TPs, the correlation coefficient maps of GCPs have larger promi-
nent peak bandwidths. Table VI shows that the bandwidths of
NCC-CSM are usually more than 10 pixels and sometimes more
than 20 pixels, which has exceeded the preset maximum offset of
20 pixels. It is because the resolution of external DEM AW3D30
is about 25.0 m (six to eight times that of InSAR-DEM), which
leads to the high similarity between adjacent sliding matching
templates of InSAR-DEM.

Table V shows the time consumption of GCPs, and the size of
image pairs used to match GCPs is 200 × 200 pixels. The time
consumption of GCPs matching is similar to that of TPs; that is,
the time consumption of the NCC-CSM method is longer than
that of the NCC-DEM and NCC-SM methods. The reason can
still be attributed to the calculation of complex and real numbers.

In addition, whether matching TPs or GCPs, the bandwidth
of the NCC-CSM methods is far less than that of the NCC-DEM
method, which means that the matching image pairs of NCC-
CSM are more similar than that of NCC-DEM. As mentioned
above, calculating the CSM is an enhancement process of DEMs.
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Fig. 9. Culled and selected matching results for GCPs. The data in the first
column are matched DEM, in the second column are NCC maps obtained by
NCC-CSM, and in the third column are prominent peaks fitted by the Gaussian
function. The first and second rows of data are culling results, and the third and
fourth rows of data are reserved results.

Furthermore, the CSM contains the slope and aspect information
of DEM, which increases the difference of adjacent matching
templates, resulting in the significant similarity of the matching
pairs corresponding to the primary peak in an NCC map.

2) Selection Criteria: The selection strategy for calculating
PSLR fails because all the pixels in a correlation coefficient
map are likely within the main peak. In this case, the proposed
selection strategy based on GSD can screen out reliable GCPs.
In the experiment, we set the threshold value of GSD to 0.02,
and the matching results that are greater than the threshold value
will be rejected. Fig. 9 shows the selected and culled matching
results of GCPs, respectively. Table VII shows the corresponding
numerical indicators. It can be seen that Fig. 9(b) and (e) have
large fluctuations in the peak area, and their corresponding GSDs
are 0.0257 and 0.0650, respectively. However, the variation
trends in the peak area of Fig. 9(h) and (k) are stable, with
0.0056 and 0.0132 GSDs, which are significantly smaller than
that of Fig. 9(b) and (e), thus can be selected as GCPs used in
the following adjustment process.

TABLE VII
NUMERICAL INDICATORS OF SELECTED AND EXCLUDED MATCHING RESULTS

OF GCPS

Fig. 10. Mosaic rendering map of original geocoding DEMs. (a) is the mosaic
DEMs before adjustment. (b) and (c) are the 3-D views of marked areas in (a).

D. Adjustment of Plane and Elevation

We use the method proposed in Section II for 3-D adjustment.
First, we take the TP chips and elevation GCPs as input data to
adjust elevation using the method based on the function model.
After compensating for elevation error, we take the matching
TPs and GCPs as inputs for plane adjustment using the method
based on RFM.

1) Elevation Adjustment: We use the method based on the
function model for elevation adjustment. HCPs are selected
from ICESat GLAH14 data according to extreme selection
criteria [15]. The 16th and 17th data do not contain any HCPs,
called uncontrolled data, and the rest are called controlled data.
TP chips are extracted using the method described in Section III,
and elevation checkpoints are from ICESat-2 ATL08 data.

First, we show the mosaic rendered map of InSAR-DEMs
before adjustment, as Fig. 10. Due to inconsistent systematic
elevation error in two adjacent scenes, the mosaic map has
an apparent elevation step phenomenon. In order to vividly
show this phenomenon, we show the 3-D elevation views of the
marked areas in Fig. 10(b) and (c). The maximum and minimum
heights of Fig. 10(b) are about 73 and 66 m, respectively, and that
of Fig. 10(c) are about 60 and 48 m, respectively. Subsequently,
we carried out height adjustment. We use the root-mean-square
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TABLE VIII
ELEVATION ACCURACY BEFORE AND AFTER HEIGHT ADJUSTMENT (UNIT:

METER)

Fig. 11. 3-D views of marked areas in Fig. 10(a) after elevation adjustment.

Fig. 12. Elevation accuracy of different track data before and after adjustment.
All tracks are numbered according to their acquisition time.

error (RMSE) to measure the elevation accuracy before and after
adjustment, as

RMSEh =

√∑Nck

i=1 (hDEM,i − hck,i)2

Nck
(26)

where hDEM and hck are the elevations of InSAR-DEM and
checkpoints, respectively, Nck is the number of checkpoints.
Table VIII shows the elevation accuracies of the controlled,
uncontrolled, and whole areas and the relative accuracy of
InSAR-DEM, i.e., the rms elevation differences of TP chips,
before and after adjustment. Fig. 12 shows the elevation ac-
curacy of each track before and after adjustment. Overall, the
elevation accuracy of the controlled area and the uncontrolled
areas are 1.70 and 1.80 m before adjustment. After adjustment,
they are improved to 1.36 and 1.25 m, and the improvements are
0.34 and 0.55 m, respectively. The overall adjustment accuracy is
improved by about 0.35 m, and the elevation accuracies of each
track data have been improved to varying degrees, as shown in
Fig. 12. Diverse factors affect the adjustment effect, such as the
original accuracies of DEMs, the terrain factors, and the number
of control points. First, its accuracy improvement space is narrow
for DEM with high accuracy, and the adjustment effect may be
insignificant. Second, some areas inevitably lack control points
due to the uneven distribution of ICESat data, and their accuracy
improvement may be lower than the area with sufficient control
points. In addition, the vertical accuracies of ICESat and DEM

Fig. 13. (a) Mosaic rendering map and (b) optical map in a rail area after
elevation block adjustment.

data in mountainous areas are generally lower than in flat areas.
So even after adjustment, the vertical errors of the first to third
tracks are still relatively high. After adjustment, the difference of
TP chips decreases from 1.67 to 0.48 m. Fig. 11 shows 3-D view
of the marked position in Fig. 10(a) after elevation adjustment.
It can be seen that the elevation step effect disappears.

The above experimental results prove that our proposed ad-
justment method has an excellent effect on improving the relative
and absolute elevation accuracy of InSAR-DEMs.

2) Plane Adjustment: As mentioned in the previous part,
InSAR-DEM inevitably has systematic plane errors due to the
errors of geolocation parameters, which cannot be eliminated
only through elevation adjustment. We selected a specific area
in interferometric DEMs to illustrate the impact of plain error,
as shown in Fig. 13, where Fig. 13(a) is the DEM mosaic map
after elevation adjustment, and Fig. 13(b) is the corresponding
optical image. The west part in Fig. 13(a) belongs to 12th data,
and the east part belongs 9th data. It can be seen that there is a
railway passing through this area, so the elevation map of the
corresponding position shows a straight line from southeast to
northwest. However, because the two scene data have different
degrees of plane systematic error, the straight line has an obvious
fracture near the mosaic line, and the three red notes mark the
fracture area. Therefore, it is necessary to correct the systematic
plane error of InSAR-DEM data.

In the plane adjustment, we select the points matched from
external DEMs with small GSDs in each scene data as the
check points (CKPs) to measure the absolute plane accuracy,
as follows:

RMSEp =

√∑NCKP
i=1 ‖PCKP,i −PDEM,i‖22

NCKP
(27)

wherePCKP,i andPDEM,i are the plane coordinates of CKPs and
corresponding points in InSAR-DEMs, respectively. And we use
the points matched between InSAR-DEMs with high PSLR to
measure the relative plane accuracy.

Before adjustment, the relative and absolute plane accuracies
are 14.70 and 12.22 m, respectively. After adjustment, they are
improved to 3.17 and 6.44 m, respectively. Fig. 14 shows the sys-
tematic plane error of each track. Fig. 15 shows the error vector
map of CKPs, in which the red circles are the real coordinates
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Fig. 14. Horizontal accuracy of different track data before and after adjust-
ment.

Fig. 15. Error vector map of CKPs before and after adjustment. The arrow
indicates the norm and direction of plane error.

of CKPs, and the arrows represent the difference between the
geolocation and the real coordinates of CKPs. It can be seen that
before the adjustment, each scene image had different degrees of
plane systematic error. For example, the plane error vector in the
13th DEM mainly deviates to the northeast along with the range
direction, likely caused by the range error. After adjustment, the
systematicness of CKP error disappears, as shown in Fig. 15(b),
and the plane accuracy of each track data has been significantly
improved. Fig. 16 shows the DEM mosaic rendered map after
plane adjustment. We separately list the mosaic map of the

Fig. 16. DEM mosaic rendering image after three-dimensional adjustment.

Fig. 17. Mosaic rendering map (a) before and (b) after plane adjustment of
railway part.

railway area in Fig. 13, as shown in Fig. 17(b). We also list
the mosaic map before the plane adjustment in Fig. 17(a) for
the convenience of comparison. It can be seen that the terrain of
this area has roughly shown as a continuous straight line and the
fracture phenomenon in this area has disappeared. In general, the
plane adjustment effectively improves the absolute and relative
plane accuracy of DEM.

V. CONCLUSION

This article proposes a novel 3-D block adjustment method
for spaceborne bistatic InSAR system based on general models
to correct the horizontal and vertical systematic errors of InSAR-
DEMs. The core idea of the proposed method is first to correct
systematic elevation errors using the DEM adjustment method
based on the function model and then to correct systematic plane
errors using the method based on the RFM model after elevation
correction. In addition, we put forward the NCC-CSM matching
method to extract TPs and GCPs used in 3-D adjustment. We
used 29 TanDEM-X CoSSC data covering Henan Province,
China, in experiments and focused on three parts: 1) TPs match-
ing and screening, 2) GCPs matching and screening, and 3)
3-D adjustment. The matching results showed that the proposed
NCC-CSM method could effectively match TPs and GCPs,
especially in flat areas, and the screening criteria can accurately
eliminate invalid matching results. The adjustment experiment
showed the horizontal and vertical geometric discontinuities of
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Fig. 18. Schematic diagram of relationship between complex slope, slope, and
aspect.

InSAR-DEM and proved that the proposed 3-D adjustment strat-
egy could effectively improve the 3-D accuracy of InSAR-DEM
and make up for the deficiency of the DEM adjustment method
based on the function model. After adjustment, the elevation
accuracy of InSAR-DEM was improved from 1.70 to 1.35 m, and
the elevation step effect of the overlapping area was significantly
ameliorated. The absolute and relative plane accuracies were
improved by 5.58 and 11.53 m, respectively, and the plane
geometric discontinuity in the overlapping area disappeared. In
the future, we can utilize more CoSSC data from other regions,
including different landforms and countries, especially regions
with high-precision 3-D control points, to further confirm our
method.

APPENDIX A
PROOF OF THE PHYSICAL MEANING OF COMPLEX GRADIENT

Assuming that the elevation surfaceh = h(x, y) is a real func-
tion of 2-D image coordinates (x, y), thus the outer normal vec-
tor of the point (x, y, h) can be expressed as n = (hx, hy,−1),
where hx = ∂h

∂x and hy = ∂h
∂y . According to [33], the terrain

slope is the change rate of the vertical elevation with the distance
from the water plane, and the aspect refers to the projection
direction of the external normal vector on the horizontal plane.
In Fig. 18, n is the external normal vector of point p, and s and a
represent the slope and aspect, respectively. Therefore, the slope
and aspect of the point can be expressed as

⎧⎨
⎩
s = tan−1

(√
h2
x + h2

y

)
a = tan−1

(
hy

hx

)
.

(28)

Comparing (29) with (20), it can be seen that the norm of hz is
actually the tangent value of the slope, and the phase of hz is
aspect, as follows:

{
s = tan−1 ‖hz‖
a = −angle(hz).

(29)

Furthermore, (20) can be expressed as

hz = st · e−ia (30)

where st is the tangent value of the slope.

APPENDIX B
FITTING OF GAUSSIAN SURFACE

Since the Gaussian surface function is nonlinear, using (23)
will increase the computational complexity. Therefore, we per-
form a logarithmic operation on (23) to obtain

log(g) = log(k)− (x− x0)
2

σ2
x

− (y − y0)
2

σ2
y

− (x− x0)(y − y0)

σ2
xy

. (31)

In the above equation, some parameters are coupled together
(e.g., σx and x0), so it is challenging to use the LSM to solve
directly. Therefore, we simplify (31) as follows:

log(g) = log(k)− x2
0

σ2
x

− y20
σ2
y

− x0y0
σ2
xy

+

(
2x0

σ2
x

+
y0
σ2
xy

)
x+

(
2y0
σ2
y

+
x0

σ2
xy

)
y

− 1

σ2
x

x2 − 1

σ2
y

y2− 1

σ2
xy

xy (32)

and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

q0 = log(k)− x2
0

σ2
x
− y2

0

σ2
y
− x0y0

σ2
xy

q1 = 2x0

σ2
x
+ y0

σ2
xy

q2 = 2y0

σ2
y
+ x0

σ2
xy

q3 = − 1
σ2
x

q4 = − 1
σ2
y

q5 = − 1
σ2
xy
.

(33)

Then, the six unknown parameters of the Gaus-
sian surface [k, x0, y0, σx, σy, σxy]

T are converted to
q = [q0, q1, q2, q3, q4, q5]

T by (32) and (33). Let a =
[1, x, y, x2, y2, xy]T , then (31) can be written as

log(g) = aTq. (34)

Then, we select a series of points (xi, yi) near the NCC peak as
the observation data, and the error equation can be listed as

fi = log(gi)− ai
Tq. (35)

We can use the LSM to solve q. Finally, we can determine the
range and azimuth bandwidth of the prominent peak through σx

and σy . For simplicity, we can directly make them equal to σx

and σy , i.e., {
BWaz = σy

BWrg = σx.
(36)

ACKNOWLEDGMENT

The authors would like to thank Germany aerospace for
providing CoSSC data.

REFERENCES

[1] P. A. Rosen et al., “Synthetic aperture radar interferometry,” Proc. IEEE,
vol. 88, no. 3, pp. 333–382, Mar. 2000.



WANG et al.: NOVEL 3-D BLOCK ADJUSTMENT METHOD FOR SPACEBORNE INSAR-DEM BASED ON GENERAL MODELS 3987

[2] B. M. Kampes, Radar Interferometry. vol. 12. Berlin, Germany: Springer,
2006.

[3] W. Pitz and D. Miller, “The terraSAR-X satellite,” IEEE Trans. Geosci.
Remote Sens., vol. 48, no. 2, pp. 615–622, Feb. 2010.

[4] G. Krieger et al., “TanDEM-X: A satellite formation for high-resolution
SAR interferometry,” IEEE Trans. Geosci. Remote Sens., vol. 45, no. 11,
pp. 3317–3341, Nov. 2007.

[5] W. Qingsong, “Research on high-efficiency and high-precision processing
techniques of spaceborne interferometric synthetic aperture radar,” Ph.D.
dissertation, Graduate Sch. Nat. Univ. Defense Technol., Changsha, China,
2011.

[6] J. H. González, M. Bachmann, G. Krieger, and H. Fiedler, “Development
of the TanDEM-X calibration concept: Analysis of systematic errors,”
IEEE Trans. Geosci. Remote Sens., vol. 48, no. 2, pp. 716–726, Feb. 2010.

[7] A. Gruber, B. Wessel, M. Huber, and A. Roth, “Operational TanDEM-X
DEM calibration and first validation results,” ISPRS J. Photogrammetry
Remote Sens., vol. 73, pp. 39–49, 2012.

[8] J. C. Curlander, “Location of spaceborne SAR imagery,” IEEE Trans.
Geosci. Remote Sens., vol. GE-20, no. 3, pp. 359–364, Jul. 1982.

[9] Y. Xijuan, H. Chunming, D. Changyong, and Z. Yinghui, “Mathematical
model of airborne InSAR block adjustment,” Geomatics Inf. Sci. Wuhan
Univ., vol. 40, no. 1, pp. 59–63, 2015.

[10] J. Ma, H.-J. You, and D.-H. Hu, “Block adjustment of InSAR images based
on the combination of F. Leberl and interferometric models,” J. Infrared
Millimeter Waves, vol. 31, no. 3, pp. 271–276, 2012.

[11] Y. Mao, M. Xiang, Y. Han, and W. Gao, “Weighted joint calibration for
interferometric SAR,” J. Syst. Eng. Electron., vol. 24, no. 5, pp. 761–771,
2013.

[12] B. Wessel, A. Gruber, M. Huber, and A. Roth, “TanDEM-X: Block
adjustment of interferometric height models,” in Proc. ISPRS Hannover
Workshop “High-Resolution Earth Imag. Geospatioal Inf.,” Int. Arch.
Photogrammetry, Remote Sens. Spatial Inf. Sci., 2009, pp. 1–6.

[13] J.-W. Hu, J. Hong, F. Ming, and L.-T. Zhang, “A calibration method for
airborne InSAR applied to large areas with sparse GCPs,” J. Electron. Inf.
Technol., vol. 33, no. 8, pp. 1792–1797, 2011.

[14] M. Huber, A. Gruber, B. Wessel, M. Breunig, and A. Wendleder, “Valida-
tion of tie-point concepts by the DEM adjustment approach of TanDEM-
X,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2010, pp. 2644–2647.

[15] J. H. González, M. Bachmann, R. Scheiber, C. Andres, and G. Krieger,
“TanDEM-X DEM calibration and processing experiments with E-SAR,”
in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2008, pp. III-115–III-118.

[16] B. Wessel, “TanDEM-X ground segment–DEM products specification
document,” Earth Observation Centre, Weßling, Germany, TD-GS-PS-
0021, 2018.

[17] L. Yue, H. Shen, L. Zhang, X. Zheng, F. Zhang, and Q. Yuan, “High-
quality seamless DEM generation blending SRTM-1, ASTER GDEM v2
and ICESat/GLAS observations,” ISPRS J. Photogrammetry Remote Sens.,
vol. 123, pp. 20–34, 2017.

[18] R. F. Hanssen, Radar Interferometry: Data Interpretation and Error
Analysis. Berlin, Germany: Springer Science & Business Media, 2001,
vol. 2.

[19] D. Rosenholm and K. TORLEGARD, “Three-dimensional absolute orien-
tation of stereo models using digital elevation models,” Photogrammetric
Eng. Remote Sens., vol. 54, no. 10, pp. 1385–1389, 1988.

[20] D. R. Streutker, N. F. Glenn, and R. Shrestha, “A slope-based method
for matching elevation surfaces,” Photogrammetric Eng. Remote Sens.,
vol. 77, no. 7, pp. 743–750, 2011.

[21] M. Ravanbakhsh and C. Fraser, “Dem registration based on mutual infor-
mation,” ISPRS Ann. Photogramm. Remote Sens. Spatial Inf. Sci., vol. 1/4,
pp. 187–191, 2012.

[22] Z. Li and J. Bethel, “Dem registration, alignment and evaluation for SAR
interferometry,” Int. Arch. Photogrammetry, Remote Sens. Spatial Inf. Sci.,
vol. 37, pp. 11–116, 2008.

[23] C. V. Tao and Y. Hu, “A comprehensive study of the rational function
model for photogrammetric processing,” Photogrammetric Eng. Remote
Sens., vol. 67, no. 12, pp. 1347–1358, 2001.

[24] G. Zhang, W.-b. Fei, Z. Li, X. Zhu, and D.-r. Li, “Evaluation of the
RPC model for spaceborne SAR imagery,” Photogrammetric Eng. Remote
Sens., vol. 76, no. 6, pp. 727–733, 2010.

[25] J. Grodecki and G. Dial, “Block adjustment of high-resolution satellite
images described by rational polynomials,” Photogrammetric Eng. Remote
Sens., vol. 69, no. 1, pp. 59–68, 2003.

[26] T. Wang et al., “Large-scale orthorectification of GF-3 SAR images without
ground control points for China’s land area,” IEEE Trans. Geosci. Remote
Sens., vol. 60, pp. 1–17, 2022.

[27] G. Zhang et al., “Block adjustment without GCPs for Chinese spaceborne
SAR GF-3 imagery,” Sensors, vol. 18, no. 11, 2018, Art. no. 4023.

[28] A. L. Parker, InSAR Observations of Ground Deformation: Application to
the Cascades Volcanic Arc. Berlin, Germany: Springer, 2016.

[29] M. Liao, H. Lin, and Z. Zhang, “Automatic registration of InSAR data
based on least-square matching and multi-step strategy,” Photogrammetric
Eng. Remote Sens., vol. 70, no. 10, pp. 1139–1144, 2004.

[30] M. Ravanbakhsh and C. Fraser, “A comparative study of DEM registration
approaches,” J. Spatial Sci., vol. 58, no. 1, pp. 79–89, 2013.

[31] R. Talchabhadel, H. Nakagawa, K. Kawaike, K. Yamanoi, and B. R. Thapa,
“Assessment of vertical accuracy of open source 30 m resolution space-
borne digital elevation models,” Geomatics, Natural Hazards Risk, vol. 12,
no. 1, pp. 939–960, 2021.

[32] X. Tian and J. Shan, “Comprehensive evaluation of the ICESat-2 ATL08
terrain product,” IEEE Trans. Geosci. Remote Sens., vol. 59, no. 10,
pp. 8195–8209, Oct. 2021.

[33] Q. Zhou and X. Liu, “Error analysis on grid-based slope and aspect algo-
rithms,” Photogrammetric Eng. Remote Sens., vol. 70, no. 8, pp. 957–962,
2004.

Rui Wang received the B.S. degree in communication
engineering from the School of Information Science
and Engineering, Shandong University, Jinan, China,
in 2018. He is currently working toward the Ph.D.
degree in signal processing with the Aerospace In-
formation Research Institute, Chinese Academy of
Sciences, Beijing, China.

He is currently with the University of Chinese
Academy of Sciences, Beijing, China. His research
interests include InSAR block adjustment and InSAR
calibration.

Xiaolei Lv (Member, IEEE) received the B.S. degree
in computer science and technology and the Ph.D.
degree in signal processing from Xidian University,
Xi’an, China, in 2004 and 2009, respectively.

From 2009 to 2010, he was with the School of Elec-
trical and Electronic Engineering, Nanyang Techno-
logical University, Singapore. From 2011 to 2013, he
was with the Department of Civil and Environmental
Engineering, Rensselaer Polytechnic Institute, Troy,
NY, USA. Since 2013, he has been a Professor with
the Aerospace Information Research Institute, Chi-

nese Academy of Sciences, Beijing, China. His research interests include sparse
signal processing, radar imaging, such as synthetic aperture radar and inverse
synthetic aperture radar, interferometric synthetic aperture radar, and ground
moving-target indication.

Li Zhang received the B.S. degree in electronic in-
formation engineering from the College of Electri-
cal and Information Engineering, HuNan University,
Changsha, China, in 2017. She is currently working
toward the Ph.D. degree in signal processing with the
Aerospace Information Research Institute, Chinese
Academy of Sciences, Beijing, China.

She is currently with the University of Chinese
Academy of Sciences, Beijing, China. Her research
interests include the application of remote sensing for
soil moisture inversion.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


