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Abstract—Visual question generation (VQG) is a fundamen-
tal task in vision-language understanding that aims to generate
relevant questions about the given input image. In this article,
we propose a paragraph-based VQG approach for generating
intelligent questions in natural language about remote sensing
(RS) images. Specifically, our proposed framework consists of two
transformer-based vision and language models. First, we employ a
swin-transformer encoder to generate a multiscale representative
visual feature from the image. Then, this feature is used as a prefix
to guide a generative pretrained transformer-2 (GPT-2) decoder in
generating multiple questions in the form of a paragraph to cover
the abundant visual information contained in the RS scene. To train
the model, the language decoder is fine-tuned on RS dataset to
generate a set of relevant questions from the RS image. We evaluate
our model on two visual question-answering (VQA) datasets in
RS. In addition, we construct a new dataset termed TextRS-VQA
for better evaluation for our VQG model. This dataset consists of
questions completely annotated by humans which addresses the
high redundancy of the questions in prior VQA datasets. Extensive
experiments using several accuracy and diversity metrics demon-
strate the effectiveness of our proposed VQG model in generating
meaningful, valid, and diverse questions from RS images.

Index Terms—Language transformers, remote sensing (RS),
vision, and visual question generation (VQG).

I. INTRODUCTION

DURING the last decade, the capabilities of remote sensing
(RS) technologies have drastically improved, leading to

the availability of valuable data for earth monitoring applications
such as urban planning and change detection. However, as the
advances in the RS acquisition platforms have grown, so has
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the need to build appropriate techniques for extracting useful
knowledge from such data. Early techniques for RS image
interpretation are mainly proposed to solve the classical tasks of
scene classification and object detection which aim to recognize
the image as a whole or the different land-cover classes in the
images. However, these techniques are inadequate to express
the rich and complex information in the RS scene as they ignore
the attributes and the high-level relationship between objects
present in the scene.

The long-standing objective of automatic RS understanding
is to provide a thorough, human-like interpretation of the RS
images that common users who may lack technical knowledge
in RS can easily understand [1]. Since language is the most
convenient mean for human to communicate with the world,
it becomes essential to incorporate natural language process-
ing (NLP) algorithms into the automatic understanding of the
remotely sensed data. Vision-language integration is currently
gaining a lot of attention from researchers and it is actively
practiced in a variety of tasks in the RS such as describing the
content of RS image via image captioning [2], [3], [4], [5], [6],
[7], [8], [9], [10], [11], [12], [13], [14], [15], [16], retrieving
RS image using textual query [17], and more recently, visual
question answering (VQA) [18], [19], [20], which learns the
machine to answer a question formulated in natural language
about the image.

Visual question generation (VQG) represents the natural ex-
tension to the aforementioned tasks. This task aims to generate
questions in natural language about the content of the image.
VQG is an innovative but challenging cross-disciplinary prob-
lem, which requires both computer vision techniques to analyze
the content of the image and NLP methods to produce the ques-
tion. Enabling the machine to ask relevant and semantically co-
herent questions has broad applications. It is an integral part for
any interactive system. Either to initiate a conversation with the
end-user, or to inquiry about specific information to accomplish
a certain task. Additionally, exploiting the relationship between
VQA and VQG is a step toward building a conversational VQA
dialog system for describing the image. Automatic questions
generation can also help in automating the annotation of the
VQA datasets. For these advantages, great progress has been
made in generating questions from natural scenes [21], [22],
[23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34],
and from images in specific domain such as medical images [35].
However, similar problem has not yet been explored in the RS.
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VQG is a novel problem in RS. Therefore, some unique
challenges need to be considered in this field. Among the main
challenges is the lack of a high-quality dataset for question gen-
eration. One viable solution is to rely on the publicly available
datasets proposed for VQA, which consists of image-questions-
answers triplets such as the RSVQA-LR [18] and the RSIVQA-
DOTA [20]. The RSVQA-LR [18] dataset is annotated with
around 100 questions per image of five types (count, presence,
area, comparison, and rural/urban), and the RSIVQA-DOTA
[20] provides 3-24 question-answer per image of two basic
types, count and presence questions. Although these datasets
have contributed in advancing VQA methodologies in RS, they
all share the same limitations. These datasets are built to be
answer-centric. In other words, the answers in these datasets are
diverse as they are derived from different scene classification
and object detection datasets. However, the questions are au-
tomatically generated from predefined templates, which results
in high redundancy in the questions. For example, 89% of the
questions in RSVQA-LR are redundant, and in RSIVQA-DOTA,
out of 16 430 questions, only 32 of these questions are unique.
This can have a negative impact on the question generation
results.

Besides the datasets challenge, RS images are often character-
ized by their abundant and complex visual contents. Therefore,
generating a single question is often insufficient to capture all
the important information presented in the image. Different
from VQA task where the answer to the question is typically
deterministic, in VQG multiple valid questions could be formed
from objects, attributes, and/or relationships. Ideally, a VQG
system should be able to mimic the ability of humans in an-
alyzing a complex image and generating multiple questions
about different concepts within the image. However, generating
various questions while maintaining a decent balance between
the correctness and the diversity of the generated questions is a
key challenge.

In light of the above-mentioned observations, we introduce
VQG model for RS images to provide intelligent questions in
natural language about the image. Our model is a paragraph-
based that emulates the human ability in generating a series of
questions to cover all the information contained in the RS scene.
Specifically, we utilized a vision transformer model known as a
swin transformer to learn representative visual features from the
image. The hierarchical architecture of this model along with
the self-attention mechanism enables it to effectively extract
global multiscale feature representations from the RS image.
This feature representation is fed as a token to the language
model to guide the generation of the questions. For the language
model, we leverage the power of the generative pretrained
transformer-2 (GPT-2) model, which is an auto-regressive model
built upon the transformer. This language model is fine-tuned
on the RS dataset to generate a set of the questions from the
image in the form of a paragraph. In addition, we present the
TextRS-VQA dataset, a new manually annotated dataset that has
been constructed for VQA and VQG task in RS. Unlike prior
datasets that have high redundancy due to the automatic gener-
ation of the questions, this dataset is fully annotated by human
annotators.

Overall, the main contributions of this work are summarized
as follows.
� To the best of our knowledge, this work is the first to

introduce the VQG task in the RS domain.
� We propose a question generation model consisting of two

transformer-based vision and language models. The vision
model generates a visual representation, which is then used
by the language model to generate the questions.

� We introduce a new VQA dataset for RS data termed
TextRS-VQG dataset to advance the task of VQG in RS.
This dataset is manually annotated and distinguished from
other datasets by having diverse questions of various types.

� We evaluate our method on two VQA datasets along with
the proposed TextRS-VQA dataset. The results indicate
that our model performs well at generating relevant, diver-
sified, and meaningful questions.

The rest of this article is organized as follows. In Section II,
we review the related works. Section III introduces the proposed
VQG model. Section IV presents our TextRS-VQA dataset.
Section V presents the experiment setup and the results of the
experiments. Finally, Section VI concludes this article.

II. RELATED WORK

In the last few years, significant progress in a variety of vision-
and-language tasks has been made both in computer vision and
RS communities. In this section, we review research related to
VQG task. Specifically, VQA in RS, VQG in computer vision
and RS image captioning.

A. VQA

VQG is closely related to the literature of VQA, which is the
task with the objective of giving an answer given an image and
a question posed in natural language about the image. VQA has
recently been introduced in the field of RS. Existing models are
commonly composed of a visual feature encoding model for the
image and a language encoding model to encode the question.
The output features of the two models are then combined and fed
into an answer prediction model. The task of VQA in RS has first
been proposed by Lobry et al. [18], in which a VQA model is
composed of a convolutional neural network (CNN) for feature
extraction and a recurrent neural network (RNN) for question
encoding. Then, both the visual information and the question
representation are fused to obtain a single feature vector. Finally,
a classifier network is used for predicting the answer. In a subse-
quent work, Zheng et al. [20] proposed a model that enhanced the
feature representation in [18], by including a mutual attention
mechanism in the fusion step. The features of the image and the
question are fused through a bilinear layer to allow the model to
consider the semantic correspondence between the image and
the question. In a different but related work, Yuan et al. [19]
proposed a VQA model for change detection in multitemporal
RS images in which the model can provide answers in natural
language about the difference between two RS images. The
model consists of two CNNs for encoding multitemporal images,
a multitemporal fusion block to fuse the features of the two
images, a multimodal fusion block for fusing the vision features
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with the textual question, and finally, an answer prediction block.
In [36], different fusion strategies for the image and the question
are evaluated. The results indicate that more complex fusion
strategies yield higher accuracies. More recently, Siebert et al.
[37], proposed a VQA model that uses a multimodal fusing
module based on VisualBERT to integrate the image and the
language modalities.

B. VQG

VQG has been an active research area in the computer vision
community. The goal of the VQG is to learn the machine to ask
questions formulated in natural language about the content of the
image. This task was introduced in its current form in [21], in
which the image and a generated caption from the image are used
to generate the questions. Since then, a large number of studies
has tackled this problem from different perspectives. For exam-
ple, Mostafazadeh et al. [22], proposed a VQG model with the
goal of generating more engaging and natural questions rather
than literal questions about the image. In [23], a model based on
BERT model is proposed. The model utilized both object visual
features and image captions for question generation.

Since multiple valid questions can exist for a single image,
follow-up methods in the literature proposed to generate diverse
questions from the given image, either by using generative
models such as variational auto-encoders (VAEs) [24] or search
methods such as diverse beam search [25].

On the contrary, some works on VQG attempt to control the
generation of the question by conditioning the model on an
auxiliary information such as the ground-truth answer [26], [27],
[28], or the type of the expected question [30], [31], [32], [33].
Conditioning the generation of the question on the answer is
known as the inverse VQA, in which the model is given an image
and an answer pair to generate the appropriate question. Liu et al.
[26] proposed a model based on a CNN for encoding the image,
a long short-term memory (LSTM) for encoding the answer,
and another LSTM with an attention module to generate the
question. This model has been improved in [27] by integrating
a VAE to generate diverse questions from generic answers such
as “yes/no” and numbers. Alwattar and Guo [28] proposed a
model composed of a gated recurrent unit (GRU) to encode
the answer and a faster R-CNN to generate visual features at
object level. The model employed a multilevel attention module
to enhance the visual features with their corresponding text
before generating the question with a GRU decoder. Li et al. [38]
leveraged the complementary relationship between the VQA and
the VQG and proposed a model that can accomplish the two
tasks together. When the model is given the question, the model
generates the answer and vice versa.

Alternatively, other works avoid using the answer as prior
information, as this contradicts the flow of the natural conver-
sation. As an example, Krishna et al. [33] proposed to sample
the latent variable model using the question type distribution
instead of the answer to help generate the corresponding ques-
tions. Furthermore, Vedd et al. [30] proposed a model which
conditions the question generation on the question type, or the
objects present in the scene. This conditional information could

be explicitly selected by the user or automatically induced by
the model. In [31], VAE is used to generate multiple questions
per image of the specified question type. A similar model is
proposed in [32] but with improved consistency between the
image, the question, and the question type by training the model
on a consistent cyclic loss.

Another line of work in VQG aims to generate not only the
question but also the expected answer from the image. In [34], a
model composed of a CNN-LSTM is proposed to generate both
the question and answer from the image.

C. Image Captioning

VQG task is related to the task of image captioning. Both
tasks take an image as an input and generate an output in
natural language. However, image captioning aims to generate
descriptive sentence about the content of an image instead of
a question. Earlier approaches for generating captions in RS
are either template-based [5] or retrieval-based approaches [6].
These approaches can generate captions that are grammati-
cally correct, but they are often simple and redundant. Thus,
works based on the encoder-decoder paradigm have become the
mainstream in RS image captioning due to the quality and the
diversity of the captions they can generate. In this paradigm,
image features are encoded via a vision model and a sentence
is generated by decoding those features using a text model. The
work of Qu et al. [7] is among the first works that have followed
this paradigm. In which, a pretrained CNN extracts the image
features, and an LSTM is used as a decoder to generate the
caption. In [2], multiscale features from different layers of CNN
are fused to deal with the scale variation of objects in RS images.
Fu et al. [3] added an external memory to the LSTM to generate
a more comprehensive caption. Sumbul et al. [4] proposed to
use a summarization module to merge redundant ground truth
captions into one, which is then used to train the captioning
model. Hoxha and Melgani [8] proposed a method for training
a captioning model with limited training samples. The method
used a decoder of multiple support vector machines to alleviate
overfitting. In [9], a CNN is used to generate multiple labels.
Then, valuable labels are selected and used with the ground
truth captions to train the model. Li et al. [10] proposed to
optimize the model on a truncation cross-entropy loss instead of
the regular cross-entropy loss to make the model less sensitive to
overfitting. In [11], several models based on an encoder-decoder
are explored, and the attention mechanism is used to enhance
feature representation. Zhang et al. [12] introduced an attribute
attention module so that the model can pay more attention to the
important regions of the image while generating the caption.
In [13], a model with three levels of attention is used. The
attention to different areas of the image, the attention to different
words, and the attention to vision and text. Yuan et al. [14]
proposed a model with a two-branch encoder. The first uses a
CNN with multilevel attention and the second uses graph CNN
to utilize visual relationships within the RS image. In [15], a
model used a CNN to predict the label, which is then utilized to
guide the calculation of the attention mask. Finally, Zhang et al.
[16] proposed to improve the attention mechanism by learning
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Fig. 1. Overview of our VQG model. We first use the vision encoder to obtain the image tokens fi. These tokens are then passed to the question generator to
get the questions for the image in a form of a paragraph.

the model on a visual aligning loss after filtering out nonvisual
words.

III. PROPOSED MODEL

Let {Xi, Qi}Ii = 1 be a dataset of I image and question pairs.
Each RS image Xi is annotated with one or more questions
Qi = {qi, j}Jj=1 where J is the number of questions associ-
ated with that image. We derive the question paragraph Ri by
sequentially concatenating the questions in Qi

Ri = qi, 1 ; qi, 2; . . . qi, j . (1)

The questions paragraph Ri can be formulated by the se-
quence of words that composes all the questions in the paragraph
Ri = {wi, k}Kk=1 , where wi, k is the kth word in the paragraph
and K is the total number of words in that paragraph.

The goal of our paragraph-based VQG is to use the informa-
tion present in the RS image to generate meaningful, valid, and
diverse questions in natural language.

The overall architecture of our proposed VQG model is
illustrated in Fig. 1 which consists of two parts: first, vision
encoder which generates representative visual features from
the RS image, and second, question generator for generating
a paragraph of questions given the visual tokens. In this work,
we employ a pretrained vision transformer model as an image
backbone, and a GPT-2, which is a pretrained paragraph-based
generative model as the questions generator.

A. Vision Encoder

The first step in our VQG model is to represent the RS image
with representative visual features. Since generating questions
requires fine-grained image understanding, we make use of a
variant of the vision transformer model known as swin trans-
former [39]. This model is built upon vision transformers, which
has shown a remarkable performance on different image tasks
[40]. The main motivation for this choice is the hierarchical
architecture of the swin transformer model which allows it to rec-
ognize visual elements of different scales, and the self-attention
mechanism that enables it to capture global dependencies within
the image.

Given an RS imageXi of dimension 224× 224×3. The image
is first divided into tiny nonoverlapping patches of size of 4 ×
4 × 3 to form a sequence of patches of dimension 56 × 56
× 48. Each patch in this sequence is treated as a token. The
sequence is then projected by an embedding layer into the vision
encoder dimension to form a feature of size 56 × 56 × 128. The
positional information is added to the sequence and then passed
to the vision encoder.

As shown in Fig. 2(a), the vision encoder consists of multiple
swin transformer blocks and patch merging layers that work
together to generate the hierarchical visual feature. The swin
transformer block is responsible for learning the feature repre-
sentation, while the patch merging layer is responsible for reduc-
ing the number of tokens between the swin transformer blocks
by merging adjacent patches. The input to each block is first
partitioned into windows, each contains 7× 7 patches. Then,
two configurations of the multihead self-attention (MSA) are
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Fig. 2. Internal architecture of the (a) vision encoder, (b) swin transformer
block, and (c) GPT-2 block.

employed. The window-based (W-MSA) which computes self-
attention locally within each window, and the shifted window-
based (SW-MSA) which shifts the features before partitioning
and computing the attention. The local computation within
the window employed by the first configuration reduces the
complexity of the self-attention mechanism, while the shifted
window-based self-attention allows to model long-range cross-
window dependencies. Both configurations of the MSA use the
self-attention mechanism. First, the input feature is transformed
into three independent features, i.e., the query Q, key K, and
value V using three linear layers. Then, these features pass
through multiplication, scaling, and a softmax layer to generate
the attention vector which is computed as follows:

Attention = softmax

(
QKT

√
d

+B

)
V (2)

where Q, K, V ∈ RM2×d are the query, the key, and the value
matrices, respectively, d is the dimension of the key, B is a
learnable relative positional encoding andM is the window size.
In MSA, the attention function is performed by multiple heads
in parallel and the results are concatenated to be fed as an input
to the next layer.

As shown in Fig. 2(b), in addition to the two MSA layers,
the swin transformer block has four normalization layers (LN),
two multilayer perceptron (MLP) networks, each has two linear
layers with a GeLU activation function. The different modules
of swin transformer block are connected via skip connections.
The layers inside each swin transform block can be expressed
as follows:

ẑl = WMSA (LN (zl−1)) + zl−1 (3)

zl = MLP (LN (ẑl)) + ẑl (4)

ẑl+1 = SWMSA (LN (zl)) + zl (5)

zl+1 = MLP (LN (ẑl+1)) + ẑl+1. (6)

After passing through several patch merging layers and swin
transformer blocks, we utilize the output of the last block before
the average pooling layer as the image feature representation,
which has the dimension of 49 × 1204. Before feeding the fea-
tures into the language model, we project it by a fully connected
layer into the dimension 49 × 786

fi = FC1 (zL) (7)

where fi represents the hierarchical visual feature associated
with image Xi and zL is the output of the last transformer’s
block. The feature vector fi is then fed into the language model
as a prefix for generating the questions.

B. Questions Generator

The main goal of the questions generator is to produce mul-
tiple questions for the given RS image. Given the success of
the GPT models in general text generation tasks, we propose
to employ GPT-2 [41] for generating questions. GPT-2 is a
paragraph-based generative model created by OpenAI in 2019
for generating long paragraphs.

There are two motivations for our choice. First, the GPT-2
architecture is based on the language transformer decoder [42],
which has proven to be more effective than sequential models
such as RNN and LSTM in many language modeling tasks.
Second, GPT-2 was pretrained on a large-scale corpus of 8
million web pages and has over of 1.5 billion parameters. This
is useful when training our model on RS datasets which are
relatively small and costly to annotate. We adapt the GPT-2
model to generate questions from RS imagery by fine-tuning it
on RS datasets. This allows transferring the linguistic knowledge
learned in the GPT-2 to the RS questions generation task.

Specifically, GPT-2 generates a paragraph one word at a
time in an auto-regressive fashion. It predicts the next word
conditioned on a sequence of the prior tokens. Then, when the
word is predicted, that word is added to the input sequence and
the new sequence becomes the input to the model in its next
step. In our case, the questions are generated conditioned on the
features of the given RS image. We feed the language model
with the visual vector fi as a prefix. Then, the model learns to
generate a paragraph of questions word after word starting from
the visual tokens.

The architecture of the adopted question generation model is
the distilled version of the GPT-2 termed as DistilGPT2, which
has six identical transformer blocks. The DistilGPT2 can take up
to 1024 token length and has 768-hidden feature representation,
12 attention heads, and 82M parameters (compared to 124M
parameters for GPT-2). The internal architecture of a single GPT-
2 block is shown in Fig. 2(c). The GPT-2 uses the masked-
MSA layer that applies self-attention on the previous tokens by
masking the future positions. The block also contains an MLP,
and two normalization layers connected via skip connections
just like the original transformer.

The question generator is followed by a linear layer that
projects the output produced by the stack of the question gen-
erator decoders into a logits vector. This logits vector is turned
into probabilities by softmax layer, where the word with the
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highest probability is chosen to be the next word in the question
paragraph.

C. Training and Loss Function

The goal of training is to fine-tune the parameters of the
questions generator using the labeled RS training data, which
consists of pairs (Xi,Ri) of an image Xi and the corre-
sponding paragraph of questions Ri. During training, the model
receives as input an RS imageXi. The vision encoder generates
the visual feature representation from the image. The objective of
the question generator is the auto-regressive language modeling
objective function conditioned on the feature representation of
the image Xi and the past tokens of the question paragraph.
Formally, the objective function is defined as follows:

L = −
K∑

k = 1

logP (wi,k|wi,0 . . . wi,k−1, fi) (8)

where fi is the feature representation of the image Xi,
wi, 0, . . . , wi, k−1, wi, k are the words composing the questions
of the paragraph Ri associated with the image Xi, and K is the
number of words in the paragraph.

At the inference phase, the test image is given as an input
to the VQG model. The model generates questions one word
at each time step by sampling the word that has the highest
probability. The predicted words constitute the paragraph of
questions corresponding to the test image.

IV. DATASETS

VQG has made significant progress in computer vision. A key
reason for this progress is the availability of large datasets with
high-quality questions of various types [22], [43]. However, in
the RS domain, the development is still limited, and the existing
datasets such as RSVQA [18] and RSIVQA [20] which were
proposed to solve the VQA problem are focused more on the
answers rather than the questions. The questions in these datasets
are generic, repetitive, and lacking in diversity and flexibility
as they are automatically generated from predefined templates.
Thus, it is essential to establish a VQG benchmark to fill the gap
and advance the task of question generation in the RS domain.
Therefore, we construct the TextRS-VQA dataset, which is the
first complete manually annotated dataset for VQA and VQG
tasks in the RS domain. This dataset addresses the problem of
high redundancy of the template-based questions in the prior
datasets. In the following, more information about the proposed
dataset and the other VQA datasets in RS is presented.

A. TextRS-VQA Dataset

This dataset is based on the images of the TextRS dataset
which was introduced for RS image retrieval and captioning
[17]. It was built by collecting images from four well-known
scene classification datasets with different image sizes and spa-
tial resolutions. Namely, AID [1], PatternNet [45], UC-Merced
[46], and NWPU [47]. From each dataset, 16 random images are
extracted from every class. This creates a new dataset with a total
number of 2144 of images, each image is annotated manually

with two to five questions to ensure diversity, and the given
questions are more tailored to RS use cases. Our dataset has
6245 questions of four types which are: object counting, pres-
ence/absence, class type, and the “other” type which includes a
wide range of questions. We select 80% of the images and their
associated questions for training while 20% are left for test.
Since this dataset is manually annotated it has the most diversity
ratio with more than 57% unique questions.

B. VQA Datasets in RS

In this section, we describe the other VQA datasets used
for evaluating our VQG model, which are: RSVQA-LR and
RSIVQA-DOTA datasets. These datasets are characterized by
low diversity in the questions and small questions vocabulary
size.

1) RSVQA-LR [18]: This dataset was originally created for
VQA in RS. The annotation for this dataset was automatically
generated from predefined templates. The information used to
construct the question-and-answer pairs is derived from Open-
StreetMap. In this work, we used the low-resolution subset
which includes four types of questions (object counting, compar-
ison, presence/absence, rural/urban). The images in this dataset
consist of 9 different tiles covering an area of 6.55 km2 over
The Netherlands. The images were acquired using Sentinel-2
satellite with a spatial resolution of 10 m. Each image in this
dataset has the size of 256 × 256 with RGB spectral channels.
The dataset contains 772 images, the default splitting of the
dataset is 572, 100, and 100 images for training, validation,
and testing, respectively. Each image is annotated with 100-101
questions, which makes it the highest dataset in terms of the
number of questions per image. However, since this dataset was
acquired over one location and the questions are automatically
generated, many of these questions are redundant and only 11%
of these questions are unique. Thus, we selected only the first
50 questions for each image.

2) RSIVQA-DOTA [20]: This VQA dataset is derived from
existing RS scene classification and object detection datasets.
Most of the questions are automatically generated using scene
and object level annotation, with a small part of the dataset being
annotated by humans. In this work, we specifically used the
part derived from the DOTA [48] object detection dataset. Each
image in the dataset is labeled with 3-24 questions about the
presence of the object and the number of objects in the scene.
The total number of questions given to the image is 16 430, but
only 32 of these questions are unique. The dataset is split into
two sets the training set, which contains 1298 images and the
test set, which contains 260 images.

Fig. 3 shows some sample images and their associated ques-
tions from our datasets and the previously proposed VQA
datasets in RS. The figure illustrates that the questions in our
dataset are more natural and are highly relevant to the image’s
content. It is worth mentioning that the answers provided in these
datasets are unnecessary for the targeted VQG problem. Further-
more, Table I summarizes some statistics from our TextRS-VQA
dataset and the other two VQA datasets in RS. The table shows
that although our dataset has the lowest questions per image



BASHMAL et al.: VISUAL QUESTION GENERATION FROM REMOTE SENSING IMAGES 3285

TABLE I
COMPARISON BETWEEN VQA DATASETS IN RS

Fig. 3. Example of images and the corresponding questions from the datasets:
TextRS-VQA, RSVQA-LR, and RSIVQA-DOTA.

rate, its diversity, as measured by the proportion of unique
questions to all other questions in the dataset, is higher. In
addition, compared to the other datasets, our dataset has the
shortest average question length, but a richer vocabulary.

Fig. 4 visualizes the distribution of the question types for the
three datasets. As can be seen from the figure, the RSVQA-
LR has four question types and the RSIVQA-DOTA has only
two. On the other hand, in the TextRS-VQA dataset, roughly
half of the questions are from the “presence,” “class type,” and
“count” types, and the other half has a mix of questions. To
further illustrate the diversity of our dataset, Fig. 5 provides an
in-depth analysis of the questions. The frequency distribution of
the first three words of the questions in each dataset is displayed
using a sunburst visualization. As can be seen, when compared
to the other VQA datasets, our TextRS-VQA dataset revealed a
higher diversity.

V. EXPERIMENTAL RESULTS

In this section, we first provide the experimental details of our
VQG model and explain the evaluation metrics utilized in this
work. Lastly, we present the model’s results.

A. Experimental Details

We used the (Swin-Base) version of the swin transformer as
a vision backbone. The model was pretrained on ImageNet-22k
and fine-tuned on ImageNet-1k dataset at resolution 224 × 224.
The model uses a patch size of 4 × 4 pixels and a window size
of 7 × 7 patches. The model has an embedded dimension C
of size 128. The base model consists of four layers, the first,
the second and the last layers each has two swin transformer
blocks, while the third layer has 18 blocks. The patch merging
is applied after the first three blocks. For the question generation,
we used a distilled version of the GPT-2 termed as DistilGPT2.
This model can take up to 1024 token length and has 6 layers,
768-hidden feature representation, 12 attention heads, and 82
million parameters.

When fine-tuning the language model, we used Adam [49]
for optimization with mini-batch size of 16 and 128 maximal
epochs. The initial learning rate is set to 2e−5, which decays at
a rate of 0.05. For all datasets, we used a sequence length of 400
for the GPT2 model. Sequence shorter than this limit is padded
with zero.

The number of questions in the paragraph is selected based
on the number of questions per image in each dataset. The top
20 generated questions are considered for the RSVQA-LR and
the RSIVQA-DOTA datasets. However, since the TextRS-VQA
dataset has fewer number of questions per image, we considered
only the top 10 questions.

B. Metrics

Different evaluation metrics are utilized to assess the quality
of the questions generated by our VQG model. The first group
of metrics are the similarity metrics, which evaluate how well
the generated questions match with the ground-truth questions
in the dataset.

The first similarity metric is the bilingual evaluation under-
study (BLEU) [50] score, which measures the co-occurrences
of the matching words (n-gram) between the generated question
and the ground-truth question, where n-gram is a set of one
or more ordered words and it is chosen to be between 1–4.
The second is the metric for evaluation of translation with
explicit ordering (METEOR) score [51], which is computed
by building an alignment between the words in the predicted
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Fig. 4. Distribution of the question type for the datasets. (a) TextRS-VQA. (b) RSVQA-LR. (c) RSIVQA-DOTA.

Fig. 5. Sunburst visualization for the datasets. (a) TextRS-VQA. (b) RSVQA-LR. (c) RSIVQA-DOTA.

question and the ground-truth questions. The consensus-based
image description evaluation (CIDEr) score [52] measures the
similarities by adding a term frequency–inverse document fre-
quency (TF-IDF) for every n-gram. This metric reduces the
weight of nonkeywords and words with high frequency. Addi-
tionally, we computed the recall-oriented understudy for gisting
evaluation (ROUGE). This metric quantifies the similarity of the
longest common subsequence between generated and ground-
truth questions. The range of all the above-mentioned metrics
except the CIDEr is between zero and 100, the closer to 100 the
metrics are, the more likely the generated question is similar to
the reference question in the dataset.

Additionally, another type of metrics is employed to assess the
diversity of the generated questions which includes the strength
and inventiveness as described in [24]. The strength is defined as
the proportion of unique questions generated per image, while
the inventiveness is defined as the ratio of the original generated
questions never seen in the training set.

C. Results of Similarity Metrics

First, we quantitatively verify the performance of our question
generation model in terms of the similarity metrics discussed
previously. Fig. 6 shows the results of our proposed VQG on the

three datasets. The x-axis represents the order of the question
in the paragraph, while the y-axis represents the values of the
similarity metrics. Table II shows the scores of the first and the
last generated questions in the paragraph.

In general, the results of the TextRS-VQA are lower com-
pared to the other two datasets, especially in the BLEU scores,
ROUGE, and METEOR. This is because the questions in our
dataset are manually labeled and more challenging for the
VQG model to generate. The results of the TextRS-VQA show
a decrease of around 5%–11% in almost all scores between
the first and the last generated question in the paragraph.
The CIDEr score shows a rapid decrease from 85.64% to
48.85%.

The results of the RSVQA-LR show that the first question in
the paragraph has perfect scores in all metrics except the CIDEr
which has the value of zero. This is because the generated ques-
tions perfectly match the ground-truth questions, and the low
CIDEr score is because this score gives high weights to keywords
and this dataset has repetitive questions. The results also show
a decrease in the BLEU scores between the first and the last
questions. This decrease is higher in BLEU scores with larger
n-grams. The METEOR and ROUGE show decreases of 50%
and 11% in the second question, respectively, and stable scores
in the later questions. In contrast, the CIDEr score increases from
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Fig. 6. Results of fine-tuning the GPT-2 model in terms of accuracy metrics for the datasets. (a) TextRS-VQA. (b) RSVQA-LR. (c) RSIVQA-DOTA.

TABLE II
RESULTS OF FINE-TUNING THE GPT-2 MODEL IN TERMS OF ACCURACY METRICS

Fig. 7. Results of freezing the GPT-2 model in terms of accuracy metrics for the datasets. (a) TextRS-VQA. (b) RSVQA-LR. (c) RSIVQA-DOTA.

zero to 35% in the second question and shows stable scores in
the later questions of the paragraph.

In the RSIVQA-DOTA, the scores of almost all metrics are
stable for the first six questions in the paragraph. However, the
scores started to drop gradually starting from question seven.
This drop is rapid for the CIDEr score.

D. Results of Freezing the GPT-2 Model

To demonstrate the effect of fine-tuning the question genera-
tor, another experiment is conducted by freezing the weights of
the language generator. Fig. 7 shows the scores of freezing the
weights of the GPT-2 model, and Table III shows the scores of
the first and the last questions in the generated paragraph. By
comparing the results in Tables II and III, and Figs. 6 and 7. We
can see that for the TextRS-VQA dataset, the scores of generat-
ing the first question are better for the frozen model. However,

the similarity scores of the question at the end of the paragraph
are better for the fine-tuned model. For RSVQA-LR dataset,
the results of freezing and fine-tuning the language model are
identical for the first questions in the paragraph. However, the
model with fixed weights shows better scores in almost all
metrics as it generates more questions. For RSIVQA-DOTA,
the scores of generating the first questions in the paragraph
by the fine-tuned model are higher by a large margin than the
fixed model. However, the scores of freezing the GPT-2 and
fine-tuning it are comparable in generating later questions.

E. Results of Diversity Metrics

In order to provide an analysis of the diversity of the gener-
ated questions, we report in Table IV the generative strength
and inventiveness of our model on the three datasets under
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TABLE III
RESULTS OF FREEZING THE GPT-2 MODEL IN TERMS OF ACCURACY METRICS

TABLE IV
RESULTS OF DIVERSITY METRICS

different training strategies. The results show that the fine-
tuned model outperforms the GPT-2 with frozen weights in
terms of generative strength across all datasets. In contrast, the
question generator with frozen weights has high inventiveness
scores which translated as a higher capacity to generate original
questions that are not present in the training set. Although our
TextRS-VQA dataset has the smallest number of questions, the
results demonstrate that the model’s inventiveness scores on this
dataset are greater than those on other datasets. This could be
attributed to the richness and the high diversity of the questions
in our dataset which lead to a more diverse and expressive model.
In addition, the table shows that the inventiveness scores of the
fine-tuned model on the RSVQA-LR and the RSIVQA-DOTA
datasets are close to zero, which is an indication of overfitting.
The overfitting could be induced by the limited vocabulary size
and the low diversity rate of the questions in these datasets, which
make it difficult for the model to generate novel questions.

F. Qualitative Analysis of the Generated Questions

Fig. 8 shows examples of generated questions paragraph from
one test image of each dataset along with the ground-truth
questions. From the TextRS-VQA example, we can notice that
the questions generated by our model contain almost all the
semantic information present in the image. Although the gener-
ated questions are not perfectly matching with the ground-truth
questions, some questions have the same meaning as the ground-
truth questions but expressed differently, such as the reference
question “is the parking space all occupied?” and the generated
question “is the parking lot full of cars?”

Furthermore, our model can generate novel and valid ques-
tions that are correlated with the image content but not present
in ground-truth questions such as “how many cars are in the
parking lot?” We can also see some questions about objects
and their attributes that are not present in the ground-truth

questions such as questions about “building” and “red car.”
This proves that our model can precisely understand image
content and translate it into questions. Although most of the
questions in the example seem to be biased toward the presence
question, and there are some incorrect questions such as “are
there cars on the road empty?” but in general the questions are
sensible, diverse and, in line with the semantic content of the
image.

The example of the RSVQA-LR dataset shows that the gen-
erated questions are very close to the ground-truth questions,
even though there are some incomplete questions such as “is
the number of roads equal to the number?” In addition, all
questions follow the same pattern and question types of the
ground-truth questions which is in line with the quantitative
results that show high similarity with the reference questions
and low inventiveness scores.

Similarly, the inspection of the image and the questions gen-
erated from the sample of the RSIVQA-DOTA shows that all
the generated questions are from the presence and count types,
which are the only question types defined for this dataset. The
generated paragraph shows some repetition in questions such as
“does this picture contain container crane?”

G. Comparisons to the State-of-the-Art RS
Captioning Methods

To demonstrate the broad applicability of our model in general
text generative tasks, we compared the results of our model
against state-of-the-art methods on image captioning. The ex-
perimental results are presented on two datasets. The first is
UC-Merced caption dataset [7], which contains 2100 images,
each image comes with five captions, and the second is the UAV
dataset [8], which has 2628 images, each is annotated with three
different captions. The results in Table V report the scores of the
caption generated by our model on the two datasets compared
to the scores of other captioning methods. Since our method is
a paragraph-based approach which generates multiple captions,
the results shown are for the first sentence of the paragraph.
The highest results for each evaluation metric are displayed in
bold, while the second-highest results are displayed in italic.
The results of UC-Merced show that our model with fixed
GPT-2 weights achieves the best scores in BLEU, METEOR,
and CIDEr metrics, while our fine-tuned model achieves the
second-best scores on the same metrics. Regarding the ROUGE
metric, even though the result of our VQG model is not the best,
it is still competitive with the best performance methods. The
results of the UAV dataset show that our model outperforms
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Fig. 8. Questions generated of test images by our VQG model.
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TABLE V
EXPERIMENTAL RESULTS OF OUR METHOD AND OTHER STATE-OF-THE-ART METHODS ON IMAGE CAPTIONING

Fig. 9. Results of our method on image captioning in terms of accuracy metrics for the datasets. (a) UC-Merced. (b) UAV.

the state-of-the-art models and achieves the best results for all
evaluation metrics except for the CIDEr. Furthermore, Fig. 9
shows the scores of the first five captions of the paragraph
generated by our model. The figure shows that results of the
captions generated for UC-Merced images are almost similar. It
may attribute to the high similarity of the captions given for the
UC-Merced images. In contrast, the scores of the UAV dataset
are gradually decreasing as the model generates more captions
in the paragraph.

H. Comparisons to the State-of-the-Art Computer Vision
Methods on COCO Dataset

In order to verify the effectiveness of the proposed VQG
model beyond the scope of RS, we compare it against several

VQG models in computer vision on the MS-COCO VQA dataset
[43]. This dataset is a large-scale dataset consisting of 82 783
training images and 40 504 validation images usually used
for testing. The average number of questions associated with
each image is three. The comparison results are presented in
Table VI. Generally, our VQG model gets the highest scores
and outperforms all the existing state-of-the-art methods in
terms of the four BLEU metrics. In particular, the improvement
achieved by our model is significant with more than 5% in the
BLEU1 score, and 6% in the BLEU2 score compared to the best
model. These metrics represent the concurrence of the uni- and
bi-grams between the generated and the ground-truth questions.
However, the improvement is less for the higher order n-grams
metrics with 1.45% improvement in the BLEU3 and 1.35% in
the BLEU4 compared with Krishna et al. [33] which achieves th
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TABLE VI
EXPERIMENTAL RESULTS OF OUR METHOD AND OTHER STATE-OF-THE-ART VQG METHODS IN COMPUTER VISION ON MS-COCO-VQA DATASET

e second-best scores. In addition, our model achieves the
second-best ROUGE and METEOR scores with 1.65%, and
1.26% less than the best model, respectively. However, the
score of our model in terms of the CIDEr is lower than the
state-of-the-art methods. These results demonstrate that gener-
ating rich features from the image and using an autoregressive
pretrained language model like GPT-2 can significantly increase
the accuracy of generating questions.

VI. CONCLUSION

In this article, we propose a VQG model for generating
questions from RS images. At first, visual features are ob-
tained by a swin-transformer encoder which takes advantage
of the self-attention mechanism to generate global and rich
multiscale features from the image. Then, these features are
used as tokens to guide a paragraph-based language decoder
to generate multiple questions from the image. Experiments
are conducted on two standard VQA datasets in addition to
our proposed TextRS-VQA dataset demonstrate the effective-
ness of our method in generating questions from the RS im-
age. Furthermore, our TextRS-VQA dataset demonstrates more
merit in generating richer and diverse questions from the RS
image.

The current method is an image guided one that solely de-
pends on the understanding of the image content to generate the
questions. In the future, this model might be extended to depend
on auxiliary data like an answer or the question’s type when
generating questions.
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