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Machine-Learning-Method-Based Inversion of
Shallow Bathymetric Maps Using

ICESat-2 ATL03 Data
Tao Xie , Ruiyao Kong, Abdul Nurunnabi , Shuying Bai, and Xuehong Zhang

Abstract—The application of empirical methods for satellite-
derived bathymetry is limited by the lack of in situ bathymetric
data in remote, inaccessible areas. This challenge has been ad-
dressed with the launch of Ice, Cloud, and land Elevation Satellite-2
(ICESat-2). This study provides an accurate bathymetric photon
extraction process for ICESat-2 ATL03 data, and the R2 value of
the bathymetric photons obtained using this process and airborne
bathymetric LiDAR data is up to 99%. Next, based on two types
of remote sensing data, ICESat-2 and Sentinel-2, machine learning
models, including linear regression (LR), light gradient boosting
machine (LightGBM), and categorical boosting (CatBoost), were
trained to obtain bathymetric maps. The experimental results show
that the mean root mean square error (RMSE), mean absolute error
(MAE), and mean relative error (MRE) values of the LR models
are less than 3.02 m, 2.38 m, and 86.03%, respectively. The mean
RMSE, MAE, and MRE values of the LightGBM and CatBoost
models are less than 0.91 m, 0.66 m, and 23.17%, respectively. It is
concluded that the proposed denoising process for ICESat-2 ATL03
data is effective, and the results of the bathymetric maps obtained
using these data are satisfactory. Thus, the proposed approach is
effective, and this strategy can be used to replace conventional
bathymetric inversion methods to obtain high-accuracy bathymet-
ric maps.

Index Terms—Bathymetry, denoising, ice, Cloud, and land
elevation satellite-2 (ICESat-2), machine learning (ML), sentinel-2.
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I. INTRODUCTION

I T IS fundamental to obtain accurate shallow water depth
information for marine ecological environment research and

marine safety navigation. In traditional bathymetry, bathymetry
rods and echo sounders are utilized; although these tools can
be used to obtain measurements with high accuracy, there are
several factors and environmental constraints on measurements,
and it is arduous to work in remote and unreachable areas [1].
Satellite-derived bathymetry (SDB), which has gained signifi-
cant attention from researchers as a result of the advancement
of remote sensing technologies, has been used to obtain bathy-
metric maps [1], [2], [3], [4], [5].

The current methods to derive shallow water bathymetry
can be categorized mainly into theoretical [3], [4], [6], [7],
semiempirical [2], [8], [9], [10], [11], and empirical [12], [13],
[14] methods. The radiative transfer process serves as the foun-
dation for the theoretical methods used to create the water depth
inversion equation, which makes it challenging to obtain and
calculate many of the optical parameters of water. Empirical
methods are based on the relationship between the reflectance
of remote sensing imagery and in situ bathymetric data. Machine
learning (ML), such as random forest, is also a special form of
empirical method that has high accuracy in a specific area [12],
[13], [14], [15], [16], [17], [18]. Using a support vector machine,
bathymetric inversion of Sint Maarten Island and Ameland
Inlet was performed; the performance for shallow water depths
was improved, and accurate bathymetric maps were effectively
obtained [19]. However, the lack of in situ bathymetric data
for constructing a method in some study areas has become
an important issue limiting its application. Nonetheless, Ice,
Cloud, and Land Elevation Satellite-2 (ICESat-2) was launched
successfully in 2018, offering a fresh approach to this issue [20],
[21], [22], [23].

ICESat-2 carries an instrument called ATLAS (advanced
topographic laser altimeter system), a highly sensitive photon-
counting LiDAR system. ICESat-2 has three pairs of beams [24].
Each beam pair contains two beams, i.e., a strong beam and a
weak beam, and the strong beam has four times the energy of
the weak beam. Because ICESat-2’s detectors are so sensitive,
and for other reasons, the raw photons contain a large number of
noise photons, especially during daylight hours. Consequently,
there are numerous ways to extract signal photons from ATL03
data.

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0002-2070-8343
https://orcid.org/0000-0003-3846-5172
mailto:xietao@nuist.edu.cn
mailto:20201248050@penalty -@M nuist.edu.cn
mailto:20201248050@penalty -@M nuist.edu.cn
mailto:baishu-ying@163.com
mailto:zxhbnu@126.com
mailto:abdul.nurunnabi@uni.lu


3698 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

Fig. 1. Flowchart of this study.

A modified density-based spatial clustering of applications
with noise method was used to extract signal photons and noise
photons from ATL03 data and apply them to SDB [25]. The
multipeak Gaussian fitting method was used to extract the sea
surface photons from ATL03 data, and then the final photons
were obtained after three median filtering iterations [26]. The
water signal was extracted directly from the ATL03 data file
using a semiautomatic method, which is effective in clear water
and good weather conditions [22]. The adaptive variable ellipse
filtering bathymetric method was proposed to accurately sort
the photons at the bottom of the sea to obtain bathymetric data
[27]. The difficulty of signal photon extraction is increased by
the influence of environmental factors and a nonuniform noise
distribution. The existing denoising algorithms still cannot elim-
inate manual and empirical threshold selection. Hence, a simple,
feasible, and accurate process to extract accurate bathymetric
photons is necessary.

In this study, we first extract accurate bathymetric photons
from ICESat-2 ATL03 data, and then the following steps are
completed:

1) removing noise photons with large errors by Level-1 de-
noising,

2) separating the sea surface and seafloor photons,
3) obtaining accurate bathymetric photons by Level-2 de-

noising.
The final photons replace in situ bathymetric data combined

with Sentinel-2 imagery to build ML methods to obtain bathy-
metric maps of Waimanalo and the Antelope Reef. Simulta-
neously, the accuracy index of the methods is evaluated and
analyzed. We can combine the benefits of both types of data and
perform high-accuracy shallow water bathymetry on a massive
scale by fusing the ICESat-2 ATL03 data with multispectral
satellite imagery. The framework of this study is shown in
Fig. 1.
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Fig. 2. Waimanalo and ICESat-2 ATL03 data shown in Sentinel-2 true-color.

Fig. 3. Antelope Reef and ICESat-2 ATL03 data shown in Sentinel-2 true-
color.

II. MATERIALS

A. Study Areas

In this article, there are two study areas. The first study area
is Waimanalo (see Fig. 2), which is located to the southeast of
Oahu. Oahu is the third largest Hawaiian island, covers an area
of approximately 1546 km2, and is the most populated island.
The island has two parallel mountain ranges, the Koolau and the
Waianae ranges, which are connected by a central plateau. The
coast is tortuous, and there are many coral reefs along it. There
is also clear water, making this area suitable for SDB.

The second study area is Antelope Reef, which is situated in
the southwest corner of the Yongle Atoll in the Paracel Islands,
as shown in Fig. 3. This atoll becomes a closed lagoon inside
after low tide.

B. Data Collection

1) Sentinel-2 Multispectral Imagery: The Sentinel-2 satel-
lites, which were launched on 23 June 2015 and 7 March 2017,
respectively, are comprised of Sentinel-2A and Sentinel-2B.
They were placed in the same sun-synchronous orbit with a 180°
phase shift. Each satellite carries a multispectral instrument and
orbits the Earth at an altitude of 786 km. The spectral range
covers the visible light, near-infrared, and shortwave infrared
regions, and there are three spectral bands in the red-edge range,
which have high resolution and can be used to extract more water
information hidden in the band. There are a total of 13 spectral
bands, and they have distinct spatial resolutions at the ground
that range from 10 to 60 m [28].

TABLE I
INFORMATION ON THE STUDY AREAS AND THE DATA USED IN DETAIL

The Sentinel-2 Level-1C product used in this study is free
and available from the European Space Agency (https://scihub.
copernicus.eu/dhus/#/home). The Level-1C product is trans-
formed into the Level-2A product using the Sen2Cor toolbox,
followed by resampling to 10 m in the free Sentinel Application
Platform.

To avoid errors caused by environmental conditions such
as cloud shadow, sun glint, and waves when imaging, three
Sentinel-2 Level-1C products are used in each study area. De-
tailed information on the two study areas and the data used are
shown in Table I.

2) ICESat-2 ATL03 Data: In this study, the ICESat-2 Level-
2 ATL03 data, Version 5 (https://search.earthdata.nasa.gov/
search), which include the latitude, longitude, height, and along-
track distance (along with the associated uncertainties) of each
telemetered photon event (lat_ph, lon_ph, h_ph, dist_ph_along,
and ref_elev), are used [29].

3) Airborne Bathymetric LiDAR Data: The bathymetric data
for Waimanalo were collected from the Scanning Hydrographic
Operational Airborne LiDAR Survey (SHOALS) system and
are available at http://www.soest.hawaii.edu/coasts/data/oahu/
shoals.html. The SHOALS system consists of near-infrared and
green lasers, a laser oscillator, an optical receiver, and a data
processing unit and is capable of detecting depths up to 40 m.
The error in the vertical direction is less than 0.15 m, and the
point spacing between the sounding data is between 3 and 15 m
[30]. It is a relatively mature airborne laser bathymetry system.
These data are used to validate the accuracy of denoising and
SDB on Waimanalo.

C. ATL03 Data Denoising and Accurate Bathymetric
Photon Extraction

1) Level-1 Denoising: The purpose of Level-1 denoising is
the use of a frequency histogram to remove obvious noise
photons from the raw data.

Based on the three laser beams focused on Waimanalo [see
Figs. 5(a) and 7(a)], there are very large elevation distribution
differences and obvious noise photons. Moreover, the data re-
quire Level-1 denoising to control the elevation range of the

https://scihub.copernicus.eu/dhus/#/home
https://scihub.copernicus.eu/dhus/#/home
https://search.earthdata.nasa.gov/search
https://search.earthdata.nasa.gov/search
http://www.soest.hawaii.edu/coasts/data/oahu/shoals.html
http://www.soest.hawaii.edu/coasts/data/oahu/shoals.html
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photons between −40 m and 10 m for subsequent processing.
The ICESat-2 ATL03 data of elevation range on Antelope Reef
are controlled between −10 m and 5 m [see Figs. 8(a) and 9(a)].

2) Separating Photons of Sea Surface and Seafloor: Due
to the significant difference in photon density distribution be-
tween the sea surface and seafloor, the majority of photons
are concentrated at the sea surface. To differentiate between
the sea surface and seafloor photons, a Gaussian function is
employed. However, fitting a Gaussian function to all photons
may result in more than two peaks on the elevation histogram.
To address this issue, this study uses the elevation histogram
to determine the sea surface height and assumes that elevation
fluctuation does not exceed 5 m, restricting the photon range to
within this limit [31]. Photons with elevations within the range
of (μ− 3σ, μ+ 3σ) are classified as ocean surface, whereas
photons with elevations belowμ− 3σ are considered sea surface
photons. The one-dimensional (1-D) Gaussian function used is
as follows:

f (x) = α · e− (x−μ)2

2σ2 (1)

where α is the amplitude, μ is the expectations, and σ is the
standard deviation of the crest.

3) Level-2 Denoising: In Level-2 denoising, accurate bathy-
metric photons for the extracted seafloor photons are obtained
using a median filtering algorithm or grid-based statistical de-
noising. Here, we adopt the artificial identification method,
select median filtering for the sparse distribution of noise points,
and select the method based on grid statistics for the relatively
dense distribution of noise points. In order to compare the
applicable objects of the two algorithms more intuitively, this
study adopted the two algorithms for comparative analysis of
20190613 GT1L, 20190524 GT2L, and 20190524GT3L, re-
spectively. The result of the best denoising effect is used as the
input data for the bathymetric inversion.

a) Median filtering: The fundamental idea behind median
filtering is to swap out a photon’s value in a digital sequence for
the median of the photon values nearby so that the surrounding
elevation levels are closer to the real value and isolated noisy
photons are removed [28].

Let a 1-D sequence f1, f2, . . . , fn take the window length
m (m is an odd number). Then, perform median filtering on it
(Med means the median value of the 1-D sequence), i.e., remove
m numbers successively from the input sequence and take the
median value of the data as the filtered output using the following
formula:

yi = Med {fi−v, . . . , fi, . . . , fi+v} , i ∈ N, v =
m− 1

2
. (2)

The larger the window value is, the smoother the seafloor
water photon distribution obtained. However, the amount of
data will be reduced accordingly. For 20190609 GT1L/R and
20190613 GT1L with validation data, we find the window value
of the optimal denoising results in the range from 1 to 100 in turn.
For 20190524 GT2L and 20190524 GT3L without validation
data, we use the empirical method to determine the optimal
window value.

Fig. 4. Geometric relationship of single beam refraction correction in air and
water media.

b) Grid-based statistical denoising: Because some data
contain a large amount of noise, bathymetric photons cannot be
accurately obtained by median filtering. Therefore, a grid-based
statistical denoising method is proposed.

The method involves several basic steps, which are given as
follows:

1) plotting the distribution of seafloor photons, with the
Along-Track parameter as the horizontal coordinate and
the Height parameter as the vertical coordinate,

2) dividing the distribution into an n∗m grid,
3) counting the number of photons in each grid,
4) retaining the grid with the highest number of photons in

each column by comparing the photon counts
4) Refraction Correction and Tidal Correction: The h_ph

parameter of ICESat-2 ATL03 data is calculated by only consid-
ering the laser propagation in a single air medium. To obtain the
true height, refraction correction for seafloor photons is required
[32]. Fig. 4 shows the geometric relationship of a single beam
refraction correction in air and water media, where θ1 and θ2
are the angle of incidence and angle of refraction, respectively;
n1 and n2 are the refractive indices of air and water, which are
1.00 and 1.34, respectively; A and B are the actual propagation
distance of the laser underwater when no refraction is emitted
and the actual propagation distance of the laser when refraction
is emitted, respectively; H is the observation depth of the laser
underwater; ref_elev is one of the parameters of ATL03 data;
θ1 = π

2 − ref_elev; and β = γ − α.
According to Snell’s Law

n2

n1
=

sin θ1
sin θ2

=
A

B
. (3)

In the triangle HAD, we obtain

A =
H

cos θ1
(4)

In triangle ABC, using the sine theorem and the cosine theo-
rem, we obtain C and α such that

C =
√
B2 +A2 − 2BA cosφ (5)
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Fig. 5. Flow of 20190609 GT1L ICESat-2 ATL03 data processing based on median filtering.

α = sin−1

(
B sinφ

C

)
. (6)

Finally

ΔY = C cosβ (7)

ΔZ = C sinβ. (8)

Tidal correction is performed by subtracting the tidal data at
the time of photon acquisition from the bathymetric value of
the bathymetric photon and adding the tidal data at the time of
Sentinel-2 imaging.

III. METHODS

A. ML Models

The models used in this article are as follows, and all are
performed on Python 3.9.7.

1) Linear Regression Model: Linear regression (LR) is a
model for prediction that is based on the linear combination of
independent variables. In SDB, there are multiple independent
variables, so the LR method is used. This method is easy to
understand and apply, and the weights can visually express the
importance of each band

y = θ1 x1 + θ2x2 + . . .+ θnxn + b (9)

where y is the dependent variable, x1, x2, …, xn are the inde-
pendent variables (model inputs), i.e., the radiometric brightness

value, θ1, θ2, …, θn are the regression coefficients of the inde-
pendent variables xi and b is the intercept.

2) Light Gradient Boosting Machine Model: Light gradient
boosting machine (LightGBM) is a model based on gradient
boosting decision tree (GBDT) ([33].

It uses a histogram-based partitioning algorithm instead of
the traditional presorted traversal algorithm, which has faster
parallel training efficiency, lower memory consumption, and
higher accuracy. In addition, it has the advantages of supporting
various distributions, handling massive volumes of data more
adaptively, and effectively preventing overfitting. LightGBM not
only increases the accuracy of the prediction but also greatly
accelerates the prediction speed and reduces memory utilization
[34].

3) Categorical Boosting Model: Yandex proposed categori-
cal boosting (CatBoost), an innovative gradient boosting tech-
nology [35], [36]. This method has undergone significant paral-
lelization enhancements, allowing the layout to be finished more
quickly and more easily on internet networks [34].

CatBoost is an improved algorithm in the framework of the
GBDT algorithm, which has the advantage of overcoming the
gradient bias and effectively solving the problem of predic-
tion bias, improving the accuracy of the algorithm, enhancing
the generalization ability, and preventing the occurrence of
overfitting.

In this study, the reflectance data from all bands of the
multispectral images are used as input for each model, whereas
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Fig. 6. Flow of 20190609 GT1R ICESat-2 ATL03 data processing based on median filtering.

the output of the model is the extracted bathymetric data from
accurate bathymetric photons; 80% of the dataset is used as
the training set. The accuracy of the SDB is verified using
airborne bathymetric LiDAR data for the Waimanalo area. For
Antelope Reef data, where no in situ bathymetry data are avail-
able, the remaining 20% of the ICESat-2 ATL03 data are utilized
for verification.

B. Accuracy Evaluation Methods

The denoising process is evaluated using R2 (coefficient of
determination), root mean square error (RMSE), mean absolute
error (MAE), and mean relative error (MRE). The RMSE, MAE,
and MRE are used to evaluate the models

R2 = 1−
∑n

i = 1

(
hi − ĥi

)2

∑n
i = 1

(
hi − 1

n

∑n
i = 1 hi

)2 (10)

RMSE =

√
1

n

∑n

i=1

(
hi − ĥi

)2

(11)

MAE =
1

n

n∑
i = 1

∣∣∣hi − ĥi

∣∣∣ (12)

MRE =
1

n

n∑
i = 1

⎡
⎣
∣∣∣ĥi − hi

∣∣∣
hi

⎤
⎦ (13)

where i is the ith bathymetric photons, n is the number of bathy-
metric photons used to validate the models, hi is the bathymetric
value of validation photons, and ĥi is the estimated depth.

IV. RESULTS

A. Accurately Obtaining Bathymetric Photons From ICESat-2
ATL03 Data

The algorithm described in this article is used to accurately ex-
tract bathymetric photons from data in two regions, Waimanalo
and Antelope Reef, and the trajectories of the study are shown
in Figs. 2 and 3. For the three laser beams (20190609 GT1L,
20190609 GT1R, and 20190613 GT1L) focused on Waimanalo,
the process proposed in this article is used to filter the ATL03
data, and the feasibility of the algorithm is evaluated using the
airborne bathymetric LiDAR data. Due to the lack of in situ
bathymetry data on the Antelope Reef (20190524 GT2L and
20190524 GT3L), this study only analyses the denoising effect
of two algorithms from a visual perspective.

Because some ATL03 data have a wide range of noise points,
obvious noise points can be removed by Level-1 denoising.
Figs. 5–9 show the results after Level-1 denoising, and the
denoising effect is very clear. Subsequently, the elevation his-
togram was utilized to determine the height of the sea surface
for each dataset, which is represented by the solid red line in
Figs. 5(b) and 9(b). To distinguish between the photons at the sea
surface and those at the seafloor, a Gaussian function was used,
with photons falling within the solid red line being considered
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Fig. 7. Flow of 20190613 GT1L ICESat-2 ATL03 data processing based on grid-based statistical denoising.

TABLE II
ACCURACY OF ICESAT-2 ATL03 DATA DENOISING

as surface photons (green points), whereas those falling below
the second red dashed line were identified as seafloor photons.

For data from the 20190609 GT1L and 20190609 GT1R
laser beams, median filtering is used for Level-2 denoising.
In Figs. 5(d) and 6(d), the denoising results are the red
points, and the refraction corrected photons are the magenta
points.

In Figs. 8 and 9, d1 is the processing result based on median
filtering, and d2 is the processing result based on grid-based
statistical denoising. For the 20190613 GT1L data, the median
filtering algorithm was not effective in accurately extracting
bathymetric photons due to significant noise photons present
in Fig. 7(d1), which could not be removed. Therefore, the grid-
based statistical denoising algorithm proposed in this study was
employed for filtering, and the results are presented in Fig. 7(d2).
The grid statistics method, which involves dividing the grid of
17×10 (empirically specified), can retain signal photons and

eliminate noisy photons to a significant extent, as compared to
the median filtering algorithm. As shown in Table II,R2, RMSE,
MAE, and MRE improved by 6.44%, 2.21 m, 0.94 m, and 2.75%,
respectively.

The results from two laser beams (20190524 GT2L and
20190524 GT3L) in the Antelope Reef area are shown in Figs. 8
and 9. The two data were divided into 100×10 and 150×10 grids
[see Figs. 8(c) and 9(c)], respectively, but some noise cannot
be effectively removed [see Figs. 8(d2) and 9(d2)], and signal
photons are missed; the denoising effect is not as good as the
result of median filtering [Figs. 8(d1) and 9(d1)]. Therefore,
we still use the accurate bathymetric photon data obtained
by median filtering when performing the SDB of Antelope
Reef.

The extracted seafloor photons based on the suitable algorithm
are significantly correlated with airborne bathymetric LiDAR
data. Compared with in situ bathymetric data, as shown in
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Fig. 8. Flow of 20190524 GT2L ICESat-2 ATL03 data processing based on median filtering.

Table II, the R2 is greater than 99.74%, the RMSE is less than
0.75 m, the MAE is less than 0.50 m, and the MRE is less than
16.85%.

B. Accuracy of Different ML Models

Using accurate bathymetry photons from ICESat-2 ATL03
data and Sentinel-2 multispectral imagery, three ML methods
(i.e., LR model, LightGBM model, and CatBoost model) are
constructed for three dates in two study areas, Waimanalo and
Antelope Reef. To assess the inversion effect, three quality
indicators are used: RMSE, MAE, and MRE.

Figs. 10–14 show the error scatter diagrams of retrieved water
depth and ICESat-2 ATL03 data at two areas on three dates. The
black dashed line is the 1:1 line, whereas the red line corresponds
to the regression line. N is the number of data used to validate
the models. The higher the inversion effect is, the more scatters
converge to the 1:1 line and the better the model fitting. The
worse the inversion effect is, the more divergent the scatters are
from the trend line. As seen from the figures, it can be seen that
the degree of regression is lower using the LR model. The error
scatter diagrams also show that the LR model has a poorer effect
in deep water. Concentrated scatter distributions are observed
when using the LightGBM and CatBoost models, and the trend
lines are approximate to be 1:1 line, thus an ideal inversion result
is obtained when using these models.

Figs. 15–19 show the shallow water bathymetric maps of
Waimanalo and Antelope Reef using multidate satellite images
and ICESat-2 ATL03 data obtained by inversion using the LR,
LightGBM, and CatBoost ML methods. In Figs. 15–19, panels
(a), (e), and (i) show true color images of different dates in each
study area. In the Waimanalo study area, it can be seen from
the Sentinel-2 true color images that the water depth near the
shore on the left side is shallow, the bottom can be seen, and
the water depth on the right side is deeper. For the Sentinel-2
images of the Antelope Reef study area, the water depth in the
surrounding area is shallow, and the water depth in the middle is
deeper. Figs. 18 and 19 show the bathymetric maps of Antelope
Reef obtained after inversion, and the water depth distribution
is approximately 6 m. Due to the low accuracy of the LR model,
the bathymetric map obtained based on the LR model has a large
deviation from those obtained from the LightGBM and CatBoost
models.

Tables III and IV show the accuracy index results of bathy-
metric inversion for the Waimanalo and Antelope Reef data.
From an overall perspective, significantly improved accuracy is
obtained using the LightGBM and CatBoost models compared
with using the LR ML model. For the Waimanalo data, the mean
RMSE, MAE, and MRE values of the inversion results using
the LightGBM and CatBoost models are 0.81 m, 0.605 m, and
18.095%, respectively. For the Antelope Reef data, the average
RMSE, MAE, and MRE values of the inversion results using
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Fig. 9. Flow of 20190524 GT3L ICESat-2 ATL03 data processing based on median filtering.

the LightGBM and CatBoost models are 0.05 m, 0.02 m, and
0.945%, respectively. A positive inversion effect is observed
when using the LightGBM and CatBoost models. The worst
overall inversion results, with an RMSE of 2.72 m for the
Waimanalo data and 0.40 m for the Antelope Reef data, are
obtained using the LR model.

C. Comparison of Strong and Weak Laser Beams

The 20190609GT1L and 20190619GT1R data in the
Waimanalo study area, which correspond to the pair’s strong
laser beam and weak laser beam, respectively, have an energy
ratio of approximately 4:1. The number of photons also differs
greatly. The number of strong laser beam photons is larger
than the number of weak laser beam photons after denoising.
Comparing the inversion results of the strong and weak beams
with respect to the three indicators (see Figs. 10 and 11), better
performance is obtained using the strong beam than the weak
beam.

V. DISCUSSION

A. ATL03 Data Processing Procedure

As seen from Figs. 5–7, when processing ICESat-2 ATL03
data, the elevation distribution histogram is first used to remove
a large number of outliers that obviously do not conform to

the elevation of the study area. For the extraction of sea surface
photons, the Gaussian function adopted in this article was used to
achieve the effect of sea surface extraction simply and accurately.
The method of manual recognition is used to determine whether
Level-2 denoising is performed by using a median filter or
grid-based statistical denoising. For the laser beam in Figs. 5
and 6, a remarkable filtering effect can be obtained by using
the median filter algorithm. However, for the photons shown
in Fig. 7, since the data collected during the day (16:32:47
local time) are greatly affected by the solar background, it is
difficult to distinguish signal photons from noise photons. Thus,
the grid-based statistical denoising proposed was adopted for
denoising, and the accuracy is 99%. Although not all noises were
removed, a relatively obvious denoising effect was observed and
the accuracy has been greatly improved. For data whose noise
photons and signal photons are uniformly distributed and cannot
be accurately denoised using median filtering, the grid-based
statistical method can effectively achieve the denoising effect.

Based on the above-mentioned results, we can prove the
effectiveness and feasibility of the proposed method. Therefore,
the data collected from two laser beams (20190524 GT2L
and 20190524 GT3L) on Antelope Reef are denoised using
two methods. By trying different grid divisions, the algorithm
can achieve a good denoising effect under a suitable grid. At
present, the algorithm has some limitations. The divided grid
size is consistent, and it is not possible to adjust the grid size
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Fig. 10. Error scatter diagrams of the retrieved water depth and ICESat-2 20190609 GT1L data at Waimanalo on three dates. (a)–(c) 16 April 2019. (d)–(f) 11
May 2019. (g)–(i) 10 June 2019.

Fig. 11. Error scatter diagrams of the retrieved water depth and ICESat-2 20190609 GT1R data at Waimanalo on three dates. (a)–(c) 16 April 2019. (d)–(f) 11
May 2019. (g)–(i) 10 June 2019.
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Fig. 12. Error scatter diagrams of the retrieved water depth and ICESat-2 20190613 GT1L data at Waimanalo on three dates. (a)–(c) 16 April 2019. (d)–(f) 11
May 2019. (g)–(i) On 10 June 2019.

Fig. 13. Error scatter diagrams of the retrieved water depth and ICESat-2 20190524 GT2L data at Antelope Reef on three dates. (a)–(c) 1 March 2019.
(d)–(f) 18 July 2020. (g)–(i) 25 November 2020.
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Fig. 14. Error scatter diagrams of the retrieved water depth and ICESat-2 20190524 GT3L data at Antelope Reef on three dates. (a)–(c) 1 March 2019.
(d)–(f) 18 July 2020. (g)–(i) 25 November 2020.

Fig. 15. Shallow water bathymetric maps derived from the three methods for Waimanalo using multidate satellite imagery and ICESat-2 20190609 GT1L data.
(a) 16 April 2019. (b) LR 2019/04/16. (c) LightGBM 2019/04/16. (d) CatBoost 2019/04/16. (e) 11 May 2019. (f) LR 2019/05/11. (g) LightGBM 2019/05/11.
(h) CatBoost 2019/05/11. (i) 10 June 2019. (j) LR 2019/06/10. (k) LightGBM 2019/06/10. (l) CatBoost 2019/06/10.
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Fig. 16. Shallow water bathymetric maps derived from the three methods for Waimanalo using multidate satellite imagery and ICESat-2 20190609 GT1R data.
(a) 16 April 2019. (b) LR 2019/04/16. (c) LightGBM 2019/04/16. (d) CatBoost 2019/04/16. (e) 11 May 2019. (f) LR 2019/05/11. (g) LightGBM 2019/05/11.
(h) CatBoost 2019/05/11. (i) 10 June 2019. (j) LR 2019/06/10. (k) LightGBM 2019/06/10. (l) CatBoost 2019/06/10.

Fig. 17. Shallow water bathymetric maps derived from the three methods for Waimanalo using multidate satellite imagery and ICESat-2 20190613 GT1L data.
(a) 16 April 2019. (b) LR 2019/04/16. (c) LightGBM 2019/04/16. (d) CatBoost 2019/04/16. (e) 11 May 2019. (f) LR 2019/05/11. (g) LightGBM 2019/05/11.
(h) CatBoost 2019/05/11. (i) 10 June 2019. (j) LR 2019/06/10. (k) LightGBM 2019/06/10. (l) CatBoost 2019/06/10.
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Fig. 18. Shallow water bathymetric maps derived from the three methods for Antelope Reef using multidate satellite imagery and ICESat-2 20190524 GT2L
data. (a) 1 March 2019. (b) LR 2019/03/01. (c) LightGBM 2019/03/01. (d) CatBoost 2019/03/01. (e) 18 July 2020. (f) LR 2020/07/18. (g) LightGBM 2020/07/18.
(h) CatBoost 2020/07/18. (i) 25 November 2020. (j) LR 2020/11/25. (k) LightGBM 2020/11/25. (l) CatBoost 2020/11/25.

for different data. For example, obvious signal photons were
missing in Fig. 8(d2), which is the area where the algorithm
needs to be improved in the future. However, on the whole, the
method based on grid-based statistical denoising is comparable
to the median filtering, which is a wide range of algorithms, and
its applicable data are more extensive, with strong universality.

Consequently, in both study areas, the denoising process pro-
posed has excellent performance in terms of accurately obtaining
bathymetric photons from daytime and nighttime ATL03 data,
which is crucial for using ICESat-2 ATL03 data for SDB.

B. SDB With ICESat-2 Photons

To compare and analyze the accuracy of the three models,
scatter plots of the errors of the three models for the two
study areas and three dates are created, and the RMSE, MAE,
and MRE values were calculated. For the three multispectral
images used in the same study area, the depth inversion results
were affected and biased to some extent due to the different
imaging moments of Sentinel-2, which are partially affected by
clouds and shadows. In analyzing the inversion results for the
three dates, the errors on 16 April 2019 are relatively large at
Waimanalo, which may be caused by several obvious clouds

in the image and errors in tidal correction [25]. However, the
results are generally consistent, mainly because the study areas
are more remote and less affected by human activities, and the
selected images are almost cloud-free. Therefore, there is no
effect on the inversion method, and it is more reliable to take the
average value as the accuracy analysis of the bathymetric inver-
sion methods. Overall, the RMSEs of both the LightGBM and
CatBoost models are less than 1.12 m, the MAEs are less than
0.82 m, and the MREs are less than 27.01%. The RMSE, MAE,
and MRE values of the LR model are less than 3.42 m, 2.90 m,
and 93.10%, respectively. Very significant inversion effects are
observed using the LightGBM and CatBoost models compared
with those observed using the LR model. It can be concluded
that the nonlinear ML method can better handle SDB in complex
and diverse environments compared to the linear ML method.
Fig. 10–14 are used to more directly determine the inversion
effects of these three methods, and the error scatter plots also
show that the LR model has difficulty accurately describing the
water depth information above 20 m in the Waimanalo area.
The scatter distributions of the LightGBM and CatBoost models
are around the reference line, and the inversion results are more
satisfactory. In addition, these models have a greater advantage
in solving the bathymetric inversion problem because of the
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Fig. 19. Shallow water bathymetric maps derived from the three methods for Antelope Reef using multidate satellite imagery and ICESat-2 20190524 GT3L
data. (a) 1 March 2019. (b) LR 2019/03/01. (c) LightGBM 2019/03/01. (d) CatBoost 2019/03/01. (e) 18 July 2020. (f) LR 2020/07/18. (g) LightGBM 2020/07/18.
(h) CatBoost 2020/07/18. (i) 25 November 2020. (j) LR 2020/11/25. (k) LightGBM 2020/11/25. (l) CatBoost 2020/11/25.

TABLE III
ACCURACY OF WATER DEPTH INVERSION AT WAIMANALO



3712 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

TABLE IV
ACCURACY OF WATER DEPTH INVERSION AT ANTELOPE REEF

highly complex nonlinearity between bathymetric data and the
reflectivity of remote sensing images. From Figs. 15 to 19, it
can be concluded that the bathymetric maps obtained based on
the LR model have large deviations from those obtained using
the LightGBM and CatBoost models due to the low accuracy
of the LR model. The bathymetric maps based on the Light-
GBM and CatBoost models obtained in this study are generally
consistent with the actual topography. Both the LightGBM and
CatBoost models are based on the boosting algorithm, in which a
weak stem of weak learners is trained with a certain combination
strategy, resulting in a strong learner. LightGBM uses a leafwise
algorithm with a depth limit to reduce error; thus, better accuracy
can be obtained using the same number of splits. In CatBoost,
the need for extensive hyperparameter optimization is reduced,
which subsequently reduces the probability of overfitting. There-
fore, higher inversion accuracy can be obtained by applying
these two models to bathymetric inversion problems.

Based on the results of analyzing the strong and weak beams,
it can be concluded that the inversion effect is better if there
are more data points simulated in the same study area when the
depth distribution is approximately the same. When establishing
the bathymetric inversion method, more samples of a priori
bathymetric data are beneficial to obtain a better training model.
Thus, a strong laser beam is used for the actual bathymetric data
in the Antelope Reef study area.

VI. CONCLUSION

In this study, we used ICESat-2 ATL03 data and Sentinel-2
multispectral images to build ML methods to obtain accurate
bathymetric maps. This approach could be used to overcome
the lack of in situ bathymetric data. Meanwhile, we developed a
high-precision denoising process with a correlation of more than
99% compared to airborne bathymetric LiDAR data, as well as
an accuracy improvement of 6.44%, 2.21 m, 0.94 m, and 2.75%
for R2, RMSE, MAE, and MRE, respectively, compared to the
results of median filtering. Three ML methods were constructed
using the accurate bathymetric photon data obtained by this pro-
cess as bathymetric data and Sentinel-2 images, and the accuracy

of SDB was verified by airborne bathymetric LiDAR data on
Waimanalo. In each study area, LightGBM and CatBoost ML
methods took full advantage of their ability to solve nonlinear
and highly complex problems, resulting in much higher accuracy
values, with mean RMSE, MAE, and MRE values of less than
0.91 m, 0.66 m, and 23.17%, respectively.

Comparing our research to the previous studies mentioned
above, it can be noted that the biggest improvement is the use
of ICESat-2 ATL03 data and the ability to accurately obtain
bathymetric photons without many parameters according to the
denoising process proposed in this article. Thus, SDB is no
longer limited by a lack of in situ bathymetric data. The RMSE
obtained by the ML model and verified with the measured water
depth data is between 0.49 and 1.12 m. Our results show that the
accurate bathymetric photons obtained by using the denoising
process proposed in this article are fully capable of replacing
the in situ bathymetric data for SDB, and it is very significant
to select suitable, high-accuracy, and nonlinear ML methods for
SDB. The insights gained from this study may be of assistance
to map large areas and perform high-accuracy bathymetry in
remote areas. In future research, we will continue to develop
automatic extraction methods for signal photons.
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