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UAVStereo: A Multiple Resolution Dataset for Stereo
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Abstract—Stereo matching is a fundamental task in 3-D scene re-
construction. Recently, deep learning-based methods have proven
effective on some benchmark datasets, such as KITTI and Scene-
Flow. Unmanned aerial vehicles (UAVs) are commonly used for
surface observation, and the images captured are frequently used
for detailed 3-D reconstruction because of their high resolution
and low-altitude acquisition. Currently, mainstream supervised
learning networks require a significant amount of training data
with ground-truth labels to learn model parameters. However,
owing to the scarcity of UAV stereo-matching datasets, learning-
based stereo matching methods in UAV scenarios are not fully
investigated yet. To facilitate further research, this study proposes
a pipeline for generating accurate and dense disparity maps using
detailed meshes reconstructed based on UAV images and LiDAR
point clouds. Through the proposed pipeline, we constructed a
multiresolution UAV scenario dataset called UAVStereo, with over
34 000 stereo image pairs covering three typical scenes. To the best
of our knowledge, UAVStereo is the first stereo matching dataset
for UAV low-altitude scenarios. The dataset includes synthetic and
real stereo pairs to enable generalization from the synthetic domain
to the real domain. Furthermore, our UAVStereo dataset provides
multiresolution and multiscene image pairs to accommodate var-
ious sensors and environments. In this article, we evaluate tra-
ditional and state-of-the-art deep learning methods, highlighting
their limitations in addressing challenges in UAV scenarios and
offering suggestions for future research.

Index Terms—Deep learning, disparity maps, stereo matching
dataset, unmanned aerial vehicle (UAV).

I. INTRODUCTION

ONE of the most active research areas in photogrammetry
and computer vision is the 3-D reconstruction of environ-

ments via dense matching, which can be performed in stereo
(in two views) [1] or multiview stereo (MVS) [2]. Among
image-based approaches, stereo matching [3], in which expected
correspondences are on epipolar lines, is arguably the most pop-
ular and intensively researched technique. Significant progress
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has been made in this field in terms of the accuracy and cross-
domain performance. Through stereo benchmarks [4], [5], [6],
[7] researchers have achieved high accuracies on benchmarks for
driving scenarios and indoor environments. Furthermore, some
aerial stereo datasets have enabled deep learning to succeed in
processing aerial stereo images [8], [9], [10]. However, the lack
of large-scale datasets hinders research in terms of cross-domain
performances and the application of stereo matching algorithms
to unmanned aerial vehicle (UAV) images.

UAVs are a low-cost alternative to classical aerial photogram-
metry for large-scale topographic mappings and even detailed
3-D recordings of ground information and are a valid comple-
mentary solution to terrestrial observations. With UAV images,
current networks encounter three main challenges.

1) Larger disparity search space: The conversion be-
tween disparity and depth can be written as disparity =
Bf/Depth, with baselineB and Depth generally in meters
and the focal length in pixels f . The focal length in pixels f
can be further expressed as Wpxfmm/WCCD, where Wpx,
fmm,WCCD denote the image width in pixels, focal length
in mm, and CCD width in mm, respectively. With the
advancement of digital cameras, the resolution of acquired
images is increasing, resulting in a larger disparity search
space, which places increased computational performance
requirements on the algorithm.

2) Greater possibility of ill-areas: UAVs are often used to
capture information about ground surfaces, such as forests
and grasslands, where features are difficult to match. In
addition to the low-altitude acquisition characteristics,
UAVs easily acquire images containing ill-areas, such
as textureless and repetitive textures, which is extremely
challenging and may be an inherently ill-posed problem
in many cases.

3) More varied disparity distribution: Being lightweight and
possessing adaptable characteristics, UAVs can collect im-
ages from various heights, where the disparity distribution
significantly differs from driving and indoor scenarios and
is significantly more varied. Most current algorithms are
applied to datasets with the same disparity distribution,
such as datasets on driving and indoor scenarios, which
presents an additional challenge.

In addition to these properties of UAV images, the litera-
ture [5] has indicated that there is a significant difference in
the performance of existing algorithms between the synthetic
and real domains. To bridge this gap, synthetic image pairs have
been used in advance for pretraining, and a small number of real
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TABLE I
COMPARISON OF AVAILABLE STEREO DATASETS

images are used for finetuning, which can significantly improve
the pretrained models’ capacity for real data. Evidently, neither
current single synthetic datasets nor real datasets satisfy the
requirements individually. Thus, synthetic and real data must
be combined into one dataset.

To achieve this goal, we propose a UAV scenario dataset
that contains both synthetic and real data. For the synthetic
data, we propose a large-scale stereo dataset with sufficient
variation, realism, and size to successfully train large networks
in UAV scenarios. For the real data, the acquired images were
provided after a four-step processing (including initial disparity
map generation, epipolar image generation, epipolar disparity
map generation, and postprocessing). In addition, the original
resolution stereo pairs and corresponding disparity maps were
used for the high-resolution network evaluation. The main con-
tributions of this study are as follows.

1) We propose a pipeline (details are presented in Sections
III-B and III-C) that can generate a dense disparity for both
synthetic and real images from UAV-obtained images and
point clouds.

2) We construct a new UAVStereo dataset, which consists of
image pairs and dense disparity maps for three representa-
tive UAV scenes. To shorten the gap between the synthetic
and real domains, we construct both synthetic and real
data to increase the availability of both in real scenarios
and decrease the quantity demand for real data. To adapt
to the imaging characteristics and disparity distribution in
UAV scenarios, we published multiresolution images and
corresponding disparity maps.

3) We evaluate traditional and state-of-the-art deep tech-
niques on our dataset. The results across different datasets
and stereo methods demonstrate that our dataset is more
suitable for UAV scenarios. Our dataset also presents
challenges to current algorithms in terms of the resolution,
disparity search range, and geospatial feature matching.

II. RELATED WORK

A. Stereo Matching Methods

For many years, most algorithms have solved the stereo-
matching problem following a typical four-step pipeline [1]:
matching cost computation, cost aggregation, disparity

computation, and disparity refinement. Among the vast literature
on traditional algorithms [11] [12], [13], [14], [15], semiglobal
matching (SGM) [16] is the most popular and is a reference
approach combining mutual information and dynamic program-
ming optimization in several directions [17].

With the development of deep learning, the early research ef-
forts focused on replacing the individual steps of a conventional
pipeline with deep learning counterparts. For instance, 2-D
convolutional neural networks (CNNs) have proven effective in
feature extraction [18]. SGM-Net uses a CNN to provide learned
penalties for the SGM [19].

Subsequently, end-to-end deep stereo networks rapidly be-
came the main focus [20], [21], [22]. Inspired by the FCN
used in semantic segmentation [23], [24], DispNet [21] adopts
an encoder–decoder architecture to enable end-to-end dispar-
ity regression, with which the matching cost can be directly
integrated into the encoder volumes. GC-Net [20] combines
contextual information with 3-D convolutions over a certain
cost volume. PSMNet [25] integrates global context information
using spatial pyramid pooling and regularizes the cost volume
using stacked multiple hourglass 3-D convolutional networks.
To address the high memory consumption of high-resolution
image matching, DeepPrunner [26] proposed pruning the 3-D
cost volume using a differential patch match method. STTR [27]
revisited the problem from a sequence-to-sequence correspon-
dence perspective and replaced cost-volume construction with
dense pixel matching using position information and attention.

Although these methods were developed by the computer
vision community on indoor or driving datasets, numerous re-
searchers introduced geospatial aerial images into stereo match-
ing networks, and this proved to be effective [28], [29].

Compared with traditional methods, learning-based stereo
matching networks have shown excellent feature matching ca-
pabilities in many scenarios and have been applied in aerial
image stereo matching because of their superior cross-domain
generation capabilities. However, the capability of the network
in UAV imagery has not been validated, owing to a lack of data.

B. Stereo Benchmarks

The growing availability of datasets plays a crucial role in the
rapid development of stereo matching. Table I lists some datasets
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for stereo matching proposed by the aerial photogrammetry and
computer vision communities. Some involve driving scenes: the
KITTI datasets in two versions, KITTI 2012 [4] and KITTI
2015 [30]; and the large-scale stereo DrivingStereo [5] and
AppolloScape [31] datasets. Moreover, Middlebury 2014 [7],
which involves framing indoor environments, and ETH3D [6],
containing both indoor and outdoor scenes, are also popular and
widely utilized. In aerial photogrammetry, the SatStereo [32]
and ISPRS2021 [8] datasets are frequently used for dense
matching evaluations. For aerial datasets, UrbanScene3D [33]
for aerial path planning and 3-D reconstruction, DFC19 [34]
for large scene semantic 3-D reconstruction, INSANE [35]
for cross-environment localization, and [36] for multiview 3-D
reconstruction are also frequently used datasets. Using advanced
computer graphics, the SceneFlow [21], Virtual KITTI [37],
and MPI Sintel [38] datasets synthesize dense disparity maps;
however, a significant gap remains between the synthetic domain
and the real world.

UAVs are commonly used for Earth observation because of
their mobility, flexibility, and low cost. However, UAV image
processing requires considerable time and computational mem-
ory, owing to its high resolution. We are attempting to reduce
the processing time by incorporating a stereo-matching network.
Therefore, large-scale UAV scenario datasets are required to
train the network. In this study, we propose the UAVStereo
dataset, which contains a large number of image pairs with a
dense disparity to facilitate the training and testing of stereo-
matching networks.

III. UAVSTEREO DATASET

This section introduces the UAVStereo data production pro-
cess. Section III-A describes the data acquisition system and
the areas covered. Sections III-B and III-C present the data
production pipelines for the synthetic and real data, respectively.

A. Data Acquisition

The commercial UAV DJI Matrice 3001 is a widely used
platform for Earth observation. We chose DJI Matrice 300 as the
platform, which was equipped with a Zenmuse L1 LiDAR sen-
sor2 and Zenmuse P1 full-frame imaging sensor3 for obtaining
point clouds and images, respectively, in the designated areas.
The Zenmuse P1 imaging sensor has a 35.9 × 24 mm full-frame
sensor with a pixel size of 4.4 μm, allowing the capture of
high-quality photographs with a resolution of 8192 × 5460 px.
The Zenmuse L1 integrates a Livox LiDAR module and camera,
allowing it to capture the details of complex structures and gen-
erate true-color point cloud models. The horizontal and vertical
accuracies of the L1 radar were 10 and 5 cm, respectively. The
maximum range of the DJI L1 is 190 m at 10%, 100 klx and 450
m at 80%, 0 klx.

The point clouds acquired by the Zenmuse L1 LiDAR were
first converted into the standard las format using DJI Terra.4

1[Online]. Available: https://www.dji.com/au/matrice-300
2[Online]. Available: https://www.dji.com/au/zenmuse-l1
3[Online]. Available: https://www.dji.com/au/zenmuse-p1
4[Online]. Available: https://www.dji.com/au/dji-terra

Then, 3-D digital surface models in the OBJ format were re-
constructed using Daspatial GET3D Cluster5 from a substan-
tial number of images and point clouds. The obtained images
are first processed by feature points extraction, feature points
matching, and aerial triangulation. We then evaluated the aerial
triangulation result using the following metrics: the camera
position reprojection error and the connection point reprojection
error. To make the surface model more accurate to the actual
scene, we manually deleted the images with excessive errors
and their corresponding connection points. Finally, point clouds
were added to connection points, to jointly generate the accurate
textured model.

Three different scenarios were included in the UAVStereo
dataset: residential land, forest, and mining areas. As shown in
Fig. 1, the residential area contains dense and regular tall build-
ings, flat roadways, and other urban scene features, covering
approximately 700 × 1200 m2. This area provides an urban
scene with disparity saltation, such as buildings. The forest area
contains high-coverage trees, several houses, and other field
scene components, covering approximately 1350 × 1500 m2.
This region has textureless and repeated-texture images, which
presents difficulties for stereo-matching algorithms. The mining
zone is composed of approximately 700× 700 m2 of agriculture,
low structures, and bare ground, which contain a continuous
variation of disparity. These three areas are representative areas
for UAV Earth observations and can represent different disparity
distributions.

B. Synthetic Dataset

The model trained on the synthesized data can provide a good
initial pretrained model for application on real UAV images.
Therefore, we generated multiresolution and multiscene UAV
data to adapt to the application of different sensors and scenes.
Similar to SceneFlow [21], we used the open-source 3-D cre-
ation suite Blender6 to simulate the flight path of drones and
render the results into tens of thousands of frames. As shown in
Fig. 2, we rendered textured 3-D models into color images and
corresponding ground-truth disparity maps, generating a syn-
thetic dataset subset consisting of both low- and high-resolution
subsets.

Given the intrinsic camera parameters [focal length f , prin-
cipal point (x0, y0)], render settings (image size W,H , and
sensor size and format), exterior orientation [camera center
(Xs, Y s, Zs), and three rotational angles (ϕ, ω, κ), baseline
B], Blender could directly retrieve the depth of each pixel
from the imported OBJ models. For stereo images, Blender’s
stereoscopy function allows users to observe models from a
left and right stereoscopic perspective, so we generate stereo
images using stereoscopy following the designed drone flight
path. As for disparity, we adjusted the render settings and set
the focal length, baseline and depth nodes and converted the
depth to disparity through node calculation according to the
formula disparity = Bf/Depth using the known configuration
of the virtual stereo rig.

5[Online]. Available: https://daspatial.com/
6[Online]. Available: https://www.blender.org/

https://www.dji.com/au/matrice-300
https://www.dji.com/au/zenmuse-l1
https://www.dji.com/au/zenmuse-p1
https://www.dji.com/au/dji-terra
https://daspatial.com/
https://www.blender.org/
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Fig. 1. Dataset acquisition areas. (a) Residential land. (b) Forest area. (c) Mining area.

Fig. 2. Pipeline of dataset generation. The red box shows the real data generation process. The green box shows the synthetic data rendering process.

By adjusting the external orientation elements, the synthetic
images and corresponding disparity maps were acquired at
100–300 m above the model with a high overlap. For all
frames and views, we provided 8-bit RGB images and disparity
maps in a portable float map (PFM) format for accurate and
lossless disparity values. We rendered all image data using a
virtual focal length of 35 mm on a 36-mm-wide simulated
sensor. We released the high- and low-resolution subsets at
960 × 540 px (same as SceneFlow) and 8192 × 5460 px (same
as Zenmuse P1). Simultaneously, we resized the high-resolution
images to 3840 × 2160 and 1920 × 1080 px for the mul-
tiresolution evaluation. The baseline was set within 1–15 m
for the low-resolution subset owing to the image size limita-
tion, and 15–35 m for the high-resolution subset. The image
size, camera center, and baseline length of these two subsets
were significantly different, which can provide multiresolution
images and test the robust performance of stereo-matching
algorithms.

Fig. 3 presents the sample data in the synthetic subset with a
baseline length of 15 m.

C. Real Dataset

For real data, we used the images collected by P1, position
and orientation system (POS) data containing image position
and orientation, and georeferenced OBJ models. The collected
data generated epipolar stereo image pairs and corresponding
disparity maps in a four-step pipeline: initial disparity map
generation, epipolar image generation, epipolar disparity map
generation, and postprocessing.

After aligning the camera with the model using the position
(Xs, Y s, Zs) and orientation (ϕ, ω, κ) in the POS, an initial
disparity map corresponding to the image can be rendered in the
same manner as the synthetic data using Blender.

The second step of the processing pipeline is to create epipolar
image pairs from adjacent images with sufficient overlap. Stereo
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Fig. 3. UAVStereo Synthetic data. Left: Residential land. Center: Forest area. Right: Mining area. In disparity distribution histograms, the yellow, gray, orange,
and blue lines, respectively, represent the disparity distribution of 960× 540, 1920× 1080, 3840× 2160, 8192× 5460 px disparity maps. The horizontal coordinate
represents the disparity value (px) and the vertical coordinate represents pixel number.

rectification can be implemented using feature extraction and
matching, fundamental matrix calculation, and interpolation
resampling, which can implement off-the-shelf functions in the
OpenCV library. The corresponding orientation parameters were
generated to facilitate subsequent disparity map processing.

To retain the same transformation between pictures and dis-
parity maps, we handled disparity maps by applying the orien-
tation parameters from the previous step.

The well-chosen photos and corresponding disparity maps
were then cropped to 960 × 540 px, which is applicable to most
networks.

Fig. 4 presents the resulting image pairs and corresponding
disparity maps.

IV. EXPERIMENTS

A. Dataset Overview

The above process created a sizable stereo-matching dataset
containing real and synthetic data using various scene pho-
tographs and LiDAR data collected by the UAV platform. We
divided the training and testing sets at a ratio of approximately
8:2 for each scenario, splitting the total 38 781 stereo samples
into 31 024 and 7757 for training and testing, respectively, as
detailed in Table II.

In Table II, we list key parameters and additional details of
the UAVStereo dataset.

The contributions of UAVStereo are summarized as follows.
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Fig. 4. UAVStereo Real data. Left: Residential land. Center: Forest area. Right: Mining area. In disparity distribution histograms, the horizontal coordinate
represents the disparity value (px) and the vertical coordinate represents pixel number.

1) First-ever UAV scenario stereo dataset: Unlike au-
tonomous driving, aerial, and indoor datasets, we pro-
pose a pipeline for generating images and disparity maps
using UAV imagery and LiDAR point clouds in UAV
scenarios.

2) Large disparity range: For changes in imaging sensor and
exploring areas, our dataset contains multiple resolution
images in representative scenes to adapt to the changes of
payload sensors and environments.

3) Containing both synthetic and real data: Compared with
the existing dataset containing only synthetic or real data,
UAVStereo contains both synthetic and real data to bridge
the gap between the real and synthetic domains.

4) High diversity: Our dataset provides various representa-
tive scenarios and multiple flight paths, making accounting

for most situations involving the top-down perspective of
a drone possible.

B. Experiments Setup

After generating the epipolar images and corresponding
ground-truth disparity maps, we evaluated several traditional
and learning-based methods on our UAVStereo dataset.

In our experiments, we ran a series of deep-learning meth-
ods on UAVStereo to assess their accuracy, including PSM-
Net [25], DSMNet [39], CFNet [40], RAFT-Stereo [41], and
EAIStereo [42]. As a reference, we evaluated the popular SGM
algorithm [16] as its fast variant.

We implemented the aforementioned deep neural network in
PyTorch. All networks were trained end-to-end, using the images
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TABLE II
KEY PARAMETERS OF STEREO DATA IN UAVSTEREO

as input, as well as disparity maps. We used the same learning
rate, optimizer, and loss function as in the original network.
Because deep network inferences are performed on an NVIDIA
3090 RTX GPU, we set the batch size to 1 and cropped the image
to 256×512 px for all network training phases. The training
process continued until the loss function no longer changed.
The last epoch model was used for the evaluation.

The traditional SGM is available in OpenCV and is easy
to implement using C++. In the SGM, we used a census to
calculate the matching cost and aggregated the matching cost on
eight paths. Postprocessing actions, such as consistency check,
uniqueness constraint, and culling of small connected regions,
were adopted for the completeness and consistency of the output.

To assess the accuracy of the stereo algorithms and networks,
we used the endpoint error (EPE) and N-pixel error (N-PE)
quantitative statistics as evaluation metrics. The EPE is the
absolute mean of the difference between the estimated disparity
map and ground truth, and N-PE is the percentage of pixels with
an error larger than a threshold N:

EPE =
1

m

m∑

i=1

|Dpred −Dgt|

NPE =
count(|Dpred −Dgt| > N)

m

where m is the total number of pixels, Dpred is the output
predicted disparity map, and Dgt is the ground-truth disparity
map. As our ground-truth disparity maps were initially inferred
at 960× 540 px, we assumed three pixels as the lowest threshold.
Then, given the much larger disparity in the real subset, we
computed error rates up to 30- and 100-PE.

According to the dataset split in Table II, we trained deep
neural networks on the training set until the loss function no

longer changed significantly, and calculated evaluation metrics
on the testing set to assess the accuracy of networks. For the
traditional SGM algorithm, we applied it to the testing set and
calculated evaluation metrics.

C. Evaluation on Synthetic Subset

In evaluating the synthetic subset, we trained the network on
all training data instead of a single dataset to avoid overfitting on
a particular subset. The pretrained models were verified under
different scenarios. Table III compares the predicted disparity
maps with its corresponding disparity ground truth.

All EPE results for UAVStereo were larger than those for
other benchmarks, such as SceneFlow [21], KITTI [4], [30], and
WHUStereo [10]. The primary reason for this is that disparity
values are related to baseline values. UAV images have longer
baselines than those of other datasets. According to the formula
disparity = Bf/Depth, the longer the baseline is, the larger the
disparity will be, which will lead to the increase of EPE error.

In evaluating the low resolution (upper portion of Table III),
the results indicate that the traditional SGM method has con-
siderable errors with UAV image pairs, whereas the end-to-end
networks significantly improve the stereo-matching accuracy.
When the SGM algorithm is applied to UAV images, the output
disparity maps become incomplete and discontinuous, result-
ing in large error metrics. Comparing the performance of the
SGM on Middlebury, we demonstrate that the SGM algorithm
is unsuitable for processing UAV geographic images contain-
ing ill-areas, because this method uses a matching window
of a limited size, which is incapable of obtaining or utilizing
global information. Among the leaning-based methods, PSMNet
achieved the best results with EPE and 3-PE values of 3.443
px and 11.634%, respectively. The results demonstrate that our
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TABLE III
RESULTS ON THE UAVSTEREO SYNTHETIC SUBSET

UAVStereo dataset can be applied to stereo-matching networks,
with precision results comparable to those of blendedMVS [43]
when converted into depth. Although the stereo-matching net-
work has been rapidly developed since 2018, we determined that
PSMNet performed best on low-resolution images for challeng-
ing data, such as low-altitude drone images, possibly because of
the use of global information through spatial pyramid pooling
and 3-D convolution strategies. Moreover, note that the loss
function of the latest network, EAIStereo, converges to a large
loss value, leading to large errors in the testing set. Consequently,
EAIStereo may be unsuitable for UAV images.

Fig. 5 lists the representative disparity maps predicted by
these algorithms. The disparity maps generated via SGM have
a few invalid values, resulting in large error metrics. Learning-
based models can infer complete and continuous disparity maps
in challenging regions such as textureless ground. This result
shows the superiority of deep-learning-based stereo matching
on UAV images. Among the learning-based algorithms, PSM-
Net and RAFT-Stereo performed better on the dataset because
accurate disparity maps could be obtained in all three scenarios.

The disparity search range increased with the image reso-
lution. As shown in Figs. 3 and 4, the disparity search range
of 1920 × 1080 and 3840 × 2160 px should be set to 768
and 960 px, causing an increase in computing memory usage.
Because network inferences are performed on a single GPU,
most algorithms can run only at 960 × 540 px, owing to
memory constraints. Consequently, their predicted disparities
were upsampled with bilinear interpolation to compare with
higher resolution ground-truth maps, with predicted disparities
scaled by the upsampling factor itself. At the bottom portion
of Table III, we list the evaluation results at 1920 × 1080
and 3840 × 2160 px. Because of the incompatibility of SGM
and EAIStereo with drone imagery, we did not evaluate them
at a larger resolution. We noted that all methods struggle to

TABLE IV
RESULTS ON THE UAVSTEREO REAL SUBSET

achieve good results at such a high resolution, with RAFT-Stereo
achieving the best results. This result was expected because
RAFT-Stereo achieved the top rank on Middlebury.

Moreover, in comparing the test results on the R, F, and M
subsets, the error of PSMNet in the forest area is higher than
those in the residential and mining areas, whereas the other
methods are the opposite. This suggests that DSMNet, CFNet,
and RAFT-Stereo are more suitable for the disparity estimation
of repetitive textures, such as in forests.

D. Evaluation on Real Subset

To demonstrate the capacity of the real subset in UAVStereo,
we selected the top-performing RAFT-stereo network from the
previous evaluation, which can handle large disparity estima-
tions. We conducted two experiments on the UAVStereo real
subset: training the network directly with a real training set and
finetuning the synthetic pretrained model using real data. In the
latter experiments, we finetuned the pretraining model using
only a quarter of the synthesized data. Considering the disparity
range, we set the maximum disparity search range in the training
stage of the real data to 1920 px. Owing to the large disparity
value in the real scene, the EPE, 30-PE, and 100-PE were used
to determine the inference error. In Table IV, we compared the
metric errors of the pretrained model on the synthetic subset, the
trained model on the real subset, and the finetuned model.
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Fig. 5. Comparison of disparity maps estimated by different methods. From top to bottom: left image, ground-truth disparity map, SGM, PSMNet, DSMNet,
CFNet, RAFT-Stereo.
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Evidently, the real subset of UAVStereo can be used to train
stereo matching models, although a large gap was observed in
the results on the low-resolution synthetic datasets. This may be
related to the large disparity in the search range. In addition, we
determined that although utilizing less data, the finetuned results
are comparable to the training results. This confirms our claims
regarding the challenges in deep stereo networks, as well as the
significance of our dataset.

E. Discussion

UAVStereo is the first known UAV stereo matching dataset,
filling a gap in the field. The proposed dataset introducing the
use of learning-based techniques for UAV stereo matching. In
addition, UAVStereo provides multiresolution data and multi-
scene data, allowing it to better adapt to the resolution of UAV
images and the variety of acquired scenes. What’s more, we
innovatively generated disparity maps corresponding to field
images. The synthetic and real subsets provide the foundation
data for the algorithm’s generalization capabilities. We believe
that UAVStereo can introduce learning-based stereo matching
algorithms into UAV images, hence accelerating depth percep-
tion and 3-D reconstruction.

Several experiments indicated that UAVStereo can be used for
stereo matching with both traditional and deep learning methods.
By comparing the results on the low-resolution images (11.634%
of 3-PE for the best result) with the results on KITTI bench-
marks7 (1.29% of 3-PE for the best result), we note how they
still pose a significant challenge in geospatial UAV images owing
to the large presence of ground objects. By comparing the results
on the low-resolution images (11.634% of 3-PE, 3.443 px of EPE
for the best result) with the results on high-resolution (18.311%
of 3-PE, 7.295 px of EPE for the best result), we confirmed that
the resolution is a challenge on our benchmark. In addition, it
is observed that the results in the synthetic domain and the real
domain are not of the same magnitude, and we believe that the
current algorithm is not optimal for the processing of real UAV
images, possibly as a result of factors such as the increase of the
disparity searching range.

V. CONCLUSION

The quantity and quality of datasets are critical aspects for
the performance of stereo-matching algorithms. This study pro-
posed a pipeline for generating image pairs and dense dispar-
ities for UAV scenes using images and point clouds. With the
proposed pipeline, we constructed UAVStereo, a novel stereo
dataset of UAV scenarios, containing synthetic and real image
pairs and featuring a large disparity searching range and cov-
ering geospatial information, which is extremely challenging
for existing learning-based networks. Although stereo datasets
targeting autonomous driving, indoor, and aerial environments
are available, UAVStereo is the first stereo-matching dataset of
UAV scenarios, including a large number of image pairs and

7[Online]. Available: https://www.cvlibs.net/datasets/kitti/eval_stereo_flow.
php?benchmark=stereo

dense labels, which should accelerate the 3-D reconstruction
process.

UAVStereo dataset can represent, to an extent, the character-
istics of UAV stereo-matching data with a large disparity search
space, greater possibility of ill-areas, and more varied disparity
distribution. Several experiments demonstrated that our dataset
can be used for stereo matching of traditional and deep learn-
ing algorithms, and we determined that deep learning-based
methods have significant advantages over traditional algorithms,
showing great potential for development. Using a small amount
of real data to finetune the pretrained model can help achieve
accuracy comparable to that of real data, and this strategy can
effectively reduce the amount of real data required.

Our experiments show that UAVStereo reveals some of the
most intriguing challenges in deep stereo and opens up promis-
ing research directions. In particular, subsequent work fostered
by UAVStereo may be devoted to the following:

1) investigating the ability of deep models to process large
disparity search ranges;

2) enhancing the capability of processing geospatial data
covering ground objects, which is significantly different
from indoor driving scenes;

3) improving the generalization ability of a network between
synthetic and real domains.

Although our UAVStereo dataset contains three typical scenes
and numerous images, it needs to be supplemented by more
surface features images. In addition, drone images with larger
oblique angle should be generated to more comprehensively
simulate the characteristics of drone images.

Above all, we hope that UAVStereo benefits future research
on UAV scenario stereo matching and 3-D reconstruction.
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