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Uncertainty Support in the Spectral Information
System SPECCHIO

Andreas Hueni

Abstract—The spectral information system SPECCHIO was up-
dated to support the generic handling of uncertainty information in
the form of uncertainty tree diagrams. The updates involve changes
to the relations database model as well as dedicated methods
provided by the SPECCHIO application programming interface.
A case study selected from classic field spectroscopy demonstrates
the use of the functionality. In conclusion, a database-centric auto-
mated uncertainty propagation in combination with measurement
protocol standardization will provide a crucial step toward spec-
troscopy data accompanied by propagated, traceable, uncertainty
information.
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systems, relational databases,

I. INTRODUCTION

HE guide to the expression of uncertainty in measurement
T (GUM) states that any measurement without a quantita-
tive indication of quality cannot be compared, neither among
themselves nor with a reference standard [1]. While this axiom
applies essentially to all measurements, we shall here particu-
larly concentrate on spectroradiometric measurements, which
have been classified to be one of the least reliable of all physical
measurements [2], [3].

Uncertainty can also be seen as information about measured
data, defining its veridicality [4], and it may, therefore, also
be classified as a part of the metadata that give context to
the measurand and document the process and conditions of
measurement [3].

The reporting of uncertainties of spectroradiometer data and
derived products in the remote sensing community is however
still in its infancy. Airborne and space-based imaging spec-
trometer missions have started to deal with various sources
of uncertainties [5], [6], [7], [8], [9], [10], and have various
research groups for in situ measurements [11], [12], [13], [14].
One example are the efforts in the framework of the EUFAR
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HYQUAPRO project, which was carried out already a decade
ago [7]. However, the community uptake of quality indicators
and, in particular, uncertainty propagation and traceability of
measurements leaves much to be desired. A recent questionnaire
carried out among members of the European COST action
SENSECO has demonstrated that the inclusion of uncertainty
in the data to information processing flow is still not regularly
applied [15].

The reasons for this lag in community uptake are likely
manifold. It can, however, be argued that the lack of stan-
dardized approaches to the more common data to information
transformations and the absence of uncertainty support in remote
sensing software packages contribute also significantly to this
state of affairs [ 16]. Recently, the CoMet Toolkit software project
has been made available to the metrology community [17].
It is designed to assist practitioners to generically propagate
uncertainties and includes support for error covariances. Still,
such software requires any user to gain sufficient knowledge
in uncertainty analysis and propagation, ideally through remote
sensing specific training course material [5].

The situation appears slightly different in the community
working on climate data records where users would welcome
quality information and highly value traceability chains, but
there the problem appears that data providers are not consistent
in delivering the required data with an end-to-end metrological
traceability [18]. One particular science gap that is of conse-
quence to the present work relates to the lack of availability of
in situ measurements with documented metrological traceability
[18].

It is, thus, a natural conclusion that spectral information
systems should include uncertainty and traceability information
and support their handling [14], [19].

The spectral information system SPECCHIO is an advanced
software package that was developed by the Remote Sensing
Laboratories of the University of Zurich [20], [21], [22], [23]
and enhanced in a project funded by the Australian National
Data Service [19]. SPECCHIO uses a client—server architecture
and a MySQL relational database management system (DBMS)
to handle and store point spectrometer data. It supports most
stages of the spectroscopy data life cycle through a graphical user
interface and an application programming interface (API). At the
heart of the system is a flexible and generic metadata concept
that is easily enhanced to include new attributes. Rich metadata
held by SPECCHIO enables contextual awareness, data sharing,
long-term data usage, and queries in metadata space [24].
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Databases supporting uncertainty in some form have been
researched for a while within the realm of computer science
[25], [26]. The main research areas involve the modeling of
uncertain data, the management of uncertain data, and the mining
of uncertain data [27]. All three topics are generally of interest
to the application in spectral databases. However, the number of
available and operational uncertain DBMSs is small and their
implementations are either proprietary or based on a specific
relational DBMS implementation [28]. Their use in the context
of an already existing information system like SPECCHIO is
thus very limited or prohibitive unless a complete redesign
were to be planned. Consequently, a solution upgrading the
SPECCHIO system to support uncertainties in the context of
spectral vector data while maintaining the existing DBMS was
required.

In this article, we present the concepts and implementations
that enable the SPECCHIO system [19] to store and manage
traceability chains and uncertainties. A case study serves to
demonstrate the function of the system by applying it to the
common use case of the calculation of hemispherical-conical
reflectance factors (HCRF) [14], [29] from radiance data.

II. CONCEPTS

The concepts presented in this section are driven by system
requirements, which can be summarized as follows.

1) Traceabilities can be stored in a generic way in a form that
is compliant with uncertainty tree diagrams as introduced by
FIDUCEO [30].

2) The system offers generic APIs that can define, manipulate,
and retrieve the uncertainties and their tree structure.

3) The database model stores uncertainty data in an efficient way
and avoids redundancy where possible.

4) Uncertainty vectors and matrices can be of varying size in
the spectral domain, matching the spectral dimension of the
measured spectral vectors.

A. Data Model

To introduce the data model, we make use of a simple and
yet diverse example of an uncertainty tree diagram (see Fig. 1)
to illustrate various cases of uncertainties and their propagation.
The chosen example is taken from a straightforward spectro-
radiometric calibration and is based on an actual process carried
outin the calibration home base (CHB) at the German Aerospace
Centre [31]. The goal of this calibration is the provision of
radiometric gains (g) and offsets (o) at defined bands for which
the spectral response function (SRF) has been defined through
spectral calibration. The following description is written with
a focus on the calibration and propagation process of a single
band for simplicity. In reality, the process applies obviously to all
spectral bands with all parameters having individual values per
band. The variables introduced as follows are, therefore, vectors
with their dimension equivalent to the number of spectral bands
of the instrument under calibration.

The spectral calibration (see Spectral Branch in Fig. 1) uses
emission line lamps where the wavelengths of the emission
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Fig. 1. Simplified example of an uncertainty tree diagram, showing nodes
(uncertainties) and edges (propagations through processes) of two branches of
calibration that combine through the process of radiometric calibration. The
boundary between shared instrument calibration uncertainties and individual
measurement uncertainties is depicted by a dashed horizonal line.

peaks are given in the Atomic Spectra Database by the National
Institute of Standards and Technology (NIST) [32]. The SRF
parameters are extracted through a process, which we describe
in detail in [33]. The important point is that the uncertainty of the
SRF is produced by uncertainty propagation through the spectral
calibration algorithm and is, thus, traceable to NIST [32]. The
SRF is parameterized by center wavelength (CW), shape (s),
and width (w), defining a symmetric super Gaussian sensitivity
function, which has been shown to better approximate the true
SRF shape for some spectrometers [33]. The SRF has acombined
uncertainty u(SRF), computed by propagating u(CW), u(s), and
u(w). Such a propagation can be defined analytically according
to the GUM [1] as

W(SRF)? = (3g§F )2 Cu(w)? + (a%fF >2 u(s)?

<85RF

oCwW

The radiometric calibration (see Radiometric Branchin Fig. 1)
makes use of an integrating sphere providing ahomogenous light
field with a radiance Lsphere. Lsphere has been established via
a measurement of its intensity by a transfer spectroradiometer
(XFR), which in turn has been calibrated against a spectral
radiance transfer standard (RASTA) [34]. The radiometric coef-
ficients will, therefore, be traceable to RASTA. For practical

>2 ~u(CW)?, (1)
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purposes, the depicted traceability chain ends here with an
official calibration certificate having a coverage factor k = 2,
as RASTA itself is traceable to a secondary standard at the
Physikalisch-Technische Bundesanstalt. RASTA in turn is trace-
able to the International System of Units (SI) via a blackbody
radiator as German national primary standard [35].

The process of radiometric calibration combines the spectral
and radiometric branches. In essence, Lgphere 1S convolved by
the instrument SRF, i.e., Lsphere 1S resampled to the spectral
resolution of the spectroradiometer under calibration, resulting
in Lgensor, Which is the radiance that the sensor is expected to
measure

Lsensor = LSphere -SRF. (2)

Here, we take the case that different sphere intensities were
sampled, allowing to create first order polynomial fits of con-
volved sphere radiances versus digital numbers (DN) recorded
by the instrument under calibration. The radiometric forward
model defines the DN as a function of at-sensor radiance Lscnsors
integration time At, gains g, and offsets o [36]

DN = At - 9+ Lsensor + 0. 3)

Solving (3) establishes the radiometric calibration coefficients
g and o. A propagation of the uncertainties u(Lsphere) and
u(SRF) leads to the radiometric coefficient uncertainties u(g) and
u(o) and the covariance u(g,0), which describes the correlation
of g and o. The correlation coefficient matrix for g and o consists
of only four elements, of which the diagonal elements have
the value of 1 and the off-diagonal elements are equal. For a
propagation of uncertainties according to the law of propagation
of uncertainties [1], only one off-diagonal element is required.
The final form of u(g,0) is, therefore, also a vector of same
dimension as u(g) and u(0). More complex correlation matrices
can, however, exist in potentia, which will not reduce to a single
value per band.

The next step of uncertainty propagation is applied to the
process of radiometric data calibration, i.e., where a at-sensor
radiance L is calculated by applying integration time At, g, and
o to DN obtained from a measurement of a target [36]
DN —o

At-g -~

It is at this point that there occurs a boundary within the
uncertainty tree (see the dashed line in Fig. 1). This boundary
splits the tree into two sections: 1) an upper part where all
uncertainties are due to the calibration and characterization of
an instrument and are thus shared by all measurements that are
taken with that calibrated instrument, and 2) a lower part where
uncertainties are individual per measurement.

The reason for this boundary is the introduction of the mea-
surement noise u(DN) into the radiometric data calibration under
the assumption that the noise is a function of at-sensor radiance
intensities and, therefore, individual per measurement.

Reflectance factors R get calculated from radiances by nor-
malizing target radiances Lpqr with reference panel radiance
Lrer. Here, we assume an ideal 100% reflective Lambertian
reference panel and that no other sources of uncertainties exist

“
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Fig. 2. Subset of an uncertainty tree diagram, showing how the uncertainty
of an SRF can be traced back via uncertainties in CW, s, and w parameters to a
common SI reference, here the atomic database of NIST [32].

and only u(Lrgt) and u(Lrgr) get propagated to u(R).

~ Lrer

®)
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The required data model is in essence based on a tree structure
built from nodes (uncertainties like #(SRF)) and edges (uncer-
tainty propagation processes such as Radiance Calibration).
The data model must be able to accommodate the following
requirements as practically introduced in the above example.

1) An uncertainty can either belong to an instrumentation or
to a measured or computed spectrum while uncertainty
trees can consist of both instrumentation and spectrum
level uncertainties.

2) An instrumentation can have multiple calibrations, each
calibration coming with its own uncertainty tree.

3) An uncertainty can be based on several uncertainties that
were propagated together, e.g., through the process of
radiometric calibration.

4) Uncertainties can either be vectors or matrices, the latter
in cases where a reduction to diagonal matrices, as intro-
duced by Mittaz et al. [30], is not possible or wished.

5) Uncertainties can either be relative or absolute and have
an associated coverage factor k.

6) A propagation process, i.e., edge, can create several un-
certainties, meaning that uncertainties can have a many-
to-many relationship.

7) Propagation processes can be based on partial derivatives
of measurement equations, or they can simply be algo-
rithms that are often too complex to be explicitly derived,
in which case Monte Carlo methods are employed [1].

8) Spectra can be associated with several uncertainty calcu-
lations, e.g., if they are used in different models (e.g., SRF
parameterization models), that result in unique uncertain-
ties.

The tree structure is modeled using an adjacency matrix. This
concept is introduced here on the example of a subset (see Fig. 2)
of the uncertainty tree as shown in Fig. 1. Numbers have been
given to the nodes and all propagation processes are shown as
simple edges.

The adjacency matrix for this example defines the edges
existing between nodes (see Fig. 3). For this purpose, the matrix
is always square and its elements are Booleans. Node 1 (NIST)
connects to nodes 2 (u(s)), 3 (u(w)), and 4 (u(CW)). Nodes 2, 3,
and 4 each connect to node 5 (u(SRF)). Node 5 has no further
connections.
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Fig. 3. Adjacency matrix for the tree diagram shown in Fig. 2.

The diagonal elements and the lower triangular matrix remain
zero. Directionality of the edges is given by the lookup proce-
dure. Row index lookups traverse down along the direction of
uncertainty propagation while column lookups traverse up the
tree along the traceability chain, ideally ending at an interna-
tional standard.

B. Application Programming Interface and Uncertainty
Classes

The uncertainty functionality is part of the SPECCHIO API.
The SPECHIO API is implemented in the SPECCHIO client
that handles the communication with the SPECCHIO server.
End users are, thus, shielded from the database storage details,
which are handled by the server. The uncertainty methods of the
API take instances of new uncertainty classes as input or deliver
them as output.

These uncertainty classes are written generically to handle
both vector and matrix data of flexible size, thus supporting any
spectral dataset with a specific number of spectral bands.

The Java class UncertaintySet represents the broad uncer-
tainty set: a collection of nodes and the links between them in the
form of an adjacency matrix. The nodes are represented within
the UncertaintySet by a “node set ID,” an identifier for a “node
set.” Each node set is a collection of nodes pertaining to one
adjacency matrix/uncertainty set. It includes information about
each node’s node number (i.e., index) within the rows/columns
of the adjacency matrix.

An individual uncertainty node can be represented by the class
UncertaintyNode. This class includes information about the un-
certainty vector, confidence level, and, for absolute uncertainty
values, the associated unit type of a given node. Two classes,
UncertaintySpectrumNode and UncertaintyInstrumentNode, in-
herit UncertaintyNode and contain specific characteristics of
spectrum level and instrument level nodes, respectively.

The SPECCHIO API has been extended to allow users to
create new uncertainty sets and then subsequently add details of
uncertainty nodes to the sets with associated edge relationships.
New functions have also been added to also retrieve uncertainty
information.

As mentioned above, a spectrum might be used in multiple
uncertainty sets. These relationships are defined by registering
a spectrum in an UncertaintySpectrumNode object. To facilitate
the generation of unique matrices holding uncertainty informa-
tion for spectral collections, we have upgraded the SPECCHIO
Space Factory [19]. The Space Factory generates congruent
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spectral spaces, i.e., each space contains spectra that have
identical measurement units and were captured by a specific
instrument with a defined calibration. In the case of uncertainty
spaces, the additional criterion of a matching uncertainty set is
added (see Fig. 4) and the result is a list of uncertainty spaces
containing references to their respective uncertainty sets and
spectra. The order of uncertainty vectors within the space is
based on a metaparameter-based sorting approach. Applying
the same sorting setting for both spectral and uncertainty space
generations guarantees that the vectors in the resulting matrices
are aligned.

C. Database Model

New tables were added to the existing SPECCHIO MySQL
database in order to store uncertainty information. The schema
of tables (see Fig. 5) shows the new tables, including primary
and foreign key links. The schema has been designed in such a
way as to maintain links between uncertainty information while
reducing redundancy.

The uncertainty_set table is the starting point for building a
new uncertainty tree. It stores the adjacency matrix and the ID of
the associated collection of nodes in uncertainty_node_set. The
adjacency matrix is of type “Matrix” within Java basing on the
UJMP package [37] and is stored in MySQL as a binary large
object (BLOB).

We decided to extend the Boolean model for adjacency matrix
values in order to store more detail about the uncertainty prop-
agation process. While “0” indicates no link and “1” indicates
a “simple link” between two nodes, numbers greater than 1 are
possible and are stored in the uncertainty_edge table. In order
to describe a propagation, an “edge_value,” which contains a
description of the edge process, is assigned to the next available
edge_id integer. The link between edge_id and uncertainty_set
is an implicit link.

The design choice to store the adjacency matrix as BLOB was
governed by the goal to simplify the storage of the matrix and
make it easily available within the Java layers of the SPECCHIO
system. A simple deserialization process, thus, yields an object
of type UJIMP Matrix. The downside of this approach is that a
direct SQL query of the adjacency matrix is not possible. Con-
sequently, maintenance of the adjacency matrix data integrity
cannot be implemented via SQL triggers but must be maintained
by the logic implemented in the SPECCHIO server code. This
follows the philosophy of the SPECCHIO system that abstracts
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Fig. 5. Database model. The tables with green headers are tables that already

existed in SPECCHIO. Those with orange headers are new tables related to
uncertainty. The overall SPECCHIO schema is omitted for clarity.

the database storage via the server-based code, allowing end user
access via APIs.

The uncertainty_node_set table contains a collection of nodes
and their coordinates within the adjacency matrix rows and
columns (node_num).

A given node in the uncertainty tree might be associated with
many spectra, each with its own entry in the spectrum_node
table. To avoid overcomplicating the uncertainty tree, we group
these spectrum nodes into a “spectrum_set” and then assign this
set to a single entry in the “uncertainty_node” table. An entry
in the “uncertainty_node” table could instead relate to an instru-
ment node (a 1:1 relationship). In this case, the “is_spectrum”
flag would be set to 0.

The spectrum_subset table allows us to provide nuance to
a spectrum set by splitting it into subsets. This is useful in
cases where we have spectra split into target and reference
measurements and wish to store them as such.

III. CASE STUDY

The case study applies the newly developed uncertainty sup-
port of SPECCHIO to the calculation of HCRF from radiance
measurements.

To get the reader familiar with the context, we first introduce
the measurement protocol followed by a description of the
processing approach. This is the basis for the development of the
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uncertainty tree diagram, where we introduce various sources of
uncertainty. We then give examples of how nodes and edges can
be entered into SPECCHIO using the API. Finally, we show how
the uncertainty tree can be interrogated via the API to produce a
spectral plot showing all sources of uncertainty identified in the
tree diagram that contribute to an HCRF estimate.

A. Abbreviations

TABLE I
LIST OF SPECIFIC ABBREVIATIONS USED IN SECTION III

Abbreviation | Term

ASD Analytical Spectral Devices company, also
used to designate the instruments built by
this company.

NIR Near-Infrared

QE Quantum Efficiency

REF White Reference

SGCP Spectral Ground Control Point

SWIR Short-wave infrared

SWIRI First SWIR detector of the ASD, covering
1000-1800 nm

SWIR2 Second SWIR detector of the ASD,
covering 1801-2500 nm

TGT Target

uv Ultraviolet

VNIR Visible Near-Infrared. Also used to
designate the first detector of the ASD,
covering 350-999 nm

B. Measurement Protocol

The measurement protocol introduced here has been specif-
ically developed at the remote sensing laboratories to be used
during field campaigns for vicarious calibration and validation
(CAL/VAL) of airborne imaging spectroscopy data [14]. We
refer to this type of data as Spectral Ground Control Points
(SGCP) [19]. Measurements with analytical spectral device
(ASD) spectroradiometers are carried out in radiance mode, as
endorsed by Milton et al. [3], and comprise the following steps.

1) A Spectralon white reference (REF) panel mounted on a
tripod is leveled using a bubble level.

2) The spectroradiometer is optimized for integration time
and internal gains while pointing at the REF panel, thus
achieving the best signal-to-noise ratio for the current
irradiance conditions.

3) Five REF measurements are taken.

4) 30 target (TGT) measurements are taken while moving the
optic over the TGT to capture its variability.

5) Five REF measurements are taken.

C. Database-Centric Radiance to HCRF Processing

The first step toward HCRF data is to ingest the radiance
files into the SPECCHIO. Details on the loading process and
the metadata augmentation of SGCP data with an average of
36 metaparameters per spectrum are given by Hueni et al. [19].
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Fig. 6. Uncertainty tree diagram of HCRF data, showing contributions of tem-
perature corrections, linear temporal interpolation of reference panel readings,
reference panel reflectance uncertainty, and uncertainty due to panel alignment.

These radiances data are then further processed in a Matlab-
based tool that interfaces with the SPECCHIO system using the
SPECCHIO API. The processing steps are as follows.

1) Automated identification and flagging of REF and TGT
spectra based on their spectral content

2) Correction of interchannel, i.e., interdetector, radiometric
steps based on an instrument thermal model and storage
of corrected radiance spectra in SPECCHIO [38]. The
following steps use the corrected radiance spectra.

3) Estimation of REF radiances for all TGT radiances by a
linear interpolation over time between the bracketing REF
radiance sets of five spectra each.

4) Computation of absolute HCRF

Lrgr (1) _
Lggr ip (t)

where Lrgr(t) is a TGT radiance measured at time 7,
Lggr ip(t) is the REF radiance interpolated over time
at the instant ¢, and p is the reflectance factor of the
REF panel. Also note that p is given as a reflectance and
thus independent of illumination and observation geome-
tries. This is a simplification, based on the assumed ideal
isotropic property of the Spectralon panel [39]. In reality,
the bidirectional reflectance distribution function of the
panel should be taken into consideration [39].
5) Storage of the calculated HCRF spectra in SPECCHIO.

HCRF = 6)

D. Uncertainty Tree Diagram

The uncertainty tree diagram shown in Fig. 6 is grouped
around the primary measurement equation that calculates the
reflectance factor R, which is an HCREF for the field case under
natural illumination conditions [29]. Starting from the terms
in this equation, we will follow each branch of uncertainty. In
these diagrams, the edges representing uncertainty propagations
are written explicitly as partial derivatives, thus defining the
sensitivity coefficients [12], [30].
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Starting with the Lrgt 7corr term, it can be seen that R is
sensitive to an uncertainty of ASD_7corr, which stems from
propagating the uncertainty u(LtgT) through the ASD Temper-
ature Correction (ASD_Tcorr) [38]. The uncertainty u(LrgT) 1S
defined by the measurement noise.

One may notice at this point that the uncertainties due to radio-
metric gain and offset, as introduced in the data model example
earlier, are not listed as sources of uncertainty for u(LtgT). They
are here omitted by assuming radiometric linearity of the system
with the offset term being zero [3]. This is in fact often applied to
field spectroradiometers where only a gain factor is given. The
terms LTaT_Tcorr and LrEF_ip could then be written explicitly
as DN1Gt 7corr - g and DNREF jp - g. As the gains do cancel
out [see (6)], so does the uncertainty, which is related to the
radiometric calibration.

The term Lrgr_; has an uncertainty stemming from the
linear interpolation over time, LineTimelnterp. This linear in-
terpolation is calculated from REF measurements taken before
(LREFfstarthcorr) and after (LREFfendchorr) the TGT mea-
surements. LREF start_Tcorr AMd LREF end_Tcorr have both cor-
rected for temperature-induced radiometric interchannel steps
by ASD_Tcorr, which are again connected to the uncertain-
ties related to the noise of the measurements LRer start and
LREF_end-

The term Lrgr 4, is also influenced by the stability of the
irradiance as the assumption is that the irradiance E changes
linearly over time between the two REF sequences. This linearity
is a fair approximation, as a full measurement sequence can
typically be completed in about 3 min by a skilled operator, and
the sun zenith will only change by N arc minutes during that
time, with N being a function of latitude, local hour angle, and
solar declination [40]. The uncertainty of E is, therefore, mainly
caused by perturbations of the irradiance field during these few
minutes by atmospheric effects, such as subvisual clouds passing
in front of the solar disc [3]. The uncertainty is, thus, specified
as u(0), as we have no readily available model at this point to
estimate the short term uncertainty of E.

The REF panel reflectance ¢ has an associated uncertainty
u(p), which is provided by the manufacturer of the Spectralon
panels as a part of the calibration certificate with a coverage
factor of k = 2.

The final term of the primary equation is Cajign. It is linked
to the errors in horizontal alignment of the REF panel, where
horizontal means that the surface of the panel should be perpen-
dicular to the direction of gravity [41]. The angular alignment
uncertainty u(«) is propagated to the equation for the calign,
parameterized by the solar zenith angle. It is obvious that for a
zero alignment error, Calign, Would assume a value of 1. We are
using here a single alignment error with a tilt direction in the
solar principal plane [14] but this could further be refined by
introducing two tilt angles [42] or an azimuth and a tilt angle.

The + 0 in the primary equation is used to list other sources
of uncertainties that are not yet explicitly addressed in the
uncertainty analysis. This includes the simplifying assumption
that the panel is isotropic in its reflective behavior and not
contaminated or degraded and that the operator position and
clothing, bending of the fiber, and further adjacency effects do
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not affect R. These assumptions are obviously wrong but have
been selected to constrain the complexity.

E. Definitions of Nodes and Edges in SPECCHIO

Code was written in Matlab to define uncertainty vectors,
propagate these uncertainties for an SGCP dataset, and insert the
nodes and edges into SPECCHIO using newly developed API
functions. The practical use of these new classes and methods
is shown in the following sections.

1) Creation of a New Uncertainty Set

The creation of a new uncertainty set in the database is the first
step before the set can be defined by adding nodes and defining
edges. The set description can be any alphanumeric string.

uc_set = UncertaintySet();
uc_set.uncertainty_set_description = 'uR_example';
uc_set_id = specchio_client.insertNewUncertaintySet(uc_set);

2) u(L) Due to Noise

The noise of all ASD radiance measurements, i.e., encompass-
ing LtaT, LREF start> and LREF end, Was estimated by using an
empirical noise model that was developed based on laboratory
characterizations. It describes the measurement noise as a linear
function of at-sensor radiance per spectral band. The effect of the
ASD internal average setting on noise is modeled by assuming a
reduction of noise with v N , where N is the number of internal
averages.

u(L) assumes the form of a matrix due to the dependence on
at-sensor radiance intensity of the noise model, thus containing
one specific uncertainty vector per radiance spectrum. u(L) is
entered using the code shown as follows. An Uncertain-
tySpectrumNode objectis created and parameterized to refer
to the database identifiers of the radiance spectra given in the
Java ArrayList I,_ids. The u(L) matrix is entered as uncertainty
vectors of the node and the uncertainty_type property is set to rel-
ative. The uncertainty source is a text description, referring to the
instrument noise model described above. This set is then added to
the database viathe insert_uncertainty_ of_set client
method. It must be noted that the order of the uncertainty vectors
in the matrix matches the order of the spectrum_ids to keep
the uncertainty data aligned with the spectral information.

spectrum_node = UncertaintySpectrumNode();
spectrum_node.spectrum ids = L_ids;

spectrum node.abs_rel = 'rel';

spectrum node.confidence_level = 1;
spectrum_node.uncertainty_node_description =
noise';

'u(L) due to

spectrum_node.setUncertaintyMatrix(uL);

ul_noise_uncertainty_ node_id =
specchio_client.insertUncertaintyNode(spectrum_node, uc_set_id);

3) u(ASD_Tcorr)

A simple uncertainty estimate of the ASD_Tcorr was estab-
lished during this work. Only the noise of the data to be corrected
by the model output was included, as a complete uncertainty
analysis of the temperature experiment and its propagation to the

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

temperature correction model would warrant its own dedicated
study and publication.

In essence, the correction algorithm assumes that the SWIR1
detector is quasi-stable and that a state of the thermal model can
be found which minimizes the radiometric discontinuity at the
borders of the neighbouring channels, i.e., VNIR and SWIR2
[38]. Any noise in the data impacts this matching approach and
anerror in thermal model choice due to noise at the channel splic-
ing position is propagated to the full channel. This propagation
of noise to the corrected radiance spectra was implemented as a
Monte Carlo analysis, based on the noise model of ASD radiance
data introduced above.

The result is a matrix holding the uncertainty vectors per
spectrum. These uncertainties are combining the measurement
noise and the uncertainty of the temperature correction due to
the implicit propagation of the uncertainty by the Monte Carlo
approach.

At this point, we decide that we would like to split the
traceability tree into two branches, treating the TGT and REF
uncertainties separately. We choose to do so because it better fits
our uncertainty tree diagram, as shown in Fig. 6.

The insert into the database links subsets of this matrix
to the temperature corrected radiance spectra, specified by
I, TGT _ids_T corr and L_REF_ids_T corr. Two un-
certainty sources are added here. One is the process that prop-
agates uncertainties and the second is the input uncertainties of
the process, i.e., the spectral set of the radiance measurement
noise u(L) that got inserted in the previous section. The two new
uncertainty sets, thus, refer to an uncertainty source that contains
the noise for both REF and TGT radiance spectra.

% Creation of two subsets for TGT/REF
spectrum_node = UncertaintySpectrumNode();
spectrum_node.abs_rel = 'rel’;
spectrum _node.confidence_level = 1;
spectrum node.node_description = 'ASD T Correction TGT';
spectrum node.spectrum_ids = L_TGT_ ids_T_corr;
spectrum_node.setUncertaintyMatrix(uT_corr_rel TGT);

uT_corr_tgt_subset_id =
specchio_client.insertSpectrumSubset (spectrum_node);

spectrum node = UncertaintySpectrumNode();
spectrum_node.abs_rel = 'rel’;
spectrum_node.confidence_level 1;

spectrum node.node_description 'ASD T Correction REF';
spectrum node.spectrum_ids = L_REF_ids_T_ corr;
spectrum_node.setUncertaintyMatrix(uT_corr_rel REF);

uT_corr_ref_subset_id =
specchio_client.insertSpectrumSubset (spectrum_node);

% Creating an arraylist of subset ids
uT_corr_subset_id_ list =
get_INT_jArrayList([uT_corr_tgt_subset_id,
uT_corr_ref_subset_id]);

% Inserting uncertainty node using subsets

spectrum node = UncertaintySpectrumNode();

spectrum _node.spectrum_subset_ids = uT_corr_subset_id_ list;
spectrum node.uncertainty node_description = 'u(L_Tcorr)';
spectrum node.add_uncertainty_source_by_id(uL_noise_uncertainty
node_id, 'ASD T Correction'); % an edge connection

uT_corr_uncertainty node_id =
specchio_client.insertUncertaintyNode(spectrum node, uc_set_id);

4) u(LinTInterp)

The uncertainty of the linear temporal interpolation of the
REF radiances was established by a Monte Carlo analysis,
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propagating the uncertainty of the temperature corrected radi-
ances. The resultis a matrix with uncertainties of the interpolated
REF radiances, coinciding temporally with the TGT radiances,
i.e., they are uncertainties of the estimates of the REF radiance
at the time of the capture of the TGT spectra.

The matrix uLref_interp_rel is inserted into the
database as a new UncertaintySpectrumNode, not spec-
ifying any spectrum identifiers because the interpolated REF
radiances are computed on the fly and not inserted into the
database. We account for the interpolation of REF radiances
and related uncertainties in the tree diagram, which is visual-
ized in Fig. 6. The sources of uncertainty are specified by the
uncertainty set of the temperature-corrected REF radiances and
as an algorithm of the linear temporal interpolation.

spectrum_node = UncertaintySpectrumNode();

spectrum _node.abs_rel = 'rel';

spectrum_node.confidence_level 1;
spectrum_node.node_description = 'u(Lref_ interp)';
spectrum_node.add_uncertainty source_by id(uT_corr_ uncertainty n
ode_id, 'Irrad. linear time interp.'); % an edge connection +
edge description
spectrum_node.setUncertaintyMatrix(uLref_interp rel);

uL_REF_interp_uncertainty node_id =
specchio_client.insertUncertaintyNode (spectrum node, uc_set_id);

5) u(o)

The reflectance o of the Spectralon panel and its uncertainty
u( o) were loaded from a calibration file supplied by Labsphere at
the time of purchase. The uncertainty of the panel is then added
as an object of type UncertaintyInstrumentNode.

instrumentation_node = UncertaintyInstrumentNode();
instrumentation node.abs_rel = 'abs';
spectrum_node.confidence_level = 1;
instrumentation_node.node_description =
instrumentation_node.unit_id =
ch.specchio.spaces.MeasurementUnit.Reflectance;
instrumentation_node.setUncertaintyVector(u_spectralon);

'u(Spectralon) ';

uSpectralon_id =
specchio_client.insertUncertaintyNode(instrumentation_node,
uc_set_id);

Note that instrumentation calibrations in SPECCHIO can
have associated uncertainty vectors, which can be entered by us-
ing the SPECCHIO Instrumentation Metadata Editor or loaded
by using the SPECCHIO API. At the time of writing, these have
not yet been connected with the new generic version for storing
uncertainties.

6) u(cahgn)

The uncertainty due to the alignment of the reference panel
was calculated by using a sun zenith angle of 46.77° and an
angular uncertainty of 1°. The latter value is our current estimate
of angular errors when carefully aligning a panel using a bubble
level [14]. The resulting uncertainty of the alignment factor
Calign 15 added to the database by first converting the scalar
uC_align_rel to a vector of a length equal to the number of
bands of the ASD spectrometer and then creating a Uncer—
taintySpectrumNode object where the uncertainty source
is the process of angular Spectralon alignment. No spectrum
identifiers are specified as this uncertainty does not apply to
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particular measurements but is only added during the HCRF
computation.

ul,_panel_vector = ones(size(spectra.wvl)) * uC_align_rel;
spectrum_node = UncertaintySpectrumNode();
spectrum_node.abs_rel = 'rel';
spectrum_node.confidence_level
spectrum_node.node_description
alignment)';
spectrum_node.uncertainty node_description =
Spectralon alignment)';
spectrum_node.setUncertaintyVector (uL_panel_vector);

1;
'u(Angular Spectralon

'u(Angular

ul,_panel_alignment_uncertainty node_id =
specchio_client.insertUncertaintyNode(spectrum node, uc_set_id);

7) u(R)

The uncertainty of the reflectance factor R is calculated by first
calculating the sensitivity coefficients via the partial derivatives
of the measurement equation and then adding the uncertainty
contributions in quadrature before taking the square root ac-
cording to the GUM [1]

2

4 2
-~ s U L G corr
<LREFip ' Calign) (Lra1. Teom)

2
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L . 2
+ = TGT_Tcorr * @ u ( LREF,I,)

2 .
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LigT ?
4 Teorr ) ~u(o 2
(LREFip - Cylign (@)
1/2
L1G Ty, * 0 )2 2
+ o corr - u(C ion . (7)
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The final propagated uncertainty is a matrix with an individual
uncertainty per R vector. The UncertaintySpectrumNode
instance references the spectrum identifiers of the R spectra and
links to the following sources of uncertainty already defined in
the database:

1) the panel reflectance uncertainty identifier;

2) the REF temporal linear interpolation set;

3) the set of propagated uncertainty of the temperature cor-

rection of the targets;

4) the set describing the uncertainty due to panel alignment.

spectrum_node = UncertaintySpectrumNode();
spectrum_node.spectrum ids = R_ids;

spectrum_node.abs_rel = 'rel';

spectrum_node.confidence_level 1;
spectrum_node.node_description '"uR';

spectrum_node.uncertainty node_description = 'uR';
spectrum_node.setUncertaintyMatrix(uR_rel); % relative
uncertainty

spectrum_node.add_uncertainty_source_by_id(uT corr_uncertainty_n
ode_id, 'R estimation');
spectrum_node.add_uncertainty_source_by_id(ulL_REF_interp_uncerta
inty _node_id, 'R estimation');
spectrum_node.add_uncertainty_source_by_id(ul_panel_alignment_un
certainty node_id, 'R estimation');
spectrum_node.add_uncertainty_source_by_id(uSpectralon_id, 'R
estimation');

uR_uncertainty node_id =
specchio_client.insertUncertaintyNode(spectrum node, uc_set_id);

8) Data Insert Speed

The time required to define and insert the nodes and edges
as defined above was tested in a loop with 100 iterations to
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Histograms of insert times for the six uncertainty nodes of the case

gather mean and standard deviation data. Times were measured
in Matlab using the tic and toc functions. The insert process
was run on a MacBook Pro with a 2.7 GHz Quad-Core Intel
Core i7 processor and 16 GB of RAM. The network speed
was measured to be 32 Mb/s for downloads and 27.7 Mb/s for
uploads. Connection to the SPECCHIO server running on the
University of Zurich Science Cluster was established via virtual
private network. Average insert times for the uncertainty nodes
range around 2 s for nodes with 30 vectors, while nodes with
single vectors, such as the Spectralon panel uncertainty u( o ),
take about 0.15 s (see Fig. 7).

9) Uncertainty Components and Propagated Uncertainty of
HCRF

A side benefit of a rigorous uncertainty analysis is the knowl-
edge about the contributions of the sources of uncertainty to a
propagated, i.e., combined uncertainty. For spectral applications,
such information is easily visualized in a spectral plot, as shown
in Fig. 8. For this figure, we plotted the uncertainty components
already weighted by their related sensitivity coefficients to allow
a better understanding of the impact of the sources of uncertainty
as terms of (7) on the combined uncertainty, i.e., the plotted
contributing uncertainty vectors were computed as

Uweighted = V c?-u? (®)

where c is the sensitivity coefficient.

The y-axis of Fig. 8 is set to a logarithmic scale to allow
discerning minute details in the SNR related features. In the
following paragraphs, we describe all components, providing
details about their spectral shapes and the underlying reasons.

The uncertainty vector u(L._TGT_Tcorr) shows generally low
uncertainties with an average of 0.6% but contains many features
that can be linked to either instrument effects or atmospheric
absorptions. Higher uncertainties are found in the UV region,
at the end of the VNIR and SWIR2 detectors and at water
vapor absorptions near 1140, 1380, and 1900 nm. Other peaks
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Fig. 8. Mean propagated uncertainty of HCRF and the mean contributing
uncertainty vectors per uncertainty source including their sensitivities to HCRF,
visually confirming that the angular reference panel alignment is the largest
source of uncertainty within the HCRF uncertainty budget. Spikes in the uncer-
tainty vectors are caused by regions of the measured electromagnetic spectrum
containing low energy, such as in water vapor absorptions bands around 1350
and 1900 nm, or by instrument related effects such as QE. The coverage factor
k of the uncertainty vectors is set to 1.

in the uncertainty spectrum appear at 761 nm caused by oxygen
absorption (O2 A band) and near 2005 and 2062 nm, which can
be linked to CO, absorptions. These higher uncertainties are
resulting from a lower SNR, which is driven by low irradiance
intensities reaching the Earth surface at these wavelengths, in
combination with low detector quantum efficiencies (QE) for
some wavelengths regions, typically encountered for the silicon
photodiode based VNIR channel in the UV below 400 nm and
NIR above 850 nm. The bowl shape of the uncertainty of the
VNIR channel is in essence an inverted QE curve where high
QE is found in the middle of the linear array detector detecting
wavelength between 500 and 800 nm, gradually decreasing
toward the edges. A step in the uncertainty vector at 1000 nm
indicates the splicing position of VNIR and SWIRI detectors of
the ASD instrument, while a second step at 1800 nm indicates
the joint between SWIR1 and SWIR2 detectors. A further peak
near 572 nm can be traced to a higher uncertainty in the ASD
temperature correction model.

The uncertainty of the interpolated white reference spectra
u(L_REF _ip) follows a similar pattern as u(L_TGT_Tcorr) but
has lower uncertainties. This is due to the better SNR provided
by the signal of a solar irradiance reflected by a Spectralon panel,
and, in particular, due to the linear interpolation. The application
of the interpolation effectively reduces the uncertainty. This
reduction is the result of the least-squares-based curve fitting
procedure where the noise of each fitted measurement point has
a limited impact on the resulting fit. This effect is similar to
that of an averaging function which also reduces the uncertainty
compared to a single measurement.

The uncertainty of the Spectralon panel (u(Spectralon)) shows
a step function at 2200 nm. This is caused by the uncertainty of
the detectors used to calibrate the panel. The detector used for
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wavelengths above 2200 nm exhibits a higher uncertainty, which
propagates to the values reported in the calibration certificate of
the panel.

The panel alignment uncertainty u(C_align) is in essence a
level line, only slightly modified by its sensitivity coefficient
and contributing significantly to the overall uncertainty.

The combined uncertainty of the reflectance factor u(HCRF)
is the uncertainty spectrum with the highest amplitude within
this plot, which must be the case for a propagated uncertainty.
The spectral shape is governed by the contributing uncertainty
sources. Its main features are the higher uncertainties in the water
vapor bands and at the end of the SWIR2, which are inherited
from the measured TGT and REF spectra. A small increase
in uncertainty at 2200 nm is contributed by the Spectralon
panel. The overall amplitude of u(HCRF) is driven by the panel
alignment uncertainty.

F. Retrieving Uncertainties and Displaying the Overall
Uncertainty Budget

1) Retrieving the Uncertainty Sets of a Collection of Spectra:
The uncertainty sets of a collection of spectra can be retrieved via
the getUncertaintySetSpectraLists API function.
As a spectrum can be included in multiple uncertainty sets,
e.g., if it is used in different computations leading to unique
uncertainty trees, this function groups the spectra by the uncer-
tainty sets. As a result, it returns a list of objects that contain the
uncertainty_set_id and a list of spectrum_ids that
belong to the respective uncertainty set.
spectrum_id list = get INT jArrayList([35419, 35420]);
uc_lists=specchio_client.getUncertaintySetSpectralLists(spectrum
id_list);
uc_set_list = uc_lists.get(0); % select first set

2) Retrieving Uncertainty Spaces of a Collection of Spectra:
We use the getUncertaintySpaces API function to re-
trieve uncertainty vectors for given spectrum IDs and uncertainty
set IDs. This function returns a list of spaces, one space for
each uncertainty set. Each space contains a matrix of uncertainty
vectors for the spectrum IDs in question as well as the associated
uncertainty set ID. Uncertainty vectors can then be used to
construct plots that provide the uncertainty of the sources and
the total propagated uncertainty.
uc_set_id_list =
get_INT_jArrayList(uc_set_list.uncertainty_set_id);
uc_spaces =

specchio_client.getUncertaintySpaces(spectrum id_list,
uc_set_id_list, 'Acquisition Time');

% get first, end in this case only space
uc_space = specchio_client.loadSpace(uc_spaces(1l));

figure
plot(uc_space.getAverageWavelengths,
uc_space.getVectorsAsArray);
title('HCRF Relative Uncertainties');

3) Retrieving Uncertainty Information for a Given Uncer-
tainty Set: We can retrieve all information stored in an un-
certainty set and use this to plot an uncertainty tree. The tree
allows a user to see visually each of the nodes and edges. The
getUncertaintySet function takes a given uncertainty set
ID and returns the adjacency matrix, the node numbers, i.e.,
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the index of the nodes in the adjacency matrix, and descrip-
tions. For numbers greater than 1 in the adjacency matrix, we
use getEdgeValue to retrieve their description. Information
about nodes can be retrieved via the getUncertaintyN-
odeSubsSets function. In the example code as follows, we
use this to identify nodes that comprise subsets, such as the REF
and TGT subsets of the temperature corrected radiances, and
indicate the existence of subsets by modifying the node label
string.

The digraph MATLAB function takes an adjacency matrix
and a set of node names to plot the node—edge relationships (see
Fig. 9).
uc_set =

specchio_client.getUncertaintySet(uc_space.uncertainty set_id)

i

% Get adjacency matrix and node information

adj_m = double(uc_set.getAdjacencyMatrixAsIntArray());
node_nums = uc_set.getNodeNums();

node_names = uc_set.getUncertaintyNodeDescriptions();

% Convert to cell and indicate subsets

for i=l:size(node_names)
node_num = node_names.indexOf (node_names.get(i-1));
node_id = uc_set.getUncertaintyNodeIds.get(node_num);
ucns = specchio_client.getUncertaintyNodeSubSets(node_id);

node_names_cell{i} = escape_(node_names.get(i-1));
if length(ucns) > 1 % Add subset indicator
node_names_cell{i} = ...
[node_names_cell{i} ' [' num2str(length(ucns)) ']'];
end

end

% Extracting values > 0 from adjacency matrix

% When > 1, will have unique edge value in uncertainty_ edge
table

adj_m details.edge_ids = adj_m(adj m > 0);

for i = l:length(node_nums)
edge_id = adj_m details.edge_ids(i);

if edge_id ==1
edge_value = ' ';
else
edge_value = specchio_client.getEdgeValue(edge_id);
end
adj_m details.edge_values(i) = string(edge_value);
end

edge_values_cell = cellstr(adj_m details.edge_values);

% Change all values >1 --> 1
adj _m(adj_m>1) = 1;

% Construct digraph.
figure;
G = digraph(adj_m, node_names_cell);

% Assign names to the edges
G.Edges.name = escape_(edge_values_cell');
h = plot(G, 'EdgeLabel',G.Edges.name);

4) Retrieving Uncertainty Nodes: Uncertainty nodes can
also be retrieved via their node IDs available from the uncertainty
set. This allows accessing nodes that are not linked to spectral
data via spectrum identifiers and hence cannot be retrieved via
the getUncertaintySpaces API function. One example
is the Spectralon uncertainty node. The code as follows gets the
node number from a search of the node names and uses that
index to get the uncertainty node identifier via the getUncer-
taintyNodeIds method of the uncertainty set. This ID can
then be used to retrieve a list of nodes that belong to that
uncertainty node viagetUncertaintyNodeComponents.
Alistis returned, as an uncertainty node can have a one-to-many
relationship to individual spectrum uncertainties. In the case of
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Fig. 9. Automatically constructed uncertainty tree diagram based on uncer-
tainty data stored in SPECCHIO. The displayed node and edge labels represent
the string values defined during uncertainty data inserts. Note that the u(L_Tcorr)
node comprises two spectral subsets, indicated by the number two in brackets.

the Spectralon node, a single entry is returned as it is an instru-
ment node. The node object contains the uncertainty vector, the
confidence interval, and the node description, essentially holding
all information given during the node definition prior to inserting
it into the database.

node_num = node_names.indexOf('u(Spectralon)');

node_id = uc_set.getUncertaintyNodeIds.get(node_num);

ucs = specchio_client.getUncertaintyNodeComponents (node_id);
spectralon_node = ucs(1);

IV. DISCUSSION

The presented SPECCHIO system update represents, to our
knowledge, the first implementation of uncertainty support in a
spectral information system within the remote sensing sciences.
Further improvements will be required to increase its usefulness
and to keep up to date with new developments and requirements
alike, stemming from active research in metrology and related
activities in Earth observation.

Future upgrades will have to focus on the inclusion of cor-
relation between spectral bands in order to define the degree of
random and systematic uncertainties. This information will be of
importance in aiding the propagation of uncertainties provided
by the system. Furthermore, the storage of covariances between
variables must be considered to fully describe analytical uncer-
tainty propagations. This also points to the potential require-
ment of storing the probability distribution function (PDF) as
Gaussian PDFs are not always reflecting the true distribution.
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Finally, sensitivity coefficients or code to propagate uncertain-
ties may also warrant an inclusion in the data model.

The existence of uncertain DBMSs was alluded to in Section I.
A review of the existing systems led to our decision to implement
our own uncertainty support. The reasons for this are manifold,
including the problem of adapting an existing schema, data,
and query code to a new DBMS. As a result, a query on the
uncertainty of data on the database level is not possible because
our uncertainty vectors are encoded in binary representation.
The same is, however, also true for the actual spectral data and
a data selection in the SPECCHIO database is only possible
via metadata [19]. The problem of querying matrices within
database systems could be solved by adopting an Array Database
[43], such as SciDB [44]. This would, however, not solve the
handling of uncertainty data on a DBMS level. Hence, we
identify a gap in available DBMSs that can handle scientific
data and their associated uncertainties in matrix format.

The presented case study was chosen as a practical exam-
ple of uncertainty analysis and propagation pertaining to a
large number of field spectroscopy data within our in-house
SPECCHIO database. These data were collected with a defined
protocol over more than ten years of APEX airborne imaging
spectrometer operation to allow vicarious CAL/VAL [14], [45].
The present conclusion, based on the analysis of the contribution
per considered source of uncertainty, is that the main source of
uncertainty is the angular alignment of the panel (see Fig. 8).
This may change in the future as more sources of uncertainty get
added. Nevertheless, the selected example results in an overall
HCREF uncertainty of about 1.8% at a coverage factor k = 1. As
a consequence, field spectroscopy personnel should take care to
align the reference panels, achieved by the use of tripods and
bubble levels [14], or possibly by gimbal-based stabilizations.

These findings once again point to the importance of field
measurement protocols and to the application of rigorous un-
certainty analysis to the data obtained by such protocols. Uncer-
tainty tree diagrams and, accordingly, implementations of un-
certainty propagations will only apply to specific measurement
protocols and cannot easily be generalized.

A practical implication of the early standardization of our
measurement protocol will be that the uncertainty propagation
process, presented in this work, can be applied in retrospect to all
our in situ CAL/VAL data pertaining to APEX and AVIRIS-NG
[46] airborne imaging spectroscopy acquisitions. This process
will be facilitated through the rich and consistent metadata
set of our CAL/VAL data [19], highlighting the advantages of
database-centric processing supported by SPECCHIO.

V. CONCLUSION

This work describes a substantial update of the SPECCHIO
spectral information system which allows the storage of uncer-
tainty information within the system. The newly added capabili-
ties will support the database-centric computation of uncertainty,
paving the way toward the automated computation of uncer-
tainty for measurement data acquired following standardized
protocols.

We invite the research community to make use of these
new features and report any further requirements or suggested
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streamlining of the SPECCHIO uncertainty API. The source
code is available via GitHub [47] while the binaries can be
downloaded from the SPECCHIO webpage [48] or directly from
the SPECCHIO build server [49].
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