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A Fuzzy-Boundary Enhanced Trident Network for
Parcel Extraction in the Urban—Rural Area

Jiajun Zhu

Abstract—As the basic unit of farmland, parcel is crucial for re-
mote sensing tasks, such as urban management. Previous studies of
farmland parcels extraction are based on boundary detection and
instance segmentation methods. However, these methods perform
poorly in the parcels with complex shape and fuzzy boundary due
to the insufficient feature extraction capability. Moreover, for the
lack of multiscale features extraction and fusion, they are difficult to
extract different scale farmland parcels accurately. Based on these
issues, we propose a fuzzy-boundary enhanced trident network,
named FBETNet, to enhance the feature of fuzzy boundary and
generate multiscale parcels. First, a semantic-guided multitask
strategy is introduced in order to enhance the feature of fuzzy
boundary. Second, we design a multiscale trident module to further
improve the performance of multiscale feature extraction. Finally,
an adversarial data augmentation strategy is employed in the train-
ing phase to strengthen the robustness and stability of our proposed
method. Experiments show that our proposed method improves
significantly in both accuracy and visualization, especially for the
parcels with fuzzy boundary and complex shape.

Index Terms—Adversarial data augmentation (ADA), deep
learning, fuzzy boundary, multiscale feature, parcel extraction,
urban—rural area.

I. INTRODUCTION

APID urbanization has brought drastic changes to the
R regional land use structure. Due to the impact of urbaniza-
tion, the croplands in urban—rural area are usually maliciously
occupied for other usages [1]. With the rapid expansion of urban
construction land, the sharp decrease of cropland resources, and
the serious destruction of the urban ecological environment, we
need to seek a sustainable and growing way of development more
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urgently. Nowadays, in some cities [2], [3], [4], the cropland
information of land use and land cover (LULC) data has been
used to simulate and analyze the process of urban expansion
in order to obtain the accurate urban management measures.
However, due to the coarse resolution and detail, LULC is
not sufficient to carry out precise urban expansion simulation.
Therefore, we require more refined cropland data to assist in
urban decision making. As the basic unit of farmland, parcel
is crucial for cropland information extraction [5]. Thanks to its
clear boundaries and distinct geometry properties, cropland par-
cel gradually substitutes LULC in urban management. Neverthe-
less, the cropland boundaries in urban—rural area are often fuzzy,
making parcels extraction be a tough task. As a consequence,
how to enhance the capability of fuzzy-boundary extraction has
become an international research hotspot in remote sensing.

In recent years, based on the rapid development of imaging
sensors and operating platforms, the increased availability of
very high resolution (VHR) remote sensing imagery provides
clearer texture and spatial information [6], [7], thus providing
richer details for parcels. However, for the lack of available
training data and the limited ability of feature extraction, parcels
extraction from VHR imagery still remains a challenge. The
existing cropland parcel datasets [8] are mainly concentrated
in Europe cities, which lack the parcels with complex shape
and fuzzy boundary, failing to meet the demands of urban
management. In addition to the limitation of training data, the
distribution of cropland is restricted by topography properties
and complex planting structure with different shapes and tex-
tures, making it harder to obtain precise parcels mapping by a
single model [9]. Thereby, how to consider more comprehensive
parcels information in single model to generate the parcel-level
data is of great significance for the development of urban man-
agement.

The cropland parcels extraction methods are usually based
on edge detection, image segmentation, and deep learning. The
traditional edge detection methods obtain the contours of parcels
by using specific operators, such as Sobel [10], Laplacian [11],
and Canny [12], and then utilize the contours information to
form the segmented area in the image. In contrast, methods based
on image segmentation aggregate similar pixels by calculating
homogeneous information in order to obtain more compact
and closed parcels’ boundaries [13]. However, these traditional
methods will lead to rough and chaotic cropland boundaries
delineation due to the poor performance of feature extraction,
resulting in misclassification and omission, which cannot meet
the demand of urban management. In recent years, the deep
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learning method has been successfully applied to remote sensing
due to its success in image processing [14], [15]. Convolutional
neural network (CNN) can implicitly learn advanced deep fea-
tures from training data automatically through local connection,
weight sharing and sampling, reducing the shortcomings of
artificial designed features, and error accumulation [16], [17].
As aresult, it is potential to extract parcels’ boundaries through
CNN-based methods. Nevertheless, parcels’ boundaries present
different features in VHR images, which is the major obstacle
to parcels extraction [18]. But the existing methods pay less
attention to the fuzzy boundaries and, thus, making it difficult to
extract the fuzzy boundaries of parcels. Therefore, how to com-
prehensively consider sufficient boundary and semantic features
in CNN-based methods to obtain more refined results is crucial
for urban management.

At present, boundary extraction is also a hot topic in deep
learning, so there are some advanced methods suitable for detect-
ing boundary features [19], [20]. As the deep learning boundary
extraction methods gradually mature in remote sensing, they
are directly applied to parcels extraction. Garcia-Pedrero et al.
[21] used a CNN method to automatically extract the boundaries
of large cropland parcels with heterogeneous landscapes based
on the open data of the land parcel identification system of the
Navarra concession community in Spain. Masoud et al. [22]
used a fully convolutional network (FCN) to detect cropland
boundaries from Sentinel-2 images at a resolution of 10 m
and then employ FCN structure to increase the spatial reso-
lution of the output from 10 to 5 m. Although the existing
methods succeed in the parcels extraction, they still perform
poorly in the parcels with complex shape and fuzzy boundary
due to the insufficient feature extraction capability, making the
boundaries result disconnected. Moreover, there is a lack of
methods to extract parcels on VHR images, which cannot meet
the resolution demand of current urban management. Finally,
in order to obtain the detailed mapping result of parcels, we
need to consider the multiscale features of parcels. However,
current methods hardly take this problem into account. Due to
the diversity and complexity of parcels’ features, it is difficult
for single-scale models to accurately express the appearance
features of complex parcels, resulting in some missing detection.
The lack of multiscale consideration will affect the performance
of parcels extraction and make it hard to obtain more refined
results. These issues will cause some negative effects on the
practical application. Therefore, it is very important to propose
a fine-grained cropland parcel extraction method suitable for
VHR images.

In view of the above problems, we propose a fuzzy-boundary
enhanced trident network, named FBETNet, to enhance the
feature of fuzzy boundary and generate multiscale parcels. First,
we introduce a semantic-guided multitask strategy to learn the
semantic features and boundary features of parcels simultane-
ously. At the same time, on the basis of the simple multitask
learning methods, a guidance module is added to enhance the
semantic information of the fuzzy boundaries by using the
feature in the semantic branch to guide the boundaries detection
and to supplement the missing parcels’ boundaries, thereby
improving the detection performance of parcels. Second, due to
the complexity of the parcels, it is vital to consider the multiscale
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features. Therefore, a multiscale trident (MST) module is de-
signed to obtain multiscale outputs, which can ensure the feature
consistency and reduce computational cost. Finally, in order to
further enhance the robustness of the proposed method and make
it more generalized in different scenarios, an adversarial data
augmentation (ADA) strategy is employed in the training phase,
which simulates feature learning process of both the clear and
fuzzy boundaries. We validate our method on a high-quality
parcels’ annotations google Earth images dataset.

The main contributions of this article are summarized as

follows.

1) We propose a semantic-guided multitask strategy to en-
hance the extraction ability of fuzzy boundaries.

2) We propose an MST module, which fully considers the
features of parcels at different scales, making the results
more accurate.

3) We propose an ADA strategy to make the model more
robust and generalized to various scenarios.

II. RELATED WORK

Current parcel boundary extraction approaches rely on im-
age segmentation-based methods, such as thresholding seg-
mentation, edge detection, and region segmentation algorithms.
However, with the expansion of remote sensing image data
sources and the popularity of deep learning, CNN-based neural
networks, attention mechanism, multitask learning, multiscale
learning, and other deep learning methods have gained more
and more concentration and become the mainstream methods of
parcels extraction.

The traditional parcel extraction methods primarily exploit the
limited information of local regions, which are computationally
efficient, overcoming the repetitive and time-consuming work
of manually labeling process. Torre and Radeva [13] combined
region growing algorithm and deformable models to design a
semiautomatic framework for cropland segmentation. Yan and
Roy [23] used multitemporal Landsat data and watershed algo-
rithm to decompose the multiple parcels into isolated parcel and
connected the correlated circular parcels with geometry-based
algorithmic detection. Cheng et al. [24] fused the spatial features
of VHR images with temporal features of multitemporal images
to extract cropland boundaries from submeter images (2—-3 m).
However, because of the lack of automation and generalization
ability of the traditional methods, they cannot meet the needs of
current applications.

In contrast, deep learning approaches, such as instance seg-
mentation, attention mechanisms, adversarial generative learn-
ing, edge detection, and multitask learning, are gradually ma-
turing and have been extensively applied. Accurately detecting
the location and category of objects in images is the core issue
focused by deep learning and remote sensing task, and the
instance segmentation methods can effectively determine the
location of parcels and closed objects. Rieke [25] used FCN to
conduct the instance segmentation task and obtained cropland
parcels in Sentinel 2 images without any preprocessing and
postprocessing process. Potlapally et al. [26] performed instance
segmentation on rural India using mask R-CNN and achieved
better farmland extraction results. Mei et al. [27] used mask
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R-CNN and WorldView-3 satellite images to better delineate the
cropland boundaries in northeast India. However, these methods
suffer from problems, such as inaccurate extraction of shared
edges and omission detection of fuzzy boundaries, failing to
meet accuracy requirements in urban management.

The attention mechanism is widely exploited in the deep
learning model to further highlight the parcel characteristics.
Attention mechanism simulates the attention pattern of human
eyes and can focus on the area of interest according to the
attention weight. Therefore, it is really suitable in parcels ex-
traction. Li et al. [28] introduce the spatial and channel attention
modules between the basic convolution layers and the max
pooling layers, which can adaptively enhance the feature to
improve the capability of the network for small cropland targets
in complex scenarios. Xu et al. [29] combine LSTM structure
and attention mechanism to achieve dynamic mapping of corn
and soybean based on multispectral and multitemporal images.

To produce further refined parcels data, it is necessary to
incorporate the multiscale features of the parcels, and hence,
the multiscale learning strategy is gradually used in the remote
sensing application. Multiscale learning can consider the fea-
tures of the target under different scales so as to provide more
accurate information for model learning. In deep learning, there
are a variety of multiscale models, mainly in the input side [30]
and feature fusion [31]. In order to match the scale variations
of different objects in remote sensing images, Deng et al. [32]
proposed a multiscale target detection model for remote sensing
images by combining a multiscale object proposal network and
the accurate object detection network. Garnot and Landrieu [8]
used time-sequence coding network to extract rich and adaptive
multiscale spatiotemporal features of crops from multitemporal
images. However, the existing methods for parcels extraction
lack multiscale features learning. Therefore, we design an MST
module to capture parcel features at different scales in this
article.

In the process of parcels extraction, different boundary clarity
will make the model difficult to distinguish parcels’ boundaries,
so adversarial learning will occur in this process. Adversarial
learning strategies have been demonstrated to be effective for
semantic segmentation [33] as well as object detection [34],
including building extraction [35], cloud removal [36], road
detection [37], and ship identification [38]. For example, Jong
et al. [39] attempt to use Res-UNET structure as a generative
adversarial network generator to improve cropland boundary
prediction through an adversarial training strategy. In this article,
instead of designing the model structure, we incorporates adver-
sarial learning into the data augmentation strategy to enhance the
robustness of model.

Currently, edge detection is still the mainstream method of
parcels extraction, which is more potential as it can directly
identify the exact location of parcels’ boundaries. Xia et al. [18]
integrated UNET model and RCF model to extract hard and
soft parcels edges, respectively. Masoud et al. [22] designed a
multiple dilation full convolutional network and incorporated the
semantic contour information extracted by the super-resolution
network to obtain parcels’ boundaries from Sentinel-2 images.
Persello et al. [40] also modified the FCN to learn complex
spatial contextual features for better detection of sparse cropland
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contours, followed by a grouping algorithm to obtain cropland
parcels from the hierarchical segmentation features. However,
these single parcels’ boundaries detection methods usually fail
to accurately identify ambiguous fuzzy boundaries, leading to
omission detection in complex scenarios.

Considering the limitations of single boundary detection
methods, multitask learning is used in some methods in order to
obtain more adequate parcels’ features [41]. Multitask learning
strategy focuses on the connection between different tasks and
learns the joint representation features to improve the perfor-
mance of the model. Long et al. [42] proposed a new multitask
neural network Bsi-Net to construct three parallel decoders to
learn the core task of cropland identification and two auxiliary
tasks for cropland boundary prediction and distance estimation,
respectively. Waldner and Diakogiannis [43] designed a multi-
task semantic segmentation model using ResNet as the backbone
to jointly learn the extent, boundary, and distance information of
farmland, and obtained closed boundaries after postprocessing.
Sharifi et al. [44] constructed a multitask UNET using residual
modules and skip connections to obtain precise cropland parcels
on Sentinel-2 and Landsat-8 images. Although these methods
leverage the potential of multitask learning in parcel extraction,
they still fail to exploit the direct correlation between different
tasks and lack an interaction in the model, so the enhancement of
parcels extraction through multitask learning strategy is limited
and the ability of fuzzy boundaries extraction is still insufficient.
Therefore, in this article, we further explore the interaction
guidance process in the multitask learning strategy to obtain
better fuzzy boundaries extraction results.

III. METHOD
A. Overview

The cropland parcel types within the urban—rural area are
various and complicated to extract precisely, leading to errors
in urban management and expansion simulation. The parcel
extraction inaccuracies in these area are primarily concentrated
in the fuzzy boundaries, which fail to meet the demand of urban
management. In order to solve these problems, in this research,
we propose a fuzzy-boundary enhanced trident network, named
FBETNet, to enhance the feature of fuzzy boundary and generate
multiscale parcels in urban—rural area. The overall network
structure is shown in Fig. 1, which contains three main sections:

1) guidance multitask (GMT) strategy;

2) MST module;

3) ADA strategy.

We employed the D-LinkNet [45] structure as the backbone
with pretraining weights from resnet34 in the encoder and added
the designed modules and strategies to the whole model for
experiments.

First, to address the issue of difficulty in extraction of fuzzy
boundaries, we introduce a GMT learning strategy with two
branches for semantic segmentation and boundary detection,
respectively. We guide the boundary detection branch with the
semantic information obtained from the segmentation branch
to enrich the features of fuzzy parcels’ boundaries. Second,
due to the multiscale features of parcels in urban—rural area,
specific-scale method cannot obtain fine-grained parcels results.
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Fig. 1. Overview architecture of the proposed network.
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Fig. 2. GMT learning strategy.

Therefore, we propose an MST module to capture different
scales’ features for refined parcels. In order to further improve
the robustness of the model so that it can achieve accurate extrac-
tion for complex fuzzy boundaries in numerous circumstances,
we adopt an ADA strategy in the training phase learn clear and
fuzzy features simultaneously.

B. GMT Strategy

In order to improve the extraction capability on fuzzy and
complex boundaries, we devised a GMT strategy, as illustrated
in Fig. 2.

The structure differs from common simple multitask learn-
ing in which it has a close relationship between different
task branches, and two interaction routes, semantic-guided and
boundary-guided, are designed. Since boundary information is
identified by elaborate low-level features, detecting the bound-
ary directly is difficult if the boundary is vague or complex.
Different from simple multitask learning strategy, GMT designs
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an interaction between the two branches. It contains two interac-
tion paths, semantic guidance path and boundary guidance path.
Since boundary information is identified by low-level features,
directly to detect the fuzzy boundaries is difficult. However,
semantic information can be captured through high-level fea-
tures without the assistance of high-resolution detailed features,
which can identify the coarse location of the parcels more
accurately so that it can incorporate the semantic features into
boundary detection branch to make the model pay more attention
to the cropland region. Therefore, the semantic guidance path
can enhance the feature extraction ability of fuzzy boundaries,
and thus enabling more refined and ample boundaries detected
by the boundary branch. The boundary guidance path enhances
the fuzzy boundaries extraction results more directly by using the
boundary information detected by edge operator, such as Sobel,
and incorporating it into the boundary detector to further supple-
ment the omissive fuzzy-boundary features. Through these two
paths, we can enhance the performance of multitask learning
strategy and can capture more complete parcel boundary features
in the boundary branch, including the fuzzy-boundary features,
which are difficult to learn.

The details of these two paths are shown in Fig. 3. In the
semantic guidance path, we downsample the segmentation re-
sult in semantic branch and directly incorporate it into the
high-level feature of the boundary branch to provide richer
and more abundant semantic information. As shown in (1), the
semantic features Sm x n are downsampled to the same size
as the high-level feature by average pooling layer to obtain
Sdown(Ma X ng), which is operated by © with the high-level
features F}Z(mg4 x ng), of the boundary branch. In boundary
guidance path, we obtain the boundary information directly
from the segmentation result by edge detection operator and
incorporate it into the low-level feature of boundary branch after
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Fig. 3. Architecture of two guidance paths. (a) Semantic guidance path.
(b) Boundary guidance path.

convolution operation. As shown in (2), the boundary informa-
tion from semantic branch is superimposed onto the low-level
features FlB in the boundary branch after the convolution oper-
ation to supplement missing fuzzy boundary directly. By using
such an interactive multitasking strategy, it can greatly enhance
the features of fuzzy boundaries and extract more refined and
complete parcels

FP = Avg (S) ©F P 0
FP = Convym (B) © FP )

where F}P and FP are the high-level features and low-level
features of the decoder in the boundary branch, respectively.

FB and FP are the high-level features and low-level features of
the after optimization by the guidance module. S and B denote
the segmentation results and their corresponding edge detection
results from the semantic branch. © is the concatenation op-
eration, Avg is the average pooling operation, and Conv,, .,
represents the convolution operation of m x m size.

C. MST Module

The croplands located at urban—rural area have multiscale
features. In order to obtain refined parcels data to assist the
urban management, it is essential to consider the multiscale
parcels’ features learning. We adopt a module similar to the
article presented in [46] and modified it for multiscale parcels
extraction. As mentioned in [46], we have summarized four
main structures of multiscale module, as illustrated in Fig. 4,
which are image pyramid, simple feature pyramid, top-down
pyramid structure, and trident pyramid. The image pyramid [see
Fig. 4(a)] represents that in the inference stage, the input images
are constructed into different resolution and then obtain the
results of different scales. Although this module obtain better
performvvance, it is rarely used in practical applications on
account of huge calculational cost. The simple feature pyramid
[see Fig. 4(b)] refers to the direct predictions of the feature
of different scales and layers. This module usually performs
poorly due to information lost in the downsampling operation.
The top-down feature pyramid [see Fig. 4(c)] designs skip
connections and top-down upsampling in the simple feature
pyramid to reduce the information lost. However, this module
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has a flaw that makes it an unsatisfactory alternative for image
pyramid. The feature pyramid generates multilevel features, thus
sacrificing the feature consistency across different scales. This
leads to a decrease in effective training data and a higher risk of
overfitting for each scale. The MST pyramid [see Fig. 4(d)] is
a further improvement on the basis of the previous modules,
which can not only reduce the computational cost but also
ensure the feature consistency. Our proposed multiscale module
is introduced based on this structure.

The MST module used in this article is shown in Fig. 5. We
combined the top-down feature pyramid and trident pyramid to
extract the multiscale features with the backbone of D-LinkNet.
The purpose is to take advantage of the two multiscale struc-
tures by maintaining the integrity of the semantic information
through the top-down structure in the front and then ensure the
feature consistency of the multiscale results through the trident
structure.

The details of the trident module can be shown in Fig. 6. It
can be seen that the three paths are weight sharing, making it a
better performance similar to image pyramid. Therefore, after
the atrous convolution operation with different dilated rates,
we can obtain parcels at different scales. After obtaining the
multiscale results, we directly fusion them through addition
operation. Then, the results are optimized by mathematical
morphology processing, such as erode and dilate algorithm.
Finally, we extract the skeleton lines of the results and obtain
the refine parcels results.

D. Adversarial Data Augmentation

Due to the limited training data, it is difficult for the model
to be stable in a variety of scenarios. Therefore, in order to
promote the robustness of model so that it can achieve accurate
and refined extraction results in different scenarios with complex
fuzzy boundaries, we employ an ADA strategy in the training
phase. During the model training, we use both edge sharpening
and edge blurring methods to augment the training data. Edge
blurring will weaken the information of the image so that blur
the image boundary. After edge sharpening process, the details
of the parcels’ boundaries will be richer and clearer. While after
edge blurring process, the parcels’ boundaries will tend to be
smooth and blurred. Edge sharpening can simulate the process
of learning clear boundaries in model training. However, the
edge blurring is tend to simulate the process of fuzzy boundaries
extraction. Therefore, the model will balance the clear and fuzzy
boundaries’ features through an adversarial manner after con-
vergence in order to perform more robust in parcels extraction.
Edge sharpening will strengthen the edge features of the image
so as to highlight the details of the image texture. Sobel operator
and median filter are used for edge sharpening and blurring,
respectively, and the results are shown in Fig. 7. We can see
that the image boundary information is richer in detail after
sharpening(clear boundary) and relatively vaguer after blurring
(fuzzy boundary).

In addition to these two adversarial augmentation methods,
we also perform the random color transformation for the robust
performance in multiple scenarios. Fig. 8 shows the overall ADA
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strategy. After sharpening and blurring, we obtain three different
images. And then the three images are input as a batch for
model training after random color transformation and random
flip operation. After converging in the train phase, the model can
perform well in both clear and fuzzy boundaries and can have
robust results in different scenarios.

E. Loss Function

To better supervise our proposed model and reach better
performance, we used cross-entropy loss and Dice loss [47]
simultaneously. The cross-entropy loss, commonly used in
semantic segmentation, examines each pixel separately and
compares the class prediction with the target. The equation for
the cross-entropy loss is given as follows:

Lee = 5 30~ lplog () + (1~ y)log (1= p)] ()
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where Lcg is the overall cross-entropy loss, v; is the label of 4,
and p; is the corresponding predicted probability.

Since boundary detection is a category-imbalanced task, dice
loss is selected as the auxiliary loss to help boost the performance
of parcels extraction. The dice loss is an ensemble similarity
measurement used to calculate the similarity of two samples.
Dice loss is calculated as follows:

“

where Lgice is the overall dice loss, Y is the label, and Y is the
corresponding prediction result.

Considering that fuzzy boundaries extraction is a hard sample
in model learning, we adopt the strategy proposed in [64], called
online hard example mining (OHEM) loss. OHEM loss is a
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training strategy that focuses on hard samples during the training
process and applies higher weights to them. This strategy can
enable the model to concentrate more on hard samples, which
can be applied to further optimize the two loss functions in this
article. Ultimately, our combining loss function for boundary
detection branch can be shown as follows:

L = AOHEM (Lcg) + (1 — ) OHEM (Lpice) ~ (5)

where A is the weight to control the importance between CE loss
and Dice loss, and OHEM() represents the OHEM strategy.

For semantic segmentation branch, CE loss is directly em-
ployed for network training, and OHEM strategy is also added
in the supervision phase to enhance the semantic recognition
ability of complex parcels, as shown in (6). Finally, the whole
loss for model training is obtained by weighted sum operation,
as shown in (7). Since the semantic segmentation branch only
plays an auxiliary role in this article, in order to improve the
capability of fuzzy boundaries extraction, we reduce the weight
of the loss in the semantic segmentation branch

Ls = OHEM (Lcg) (6)
L=BLs+(1-B)Lg ™)

where [ is the weight to control the importance between seman-
tic segmentation branch and boundary detection branch.

IV. EXPERIMENTS
A. Implementation Details

We download the google images of Guangdong and
Chongqing in urban—rural area with a resolution of 0.5 m and
crop them into 512512 size with a 50% overlap rate to obtain
20 000 patches. And then we manually annotate both clear and
fuzzy cropland parcels’ boundaries precisely. We divided the
training set, validation set, and test set at a ratio of 6:2:2, and
carried out subsequent experiments on this dataset.

Our proposed network is implemented by PyTorch. We select
the Adam optimizer, and set the initial learning rate to 0.0002.
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During the training process, the learning rate is reduced by 5%
after 20 epochs. Considering that our own ADA strategy will
increase the batch size, we set the input batch size to 4. All
experiments were run on an NVIDIA GTX 3080ti GPU. In the
following comparison and ablation experiments, the value of 3
and X in the loss function is set to 0.3 and 0.6, respectively.

B. Experimental Settings

To evaluate the performance of our proposed method, we
compare it with several superior semantic segmentation and
boundary detection methods. Then, to demonstrate the effec-
tiveness of our proposed modules, we perform the correspond-
ing ablation experiments to validate the performance of each
module and strategy. In order to verify the advantage of our
proposed GMT strategy, we need to compare it with several
multitask learning structure. Therefore, we use four kinds of
structure for this experiment: simple multitask learning, multi-
task learning with semantic guidance path, multitask learning
with boundary guidance path, and the proposed GMT strategy.
In the subsequent experiments, four metrics are used to verify
the performance of our model. The precision rate and recall
rate can reflect the misclassification and omission of the results,
respectively, while IoU and F1 score can comprehensively verify
the similarity between the predicted results and the ground truth
labels. The formulae for these metrics are given as follows:

TP
Precision = — (®)
TP + FP
TP
Recall = —— 9
AT TP EN ©)
Pl 2Prec%s%on x Recall (10)
Precision + Recall
TP
JoU = ——M—. 11
T TP+ FP+ FN (1

C. Comparison Experiment

To verify the advantage of our model, we compare it with four
state-of-the-art semantic segmentation and boundary extraction
methods as follows.

1) D-LinkNet [45] is a boundary extraction method based on
UNNE-like architecture for roads detection by using skip-
ping connection, residual block, and dilated convolution.

2) HRNet [48] is a multibranch fusion network, which imple-
ments information interaction among multiple resolutions
simultaneously through parallel multiresolution subnet-
works.

3) BiSeNet [49] is a bidirectional segmentation method,
which integrates a spatial path module and a context
path module to extract spatial shallow and deep features,
respectively.

4) RCF [20] is an edge detection method using rich convo-
lution features, which utilize multilevel representation of
objects for accurate edge prediction.

According to the selected model, comparison experiments
are conducted on the labeled dataset, and the results are shown
in Table I. Our proposed method outperforms the comparison
approach in all metrics and has a significant improvement. In
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Fig. 8.  ADA strategy.
TABLE I
QUANTITATIVE RESULTS OF DIFFERENT METHODS
Method Recall Precision F1 ToU
D-linkNet 0.8219 0.8271 0.8245 0.7014
BiSeNet 0.7438 0.8565 0.7962 0.6614
HRNet 0.8498 0.8496 0.8497 0.7388
RCF 0.8631 0.8675 0.8653 0.7626
Proposed 0.8752 0.8798 0.8775 0.7817

The bolded values represent the highest values of the evaluation metrics
among the methods.

comparison to D-LinkNet and RCF, we achieve an 8% and 2%
improvement in IOU, respectively. And it can be concluded
that deeper and larger networks can perform better, such as
HRNet and RCF. The result in the experiment further illustrates
the suitability of our proposed method for cropland parcels
extraction.

The visualization results are shown in Fig. 9. It can be seen
that the boundary details obtained from our proposed method
significantly improve. BiseNet obtain the worst result and cannot

Originalimage
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TABLE II
QUANTITATIVE RESULTS OF DIFFERENT MULTITASK STRUCTURES

Method Multi-task é‘;‘:iaa'::;z ]é‘:l‘:g:ﬁzz ToU
0.7014
v 0.6955
Baseline v \ 0.7328
v x/ 0.7213
N \ x/ 0.7411

The bolded values represent the highest values of the evaluation metrics
among the methods.

extract the fuzzy boundary at all. Although the result from
HRNet has a better detail due to its strong ability to capture
detailed features, there is still a certain gap with the real labels.
The two boundary extraction networks, D-LinkNet and RCF,
are better at extracting significant boundary information but
have weak ability to extract internal fuzzy-boundary texture.
Especially for D-Linknet, the results obtained by this method
still remain a great deal of omissions. In contrast, our method is
able to capture more fuzzy boundaries’ features and produce the
best result, which is closer to the ground truth labels. It proves
that our proposed method is very suitable for complex parcels
boundary extraction.

D. Ablation Study

Ablation experiments are conducted to verify the effective-
ness of the proposed method. In the ablation experiments, we
name the GMT strategy, MST module, and ADA strategy as
GMT, MST, and ADA, respectively. We employ D-LinkNet as
our baseline (BL) method and conduct some experiments on it to
show the advantages of our proposed method. As arepresentative
method in the field of boundary extraction, comparing with
D-LinkNet can fully reflect the effectiveness of our method.

The effectiveness of the GMT is first verified, and the results
are shown in Table II. It can be seen that the proposed GMT
performs the best, whereas the simple multitask method has the
worst performance. It can be explained that, due to the difference
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Fig. 9. Visualization of the results obtained from different methods.

between the semantics and boundary features and the lack of
interactive operation between the two branches, the model fails
to learn these features effectively. However, after adding the
guidance path as the interaction between the two tasks, it can
obviously improve the performance of network.

We visualized the result of GMT and the simple multitask
learning method, as shown in Fig. 10. It can be seen that our GMT
is suitable for the boundaries extraction and can complement
some fuzzy boundaries. In contrast, the extracted boundary
information is vaguer and the results are even worse than BL
when using the simple multitasking strategy. As a result, we
conduct the subsequent ablation experiments with the proposed
GMT strategy.

The ablation study results of each module and strategy
are presented in Table III. As can be seen, our proposed
module and strategy in this article results in an improvement
in accuracy. GMT obtained the most obvious improvement in
accuracy, which indicates that the interaction between semantic
and boundary features is very effective in parcels extraction.
The MST module and ADA strategy also have a very significant
accuracy improvement, verifying that multiscale features extrac-
tion and ADA can further help refine the extraction of parcels.
Ultimately, the proposed method, which integrates the three
modules, obtains a substantial accuracy improvement, further
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FBETNet

TABLE III
QUANTITATIVE RESULTS OF ABLATION STUDY

Method Recall Precision F1 IoU

Baseline 0.8219 0.8271 0.8245 0.7014
Baseline+GMT 0.8439 0.8588 0.8513 0.7411
BaselinetMST 0.8392 0.8472 0.8432 0.7289
Baseline+tADA 0.8321 0.8438 0.8379 0.7210
Proposed 0.8752 0.8798 0.8775 0.7817

The bolded values represent the highest values of the evaluation metrics
among the methods.

proving that these modules can complement each other and
facilitate the network to capture more detailed boundary features
and gain more refined results.

Fig. 11 shows the results after gradually adding the proposed
module. It can be seen that the performance of fuzzy boundaries
extraction has a significant improvement by using MTG in BL.
With the fusing of MST module, the results are better due to its
enhanced ability of multiscale features extraction, which is able
to provide more detailed information of parcels. It is obvious
that the ADA strategy can obtain a more robust performance,
especially for the fuzzy boundaries, making the extraction results
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Fig. 11.  Visualization of the results with ablation study.

closer to the labels, further verifying the effectiveness of our
proposed modules.

V. DISCUSSION

In the discussion part, we discuss the detailed model design of
our proposed method and conduct some experiments to analyze
the performance difference of different structures.
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For the proposed guidance module in the multitask learning
strategy, we introduce two guidance paths and conduct the
module design experiments on different pooling methods and
feature combination methods. We name the semantic guidance
path and the boundary guidance path as SGMT and BGMT,
respectively.

First, for the pooling layer in the semantic guidance path, we
design four models that contain average pooling, max pooling,
and pooling after convolution, respectively. The accuracy results
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Fig. 12.

TABLE IV
QUANTITATIVE RESULTS OF DIFFERENT SGMT STRUCTURES

Method IoU

SGMT + MaxPooling 0.7792
SGMT + AvgPooling 0.7817
SGMT +Conv + MaxPooling 0.7707
SGMT +Conv + AvgPooling 0.7723

The bolded value represent the highest values of the
evaluation metrics among the methods.

TABLE V
QUANTITATIVE RESULTS OF DIFFERENT BGMT STRUCTURES

Method IoU
BGMT 0.7808
BGMT + Conv 0.7817

The bolded value represent the highest values of the
evaluation metrics among the methods.

are summarized in Table I'V. It can be seen that the accuracy is
worse after adding the convolution operation. The result with
average pooling obtains better than max pooling, and it can
be explained that the max pooling operation will reduce more
semantic information while the average pooling can consider the
nearby local features that can maintain more useful information.

Second, we verify the effectiveness of convolution operation
in the BGMT, and the results are presented in Table V. We can
see that the methods after convolution obtain better performance,
and it can be explained that the boundary of the semantic seg-
mentation result is blurred and will misguide the boundary detec-
tion. Therefore, performing a convolution operation to capture
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Visualization of the multiscale results: S1, S2, and S3 represent the coarse, intermediate, and refine results, respectively.

TABLE VI
QUANTITATIVE RESULTS OF DIFFERENT PYRAMID MODULES

Method IoU
Baseline 0.7014
Image Pyramid 0.7301
Simple Feature Pyramid 0.7119
Top-down Feature Pyramid 0.7152
Trident Pyramid 0.7193
Proposed 0.7289

The bolded value represent the highest value of the evaluation metrics
among the methods and the second best value is underlined.

an auxiliary feature can provide more accurately information of
fuzzy parcels’ boundaries.

For the multiscale extraction requirements pointed out in this
article, we compare the performance of different multiscale
modules, as shown in Table VI. The four multiscale strategies
compared are illustrated in Fig. 4. The results show that the
highest accuracy is obtained by the image pyramid, and our
proposed module ranks second. There is only a slight difference
in accuracy between the two methods. However, in terms of
computational efficiency, our model is obviously faster than the
image pyramid (at about 2.4 times faster than image pyramid).
Therefore, on the whole, our model is still very suitable for
multiscale parcels extraction. In Fig. 12, we visualize the multi-
scale outputs of parcels. We discover that the outputs at different
scales represent different boundary details. With the multiscale
outputs, it is feasible to fuse them into a more refined result.

For the ADA strategy, we conduct different design experi-
ments, and the results are shown in Table VII. It can be seen
that the ADA obtain the best performance. When using image
blurring only, the network performs even worse. However, by
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Fig. 13.  Visualization of the results of ADA strategy.
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Fig. 14.  Visualization of the results with different loss functions.

combining blurring and sharpening, it can obtain a significant
improvement. Therefore, it is further demonstrated that our
designed ADA strategy can simultaneously strengthen the recog-
nition of fuzzy boundaries as well as capture the features of
clear boundaries, enhancing the robustness of the model. The
accuracy is also improved after adding random color trans-
formation and random flip, which illustrates that these data
augmentation methods can also help strengthen the performance
of network. We visualize the results before and after using our
ADA strategy in Fig. 13. It is obvious that the fuzzy boundaries

CE+Dice+OHEM Loss (

extraction result is much more precise, after using our ADA
strategy.

In order to verify the effectiveness of our designed loss
function, comparison experiments with different combinations
and weights are designed, as shown in Table VIII. It can be
seen that incorporating the dice loss can improve significantly,
and the optimal weight between dice loss and CE loss is 4:6.
The accuracy is further increased after using OHEM strategy,
indicating that the hard sample learning of OHEM is very
successful in extracting cropland parcels.
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TABLE VII
QUANTITATIVE RESULTS OF DIFFERENT AUGMENTATION STRATEGIES

Random Random
Method Blur  Sharpen color . IoU
flip
transform
0.7014
y 0.6907
Bascli \ 0.7088
aselin
seme g y 0.7165
y y \ 0.7197
\ v \ \ 0.7210

The bolded value represent the highest values of the evaluation metrics
among the methods.

TABLE VIII
QUANTITATIVE RESULTS OF DIFFERENT LOSS FUNCTIONS

Method IoU

CE 0.6954
CE+Dice(1 = 0.8) 0.7626
CE+Dice(1 = 0.7) 0.7669
CE+Dice(1 = 0.6) 0.7701
CE+Dice(1 = 0.5) 0.7683
CE+Dice(1 = 0.4) 0.7613
CE+Dice+tOHEM(A = 0.6) 0.7817

The bolded value represent the highest value of the evaluation metrics
among the methods and the second best value is underlined.

We visualized the results of different loss combinations in
Fig. 14. It shows that the network trained by CE loss only
fail to detect parcels’ boundaries. However, when combining
the dice loss and CE loss, it obtain a significant improvement
in boundaries extraction. After adopting OHEM strategy, the
network can mine more information of fuzzy boundaries and
generate more complete and refined parcels’ boundaries.

VI. CONCLUSION

In this article, a fuzzy-boundary enhanced trident network,
named FBETNet, is proposed to enhance the feature of fuzzy
boundary and generate multiscale parcels. We first introduce a
GMT learning strategy to fully use the semantic information of
parcels’ boundaries and then utilize these features to supplement
fuzzy boundaries extraction result in the boundary branch. Sec-
ond, an MST module is designed to generate parcels of different
scales by considering the complexity of parcels appearance in
urban-rural area. Third, in order to further improve the robust-
ness of model and make it generalized to various scenarios,
we employ an ADA strategy in the training phase, which can
simulate feature learning process of both the clear and fuzzy
boundaries. In experiments, we use our own well-annotated
dataset to verify the effectiveness and advantage of our proposed
modules. It further proves that our FBETNet can outperform
other state-of-the-art methods. Moreover, through the ablation
study and model design experiments, it can demonstrate the
effectiveness of our proposed strategy and obtaining the best
design of our network. The proposed method can not only cap-
ture the clear boundaries’ features precisely but also enhance the
performance of fuzzy boundaries extraction, making it possible
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to meet the demand of urban precise management. Although our
proposed method employs semantic information and multiscale
features to help extract more precise parcels’ boundaries, it is
still limited by the integrity of semantic information. For those
parcels with complex semantic information, our method still
hard to detect. Therefore, the subsequent work will continue to
explore the weak semantic information for parcels and further
enhance the performance of parcels extraction so as to identify
more accurate and refined parcels and make better practical
applications.
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