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Abstract—In the area of synthetic aperture radar (SAR), the
ultrahigh resolution is always a continuous pursuit for researchers.
To realize ultrahigh resolution, microwave photonics technology
is an excellent solution since it has advantages of low transmis-
sion loss, ultrawide bandwidth (UWB), etc. However, with the
improvement of resolution, new problems arise as the impact of
more systematical errors becomes non-negligible, for example, the
synchronization error between the transmit channel and the mixing
channel, unknown system delay during signal reception, and the
fluctuation of frequency for UWB signals. These factors will bring
the degradation of the focusing quality of SAR images together
with the motion errors and the trajectory measurement errors,
causing not only residual range cell migration and azimuth phase
error, but also higher order phase error along the range frequency
dimension. In this article, we discuss the adverse influence of the
above factors and give a detailed analysis of the 2-D phase error of
the coarse focused image processed by range migration algorithm.
Then, to compensate for the above unknown systematical errors, a
2-D autofocus method is proposed, and the effectiveness is validated
by experiments on both simulated and real data.

Index Terms—2-D autofocus, microwave photonic (MWP)
synthetic aperture radar (SAR), range migration algorithm
(RMA), systematical errors, ultrawide bandwidth (UWB).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is an active means of
aerospace remote sensing, which can operate day and

night and is rarely limited by the weather. It can achieve high
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resolution in both azimuth and range dimensions simultane-
ously [1]. On the one hand, it realizes high azimuth resolu-
tion by coherently processing the signal sequence within the
length of a synthetic aperture. On the other hand, it obtains
high range resolution relying on the large bandwidth of the
transmitted signal. Therefore, with the increasing demand for
resolution, the requirement for large-bandwidth signals is in-
evitable, which brings challenges to both hardware and algo-
rithms. Owing to the electronic bottleneck, it is difficult for
traditional electronic methods to generate ultrawide-bandwidth
(UWB) signals that meet the requirements of high resolution.
While microwave photonics (MWP) technology is an excel-
lent alternative method that can generate and process large-
bandwidth signals [2], [3], [4]. Besides, compared to conven-
tional electronics technology, MWP technology has the advan-
tages of low transmission loss, light weight, small size, and so
on [2], [5], [6].

The significant increase in the resolution of MWP SAR
determines that it is more sensitive to various errors. First,
for airborne MWP SAR, the compensation for motion errors
caused by the circumstance, such as atmospheric turbulence
and platform vibration, is critical to final image quality. For
a system with a bandwidth of 5.72 GHz, a trajectory devia-
tion of only 10 cm along the slant range will cause migration
of almost four range cells in the raw data. Second, for the
MWP SAR system, the frequency-modulated continuous-wave
(FMCW) and dechirp-on-receive technologies are commonly
adopted [7]. And we generally assume that for such a system,
the transmit channel, the mixing channel, and the receive channel
are synchronized. However, in the actual situation, there is an
inevitable difference between these channels. For example, a
synchronous error of 0.067 µs corresponds to a slant range error
of about 10 m, which can cause severe defocusing. Third, owing
to the sensitivity of optical devices [8], which are widely used
in the MWP SAR system, the unknown system delay may
also be induced during signal reception. Besides, compared to
conventional SAR systems, the bandwidth of MWP SAR is
ultrawide, so the fluctuation of frequency for UWB signals is
an important factor that may cause the degradation of imaging
quality and must be taken into account. The latter three types
of errors are all caused by the SAR system itself, so we refer to
them as systematical errors. So far, most of the existing autofocus
methods focused on the influence of motion errors, but only a few
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concerned the systematical errors [9]. Therefore, for MWP SAR,
it is demanding to develop an imaging method that takes the
unknown systematical errors into consideration and is capable
of compensating for them.

For SAR imaging, which is essentially a 2-D focusing pro-
cess, lots of mature algorithms already exist. In particular, for
airborne SAR with ultrahigh resolution, since there are trajectory
deviations, the selection of proper imaging algorithms is of
great importance. The backprojection algorithm (BPA) [10]
is the most accurate algorithm since it does not involve any
assumption or approximation. However, it is a point-by-point
processing method that results in a large computational complex-
ity and low efficiency. The chirp scaling algorithm (CSA) [11]
is an efficient frequency-domain imaging algorithm, but due
to the approximations taken during processing, its ability to
deal with ultrahigh-resolution situations is limited. Although
there are some modified versions of CSA, such as nonlinear
chirp scaling [12], [13], extended nonlinear chirp scaling [14],
[15], [16], etc., approximations still exist in these algorithms.
The range migration algorithm (RMA) [17], [18], also called
Omega-K algorithm, is another frequency-domain imaging al-
gorithm; compared to the CSA, it is much more accurate and
can be used for highly squinted situations since it does not adopt
any approximation during the theoretical derivation. Besides, it
is also more efficient compared to the BPA. Therefore, in this
article, we choose RMA as the imaging algorithm.

For SAR autofocus, lots of autofocus methods have been de-
veloped. Generally, the negative effects induced by motion errors
are mainly reflected in two aspects: residual range cell migration
(RCM) and azimuth phase error (APE). For the estimation of
residual RCM that corresponds to the first-order phase error in
the range dimension, a common practice is to use the range
alignment methods in inverse SAR for reference, which include
methods based on cross correlation [19], [20] and methods based
on image evaluation functions, such as the maximum contrast
method and the minimum entropy method [21], [22]. As for the
existing APE estimation methods, they can be classified into two
categories: parametric and nonparametric [23]. The parametric
methods mainly include mapdrift algorithm (MDA) and its mod-
ified versions [24], [25], [26], [27]. And the nonparametric ones
are represented by the phase gradient algorithm (PGA) [28] and
modifications based on it [29], [30], [31], [32]. However, in these
conventional autofocus methods, only the range envelope error
is concerned; in other words, the second-order and higher order
phase errors in the range dimension are completely ignored.
While for MWP SAR, the signal bandwidth is ultrawide, these
high-order phase errors may lead to obvious defocus along
the range dimension, which must be taken into account. In
recent years, some novel 2-D autofocus methods have also been
proposed. In [33] and [34], the analytical structure of the phase
error is explored, and a semiblind method for 2-D phase error
estimation and compensation is proposed, but they are based
on the models considering only the motion errors. In [9], a
2-D autofocus strategy accounting for systematical errors in
MWP SAR systems is developed. However, it just compensates
for the range envelope error, i.e., first-order phase error in the
range dimension, which is powerless to range defocus related

Fig. 1. Raw data acquisition geometry.

to second-order and even higher order phase errors in the range
dimension. Therefore, it is urgent to find a new autofocus method
to improve the focusing quality of MWP SAR data considering
all the factors mentioned above.

The main contributions of this article are as follows:
1) We set up the signal model considering the unknown

systematical errors in addition to the inevitable motion
errors for airborne MWP SAR imaging and conduct a
detailed analysis of the influence of those unknown sys-
tematical errors, including synchronization error during
signal mixing, unknown system delay, and the fluctuation
of signal frequency.

2) Based on the theoretical analysis, we propose a 2-D auto-
focus method to compensate for these systematical errors
by exploiting the structural property of the 2-D phase error
motivated by the knowledge-aided 2-D autofocus method
proposed in [33] and [34]. The experiments on both sim-
ulated and real data validate the superior performance of
the proposed method.

The rest of this article is organized as follows. In Section II, the
signal model is established considering the three kinds of sys-
tematical errors mentioned earlier. Then, the 2-D phase error of
the coarse focused image processed by the RMA is obtained. In
Section III, the structural property and the space-variant property
of the phase error are discussed. The new 2-D autofocus method
is described in Section IV. In Section V, results of simulated
and real data are presented to validate the effectiveness of the
proposed method. Finally, Section VI concludes this article.

II. 2-D PHASE ERROR MODEL FOR THE RMA

A. Ideal FMCW Signal Model

Fig. 1 shows the raw data acquisition geometry, where the
straight line parallel to x is the ideal trajectory of the SAR
platform, and the curve represents the actual trajectory during
data acquisition. For an arbitrary targetP within the scene, let rp
represent the minimum slant range between the antenna phase
center (APC) and P , and xp be the azimuth position of P .
Then, the instantaneous slant range between APC and P can
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be described as

R (t, η) =
√
r2p + (vη + vt− xp)

2 +ΔR (t, η) (1)

where η is the slow time, t is the fast time, v is the mean velocity
of the radar platform along the x-direction, the first term on
the right-hand side of the equation is the ideal instantaneous
slant range, that is Rideal in Fig. 1, and ΔR(t, η) represents the
range error resulted from trajectory deviation. Different from
the conventional pulse SAR system, the FMCW SAR system
transmits electromagnetic signals continuously, so the stop-and-
go assumption does not hold anymore, which means that the
motion within the sweep, i.e., the vt term, must be taken into
consideration.

With (1), the received signal can be written as

sr(t, η) = exp
{
−j
[
2πf0 (t− tp) + πkr (t− tp)

2
]}

(2)

where f0 and kr are the carrier frequency and frequency-
modulated (FM) rate of the transmitted signal, respectively. tp
is often called round-trip time, and it can be expressed as

tp =
2R (η, t)

c
(3)

where c is the speed of light. In (2), we ignore the amplitude
factors related to the antenna pattern, the transmitted signal
envelope, and so on.

For the FMCW system, the dechirp-on-receive technology
is generally adopted in order to reduce the sampling require-
ments [7]. The dechirp process is developed by mixing the
received signal in (2) with a reference signal and, then, feeding
the output of the mixer into a low-pass filter. If we take the
conjugate of the transmitted signal as the reference signal, that
is

sref (t, η) = exp
{
j
(
2πf0t+ πkrt

2
)}

(4)

then the intermediate frequency signal can be written as

sIF (t, η) = exp
{
j
[
2π (f0 + krt) tp − πkrt

2
p

]}
. (5)

The last exponential term is an undesirable term called residual
video phase (RVP). It can be easily removed by range Fourier
transformation (FT), phase multiplication, and range inverse
FT [35]. After removing the RVP term, the signal is given by

sIF (t, η) = exp {j2π (f0 + krt) tp} (6)

where f0 + krt is the range frequency.

B. Systematical Errors for MWP SAR

In the presence of systematical errors, which are caused by the
three sources mentioned earlier, the signal model has to make
some modifications. Fig. 2 shows the simplified signal flow
diagram, where s(t) and s(t− tp) represent the transmitted and
received signals, respectively. t = 0 is the time to start recording
the signals. δt1 and δt2 are the synchronization errors of the
transmit channel and the mixing channel, respectively. δt3 is the
unknown system delay error that occurs during signal reception.
The lower part of Fig. 2 shows the time line of each signal. In
the rest of this section, we first discuss the three types of errors

Fig. 2. Simplified signal flow diagram of the MWP SAR system.

Fig. 3. Flowchart of the proposed 2-D autofocus method.

separately and then consider the case where the three kinds of
errors all exist.

1) Synchronization Error During Signal Mixing: In the ideal
signal model, we have made an implicit assumption that the
transmit channel, the receive channel, and the mixing channel
are synchronized. However, in most cases, the real system cannot
meet this requirement. Suppose that the receive channel has an
additional delay of δt1, while the mixing channel has a different
delay of δt2. Then, with the synchronization errors δt1 and δt2,
the phases of signals (2)–(6) turn into the following expressions.
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Fig. 4. Trajectory deviation of radar platform.

Fig. 5. Simulated scenario.

The phase of the received signal is

ϕr(t, η) = −2πf0 (t− δt1 − tp)− πkr (t− δt1 − tp)
2 . (7)

The phase of the reference signal is

ϕref (t, η) = 2πf0 (t− δt2) + πkr (t− δt2)
2 . (8)

Ignoring the constant terms, the phase of the signal after
mixing and low-pass filtering can be expressed as

ϕIF (t, η) = 2π (f0 + kr (t− δt1)) tp − πkrt
2
p

+ 2πkr(δt1 − δt2)t. (9)

The additional linear term of fast time t caused by the
synchronization errors δt1 and δt2, i.e., the last term of (9),
will affect the removal of RVP. That is to say, we cannot just
simply remove the squared term, i.e., πkrt2p, while leaving other
terms unchanged. Taking the linear term into consideration and
ignoring the unnecessary constant terms, the signal phase after
removing RVP is given by

ϕIF (t, η) = 2π (f0 + kr (t− δt2)) tp + 2πkr(δt1 − δt2)t.
(10)

From the above equation, it can be seen that due to the delay
δt2, the range frequency changes fromf0 + krt intof0 + kr(t−
δt2), which is equivalent to a variation of the carrier frequency.
Besides, δt1 and δt2 also induce an additional linear term of fast
time t, which will affect the range positions of targets.

2) Unknown System Delay: The unknown system delay
refers to the additional propagation delay in the receive channel,
which is generally a constant value that corresponds to a prop-
agation distance at a meter level. Suppose that the unknown
system delay is δt3 and consider the impact of δt3 alone. By
simply replacing tp in (5) with tp + δt3, we can obtain the new
expression of the phase of the signal after mixing and low-pass
filtering, that is

ϕIF (t, η) = 2π (f0 + krt) (tp + δt3)− πkr(tp + δt3)
2. (11)

Then, the signal phase after removing RVP is given by

ϕIF (η, t) = 2π (f0 + krt) (tp + δt3). (12)

It can be seen that the presence of the unknown system delay
δt3 also introduces an additional linear term of fast time t.

3) Inaccurate FM Rate: The FM rate of the transmitted
signal is an important parameter for the imaging process. If it is
not accurately known, defocus and geometric distortion will be
anticipated in the final image [36]. Assume that the difference
between the real FM rate and the given value is δkr , which means

kreal = kr + δk (13)

where kreal is the real FM rate of the transmitted signal, kr is the
inaccurate value provided by the radar supplier, and δkr is the
FM rate error.

Considering the impact of FM rate error δkr alone, the phase
of the signal after mixing and low-pass filtering can be obtained
by replacing kr in (5) with kr + δkr, that is

ϕIF (t, η) = 2π (f0 + (kr + δk) t) tp − π (kr + δk) t2p. (14)

The additional linear term of fast time t induced by δkr
will also affect the removal of RVP and need to be taken into
consideration. After removing RVP, the signal phase becomes

ϕIF (t, η) = 2π (f0 + (kr + δk) t) tp + π

(
δk +

δk2

k

)
t2p.

(15)
The last term is the residual RVP error caused by δkr. Since
its value is small, we will ignore this term in the following
discussion. Then, the signal phase can be expressed as

ϕIF (t, η) = 2π (f0 + (kr + δk) t) tp. (16)

Different from the synchronization error described earlier,
which can be equivalent to an offset of carrier frequency, δkr
introduces a range frequency shift that is linear to the fast time t,
which can be regarded as an offset of range baseband frequency.

4) Considering the Three Errors Above Simultaneously: Al-
though the three types of errors discussed earlier are caused by
different factors, their impact can be uniformly summarized as an
offset of range frequency, both center frequency and baseband
frequency, and an additional linear term of t. Therefore, it is
straightforward to combine the three cases together. That is to
say, consider the case where the synchronization errors δt1 and
δt2, the unknown system delay δt3, and the FM error δk all exist.

Under this condition, ignoring the insignificant constant
terms, the phase of the signal after mixing and low-pass filtering
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turns into

ϕIF (t, η) = 2π (f0 + (kr + δk) (t− δt1 − δt3)) tp

+ 2π (kr + δk) (δt1 − δt2 + δt3)t

− π (kr + δk) t2p. (17)

After applying the RVP removal process, the phase of the
output signal is given by

ϕIF (t, η) = 2π

{
f0 + (kr + δk) ·

[
t−Δt− δt2

+

(
1 +

δk

kr

)
Δt

]}
tp + 2π (kr + δk)Δt · t

(18)
with Δt = δt1 − δt2 + δt3. Note that, again, we ignore the
nonessential constant terms. Besides, the residual RVP error,
as described in (15), is also ignored.

Let f̃0 be the real carrier frequency, which can be written as

f̃0 = f0 − (kr + δk)

[
Δt+ δt2 −

(
1 +

δk

kr

)
Δt

]

= f0 −Δf0 (19)

where

Δf0 = (kr + δk)

[
Δt+ δt2 −

(
1 +

δk

kr

)
Δt

]
(20)

represents the carrier frequency shift caused by errors, and f0 is
the ideal carrier frequency.

Let f̃τ be the real range baseband frequency

f̃τ = (kr + δk) t =

(
1 +

δk

kr

)
fτ (21)

where fτ is the ideal range baseband frequency.
With (19) and (21), the signal phase in (18) can be simplified

as

ϕ̃IF(f̃τ , η) = 2π
(
f̃0 + f̃τ

)
tp − 2πf̃τΔt (22)

and then the signal before imaging can be expressed as

s̃IF(f̃τ , η) = exp
{
j2π
[(

f̃0 + f̃τ

)
tp − f̃τΔt

]}
. (23)

C. Range Migration Algorithm Analysis

In this part, we will deduce the change of signal phases
during RMA, in detail. Assume that the trajectory is ideal, i.e.,
ΔR(t, η) = 0. For the more general case where the unknown
trajectory error exists, we will discuss later.

1) Azimuth FT: For the FMCW SAR system that adopts the
dechirp-on-receive technology, we can obtain the signal in the
2-D spatial frequency domain directly by performing azimuth
FT operation on the signal after the removal of RVP, that is

S
(
f̃τ , fa

)
=

∫
s̃IF · exp {−j2πfaη} dη

=

∫
exp
{
j2π
[(

f̃0 + f̃τ

)
tp − f̃τΔt− faη

]}
dη.

(24)

Note that tp is the round-trip time as shown in (3), which is
dependent on both the fast time t and the slow time η.

In order to obtain the analytical expression of the integra-
tion in (24), we can resort to the principle of stationary phase
(POSP) [1]. The first step of the POSP is to calculate the value
of stationary phase (SP) point, which can be realized by making
the first-order derivative of the integrated phase to the slow time
equal to zero, that is

d

dη

{
2π
[(

f̃0 + f̃τ

)
tp − f̃τΔt− faη

]}
= 0. (25)

With (3) and (25), we can get the SP point as follows:

η∗ =
xp

v
+

rp · fa · c

2v2

√(
f̃0 + f̃τ

)2
−
(

cfa
2v

)2 − t (26)

where the last term −t is due to the motion within the sweep,
which can be compensated easily by phase multiplication. The
instantaneous range distance at the moment of SP point can be
written as

R (η∗, τ) =
rp√

1−
(

cfa
2v(f̃0+f̃τ)

)2
. (27)

Inserting (26) and (27) into (24), we can get the expression of
the signal phase after azimuth fast Fourier transform (FFT) as

Φ2df =
4π

c

(
f̃0 + f̃τ

) rp√
1−
(

cfa
2v(f̃0+f̃τ)

)2

− 2πfa

⎡
⎢⎢⎣xp

v
+

rp · fa · c

2v2

√(
f̃0 + t̃τ

)2
−
(

cfa
2v

)2
⎤
⎥⎥⎦

+ 2πfat− 2πf̃τΔt. (28)

2) Reference Function Multiplication: The second step of
the RMA is bulk focusing through reference function multiplica-
tion, after which, under ideal conditions, targets at the reference
range can achieve complete focusing, while targets elsewhere
can only be partially focused.

The reference function is given by

Φref = −4π

c
Rref

√
(f0 + fτ )

2 −
(
cfa
2v

)2

− 2πfat. (29)

Note that f0 and fτ are both ideal frequency. The last term in
(29) is to compensate for the additional phase induced by the
motion within the sweep.
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After reference function multiplication, the signal phase turns
into

ΦRFM =
4π

c

(
f̃0 + f̃τ

) rp√
1−
(

cfa
2v(f̃0+f̃τ)

)2

− 2πfa

⎡
⎢⎢⎣xp

v
+

rp · fa · c

2v2

√(
f̃0 + f̃τ

)2
−
(

cfa
2v

)2
⎤
⎥⎥⎦

− 4π

c
Rref

√
(f0 + fτ )

2 −
(
cfa
2v

)2

− 2πf̃τΔt.

(30)
3) Stolt Interpolation: Stolt interpolation is the third step of

the RMA. It is aimed to realize differential focusing, which
means that, under ideal conditions, in this step, residual RCM
correction, range–azimuth decoupling, and residual azimuth
compression can be all completed simultaneously.

It can be seen as a mapping of variables

f0 + f ′
τ =

√
(f0 + fτ )

2 −
(
cfa
2v

)2

(31)

where f ′
τ is the new range frequency.

With (19), (21), and (31), we have

f̃0 + f̃τ = f0 −Δf0 +

(
1 +

δk

kr

)
fτ

=

(
1 +

δk

kr

)
(f0 + fτ )− δk

kr
f0 −Δf0

=

(
1+

δk

kr

)√
(f0 + f ′

τ )
2 +

(
cfa
2v

)2

− δk

kr
f0 −Δf0.

(32)
Inserting (31) and (32) into (30), we can get the 2-D spectrum

of the target located at (rp, xp) after Stolt interpolation as (33),

which is shown at the bottom of this page. The ideal 2-D
spectrum is

Φideal =
4π

c
(rp −Rref) · (f0 + f ′

τ )− 2πfa
xp

v
. (34)

In order to make subsequent derivations more concise, we
define two new variables as follows:{

u = cfa
2v(f0+f ′

τ )
= Kx

Ky

m =
δk
kr

·f0+Δf0
f0+f ′

τ
=

δk
kr

·Kyc+ΔKyc

Ky

(35)

where Kx = 2πfa/v and Ky = 4π(f0 + f ′
τ )/c are the az-

imuth and range spatial frequency, respectively, also known as
wavenumber.Kyc = 4πf0/c corresponds to the wavenumber of
the carrier frequency.ΔKyc = 4πΔf0/c represents the offset of
range center wavenumber.

According to (33)–(35), we can simplify the 2-D phase error
as follows:

Φe = ΦStolt − Φideal

= Ky ·
{
rp

[√((
1 +

δk

kr

)√
1 + u2 −m

)2

− u2 − 1

]

−
[(

1 +
δk

kr

)√
1 + u2 −m

]
· c ·Δt

2

}
.

(36)
It can be seen that the frequency shift expressed by (19) and
(21) is the same for all the targets, while the phase error (36)
is related to the targets’ minimum slant range rp, and therefore,
the negative impacts induced by systematical errors should be
considered in the imaging algorithm.

Then, (36) can be simplified as

Φe (Kx,Ky) = Ky · ξ(u,m) (37)

where ξ(·) represents a function dependent on variablesu andm.
Note that here we use ξ(·) to simplify the following discussion

ΦStolt =
4π

c

⎡
⎣(1 + δk

kr

)√
(f0 + f ′
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since the specific expression of it is not of importance, and what
matters is only its dependency on u and m.

It should be pointed out that the above derivations are all under
the condition that the trajectory is perfectly ideal. In the more
general case where the unknown trajectory error exists, we can
draw the same conclusion as described in (37) except that the
specific expression of ξ(·) changes. The detailed derivations are
provided in the Appendix.

III. ANALYSIS OF THE 2-D PHASE ERROR

A. Structural Property of the Phase Error

In order to explore the structural property of the 2-D phase
error, we apply Taylor expansion on (37) at Ky = Kyc, i.e.,
f ′
τ = 0; then, we get

Φe (Kx,Ky) = φ0 (Kx) + φ1 (Kx) (Ky −Kyc)

+ φ2 (Kx) (Ky −Kyc)
2

+ φ3 (Kx) (Ky −Kyc)
3 + · · · (38)

whereφ0 represents the APE,φ1 refers to the residual RCM, and
the residual higher order terms of range wavenumber account
for range defocus [34], which cannot be neglected under some
circumstances, especially when the resolution is ultrahigh. The
influence of the systematical errors is reflected in the Taylor
coefficients of (38), φ0(Kx), φ1(Kx), φ2(Kx), etc., since these
coefficients are dependent on the error term m, which will be
shown in detail next.

The analytical expressions of the coefficients in the Taylor
series (38) are described as follows:

φ0 (Kx) = Kyc · ξ (uyc,myc) (39)

φ1 (Kx) = ξ (uyc,myc)− uyc

[
∂

∂u
ξ(u,m)

]∣∣∣∣
Ky=Kyc

−myc

[
∂

∂m
ξ(u,m)

]∣∣∣∣
Ky=Kyc

(40)

φ2 (Kx) =
1

2Kyc

{
u2
yc

[
∂2

∂u2
ξ(u,m)

]∣∣∣∣
Ky=Kyc

+m2
yc

[
∂2

∂m2
ξ(u,m)

]∣∣∣∣
Ky=Kyc

+ 2uycmyc

[
∂2

∂u∂m
ξ(u,m)

]∣∣∣∣
Ky=Kyc

}
(41)

φ3 (Kx) = − 1

2K2
yc

{
u2
yc

[
∂2

∂u2
ξ(u,m)

]∣∣∣∣
Ky=Kyc

+m2
yc

[
∂2

∂m2
ξ(u,m)

]∣∣∣∣
Ky=Kyc

+ 2uycmyc

[
∂2
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ξ(u,m)
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− 1

6K2
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{
u3
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[
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+m3
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[
∂3

∂m3
ξ(u,m)
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+ 3u2
ycmyc

[
∂3

∂u2∂m
ξ(u,m)

]∣∣∣∣
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+ 3uycm
2
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[
∂3

∂u∂m2
ξ(u,m)
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}
(42)

where {
uyc =

cfa
2vf0

= Kx

Kyc

myc =
δk
kr

·f0+Δf0
f0

= δk
kr

+
ΔKyc

Kyc

. (43)

Note that myc is an error term dependent on δk and Δf0
described by (20). Considering the quadratic and cubic terms
of myc in (41) and (42), on the one hand, φ0 and φ1 are both
univariate functions of Kx; thus, it is impossible to obtain the
quadratic and higher order derivative of ξ(u,m) tom from them;
on the other hand, the higher order error terms are generally
minor compared with the lower order ones, so it makes sense to
ignore those quadratic and cubic terms of myc.

Hence, we just leave out the quadratic and cubic terms ofmyc;
then, (41) and (42) can be approximated as

φ2 (Kx) ≈
u2
yc

2Kyc

[
∂2

∂u2
ξ(u,m)

]∣∣∣∣
Ky=Kyc

+
uycmyc

Kyc

[
∂2
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ξ(u,m)

]∣∣∣∣
Ky=Kyc

(44)

φ3 (Kx) ≈ − u2
yc

2K2
yc

[
∂2

∂u2
ξ(u,m)
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− uycmyc
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[
∂2
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ξ(u,m)
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− u3
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6K2
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[
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∂u3
ξ(u,m)
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− u2
ycmyc

2K2
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[
∂3

∂u2∂m
ξ(u,m)

]∣∣∣∣
Ky=Kyc

. (45)

According to (39), (40), (44), and (45), we can get the ana-
lytical relationship among them as follows:

φ2(Kx) ≈ − Kx

Kyc

dφ1(Kx)

dKx
− K2

x

2K2
yc

d2φ0(Kx)

dK2
x

(46)

and

φ3(Kx) ≈ Kx

K2
yc

dφ1(Kx)

dKx
+

K2
x

2K2
yc

d2φ1(Kx)

dK2
x

+
K2

x

K3
yc

d2φ0(Kx)

dK2
x

+
K3

x

3K3
yc

d3φ0(Kx)

dK3
x

. (47)
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B. Influence on Range Defocus

Compared to relatively low-resolution situations, range defo-
cus is more notable for ultrahigh-resolution SAR. In this part,
we will analyze the effects of the above systematical errors on
range defocus, which are related to the quadratic and higher
order terms of range wavenumber in (38). For the simplicity of
analysis, we only consider the quadratic-order term, i.e.,φ2(Kx)
in this part, which can show the influence on focusing quality
intuitively.

Through simulations, we find that APE and RCM caused by
those errors mentioned previously both exhibit an approximate
quadratic relationship concerning Kx, which will be validated
later in the simulation section. Therefore, it makes sense to
suppose that APE and RCM contain only quadratic terms, that
is {

φ0(Kx) = p0K
2
x

φ1(Kx) = p1K
2
x
. (48)

Inserting (48) into (46), we can get

φ2(Ka) = − (2p1Kyc + p0)
K2

x

K2
yc

. (49)

Then, the quadratic term of the 2-D phase error can be
expressed as

φ2(Ka) (Ky −Kyc)
2 = − (2p1Kyc + p0)

K2
x

K2
yc

(Ky−Kyc)
2.

(50)
Use ρx and ρy to represent the azimuth and range resolu-

tion cells, respectively. Then, the limits of azimuth and range
wavenumber can be expressed as⎧⎨

⎩
Kx ∈

[
− π

ρx
,+ π

ρx

]
Ky −Kyc ∈

[
− π

ρy
,+ π

ρy

] . (51)

Generally, when the phase error exceeds π/4, it is considered
that there will be non-negligible defocus. Therefore, if range
defocus exists, that means

max
{
φ2(Kx) (Ky −Kyc)

2
}

−min
{
φ2(Kx) (Ky −Kyc)

2
}
>

π

4
. (52)

Inserting (50) and (51) into (52), then the restriction where
range defocus is non-negligible can be expressed as∣∣∣∣8πλ p1 + p0

∣∣∣∣ > 4ρ2xρ
2
y

πλ2
. (53)

Considering only the quadratic-order term, if (53) holds, it
means that conventional residual RCM and APE correction is
unable to meet the requirements of focusing quality, and it is
necessary to carry out 2-D autofocus.

C. Space-Variant Property of the Phase Error

According to (36), under the condition where the trajectory
of the radar platform is perfectly ideal, the 2-D phase error is
a linear function of the minimum slant range rp. Besides, there

TABLE I
MAIN PARAMETERS FOR PROCESSING

is no relationship between the 2-D phase error and the azimuth
position of targets, xp.

φ0 and φ1 are the zeroth and first derivatives of the 2-D
phase error at Ky = Kyc, respectively. Therefore, φ0 and φ1 are
obviously both linear functions of rp, too. Then, according to
(46) and (47), φ2 and φ3 are also linearly dependent on slant
range. Furthermore, they are all independent of the azimuth
position of targets.

Hence, based on the above analysis, we can draw the con-
clusion that if the slant range error is ignorable after motion
compensation, the APE, residual RCM, and the higher order
error of range wavenumber, φ2 and φ3, which are caused by the
systematical errors, are all linearly related to the range position
of targets and, in the meantime, are all azimuth invariant.

IV. PROPOSED METHOD

As mentioned earlier, in the case where conventional 1-D
autofocus methods cannot meet the requirements of focusing
quality, it is obliged to carry out 2-D autofocus.

In Section III-A, we have performed a detailed analysis of the
structural property of the 2-D phase error. The analytical rela-
tionships among the coefficients of Taylor series of 2-D phase er-
rorφ0(Kx),φ1(Kx),φ2(Kx), andφ3(Kx) are shown in (46) and
(47). Therefore, it is straightforward to obtain the estimations,
φ̂2(Kx) and φ̂3(Kx), as long as φ̂0(Kx) and φ̂1(Kx) are known,
which can be easily estimated by conventional 1-D autofocus
methods. In this section, we will describe the processing steps
of the proposed 2-D autofocus method in detail.

A. Prominent Scatter Selection

As discussed in Section III-C, the phase error terms that
we want to compensate for are all linear related to the slant
range, so in order to compensate for the range-variant phase
error accurately, we need to carry out different compensation
for targets located in different range positions. Therefore, the
first step of the proposed method is to select prominent scatters
located in different positions, so that we can perform linear
fitting along the slant range and conduct range-dependent com-
pensation subsequently. To ensure a reliable estimation result
as far as possible, we can use one of the following criteria to
select prominent scatters: 1) scatters of which the peak value of
the main lobe is much higher than the background noise; and
2) scatters that have a higher signal-to-noise ratio. Besides, to
improve the estimation accuracy, we had better choose scatters
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Fig. 6. Original coarse focused image processed by the RMA with MOCO.

Fig. 7. 2-D phase error surface of point 8.

distributed in different range positions as wide as possible. If
there are no prominent scatters, small regions that contain strong
scattering characteristics can also be alternatives.

B. Residual RCM Estimation

The absence of residual RCM is a prerequisite for an accurate
estimation of APE; thus, range alignment must be performed to
remove the residual RCM prior to APE estimation and correc-
tion.

Range alignment methods based on image evaluation func-
tions can achieve high alignment accuracy, but they are compu-
tationally intensive and time consuming. Since we only perform
range alignment for the small blocks of the selected prominent
scatters, the amount of processed data is small, so those methods
based on image evaluation functions are good choices to obtain
high-precision envelope alignment results. In this article, we
adopt the global minimum entropy method [22] to estimate the
residual RCM.

C. APE Estimation

After residual RCM estimation and correction, the next step
is to execute APE estimation, which can be complemented
by conventional 1-D autofocus methods such as PGA [28],

Fig. 8. APE and residual RCM of targets 3, 8, and 13 of the original image
processed by the RMA. (a) APEs of three targets. (b) Residual RCMs of three
targets.

Fig. 9. Difference of APE and residual RCM between targets 3 and 8 and
targets 8 and 13. (a) Difference of APE. (b) Difference of residual RCMs.

Fig. 10. Estimated and real value of APE and residual RCM of target 10. (a)
APE. (b) Residual RCM.

MDA [25], [37], etc. Since the dominant component of APE
is the quadratic term, we choose MDA as the APE estimation
method in this article.

D. Linear Fitting Along Slant Range

By now, we have obtained the estimations of residual RCM
φ̂1(Kx) and APE φ̂0(Kx) of the selected prominent blocks.
Then, the next step is to fit φ̂0(Kx) and φ̂1(Kx) along the slant
range.

Suppose that the estimated APE and residual RCM (consider-
ing only the dominant components, the quadratic terms) of those
blocks are expressed as{

φ̂0,i(Kx) = A0,iK
2
x

φ̂1,i(Kx) = A1,iK
2
x +B1,iKx

, i = 1, 2, . . . , n (54)

where the subscript i represents the estimations of the ith promi-
nent scatter region, andn represents the number of those regions.
A0,i and A1,i are both the second-order fitting coefficients, and
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Fig. 11. Estimation error of linear fitting along slant range of target 10. (a)
APE. (b) Residual RCM.

B1,i is the first-order fitting coefficient of φ̂1,i(Kx). Since the
linear term of APE corresponds to an undesirable azimuth offset
of the image, it will be generally removed before correction.
Besides, we adopt MDA as the APE estimation algorithm, which
is only capable of the estimation of the quadratic order of phase
error. Therefore, φ̂0,i(Kx) contains only the quadratic term.

After linear fitting, we can get⎧⎨
⎩
A0,i = α0 · ri + β0

A1,i = α1 · ri + β1

B1,i = α2 · ri + β2

, i = 1, 2, . . . , n (55)

where ri is the range position of the ith prominent scatter, and
αj and βj (j = 0, 1, 2) are the linear coefficients and constant
terms of linear fitting, respectively.

Then, the estimated values of targets located at an arbitrary
range coordinate r are{

φ̂0(Kx, r) = (α0 · r + β0)K
2
x

φ̂1(Kx, r) = (α1 · r + β1)K
2
x + (α2 · r + β2)Kx

.

(56)
Inserting (56) into (46) and (47), respectively, we can get the
corresponding estimations as follows:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

φ̂2(Kx, r) ≈ − Kx

Kyc
(2 (α1 · r + β1)Kx + α2 · r + β2)

− K2
x

K2
yc

(α0 · r + β0)

φ̂3(Kx, r) ≈ Kx

K2
yc

(2 (α1 · r + β1)Kx + α2 · r + β2)

+ K2
x

K2
yc

(α1 · r + β1) +
2K2

x

K3
yc

(α0 · r + β0)

.

(57)
For simplicity, (56) and (57) can be uniformly written as

φ̂i(Kx, r) = κi(Kx) · r + νi(Kx), i = 0, 1, 2, 3 (58)

where κi(Kx) and νi(Kx) are the linear coefficient of range r
and the range independent offset, respectively.

E. Range Blocking

In order to compensate for the phase error in the 2-D spatial
frequency domain, in the consideration of the space-variant
property of the error, it is a usual practice to split the whole
image into small blocks. As the phase error we discussed is only
range variant, we just need to split the image along the range
dimension.

Fig. 12. Refocused image processed by (a) the PGA and (b) the proposed
method.

Fig. 13. Enlarged local area of point 1 processed by (a) the PGA and (b) the
proposed method and point 8 processed by (c) the PGA and (d) the proposed
method.

Fig. 14. (a) and (b) Range profiles of points 1 and 8, respectively. (c) and (d)
Azimuth profiles of points 1 and 8, respectively.
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TABLE II
INDEX MEASUREMENT RESULTS OF THE SIMULATED DATA

TABLE III
IMAGE QUALITY INDEX OF THE SIMULATED DATA

As for the size of each block, in order to make the error
difference within each block negligible, we choose π/4 as the
limit of the differences of APEs and range defocus terms, and
half a range gate as the limit of RCM.

Here, for simplicity, we just consider the quadratic range
defocus term; then, the restrictions can be expressed as

max
{
Δφ̂0

}
= max |κ0(Kx)| ·Δr <

π

4
(59a)

max
{
Δφ̂1

}
= max |κ1(Kx)| ·Δr <

rgate

2
(59b)

max
{
Δφ̂2 (Ky −Kyc)

2
}

= max
{
|κ2(Kx)| (Ky −Kyc)

2
}
·Δr <

π

4
(59c)

where Δr is the width of each block and rgate is the size of a
range gate.

Consider that during the mapping from φ̂0 and φ̂1 to φ̂2 and
φ̂3, new RCM and APE may be introduced due to estimation
errors. Therefore, we can only consider the inequality (59c) and
leave the difference of original φ̂0 and φ̂1 within each block to
be compensated together with the introduced new ones later.

Then, according to (59c), the size of range blocks needs to
satisfy

Δr <
ρ2y
4π

· 1

max |κ2(Kx)| . (60)

F. 2-D Phase Compensation

After range blocking, we can compensate for the 2-D phase
error within each block uniformly according to (56) and (57),
by setting r to the center range of each block.

TABLE IV
INDEX MEASUREMENT RESULTS OF TARGETS IN THE REAL-DATA EXPERIMENT

TABLE V
IMAGE QUALITY INDEX OF THE REAL-DATA EXPERIMENT

G. Residual RCM and APE Compensation

After 2-D phase compensation, there are still original residual
RCM and APE that have not been compensated for due to their
spatial-variant property. Besides, there are also new RCM and
APE introduced during the estimation process. Therefore, it is
necessary to perform residual RCM and APE compensation
again. Fortunately, since the main higher order error of range
wavenumber has been compensated for, we can deal with the
residual RCM and APE by conventional 1-D autofocus methods.

The whole flowchart of the proposed method is shown in
Fig. 3. It should be pointed out that the APE and RCM estimation
methods that we choose here are not unique and can be replaced
by others. What matters in the proposed method is the selection
of the range block size and the mapping relationship described
by (46) and (47).

V. EXPERIMENTAL RESULTS

To verify the correctness of the theoretical analysis and the
effectiveness of the proposed method, simulations and real data
experiments are conducted. Both the simulation and real data
used in this article are based on the MWP SAR system described
in [38].

A. Simulation Results

The simulation parameters are taken from an MWP FMCW
SAR system developed by the Aerospace Information Research
Institute, Chinese Academy of Sciences, which is shown in
Table I. The trajectory used for simulation is taken from a
segment of a real fight history of the system. Fig. 4 shows the
trajectory deviation of the radar platform. In addition to the error
introduced by trajectory deviation, we set the systematical errors
as follows: the synchronization error during signal mixing δt1
and δt2 are set to 0.0267 and 0.0067 µs, respectively, which
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Fig. 15. Results of (a) the original image processed by the RMA, (b) the refocused image processed by the PGA, and (c) the refocused image processed by the
proposed method.

correspond to the slant range of 4 and 1 m; the unknown system
delay error δt3 is set to 0.0400 µs, which corresponds to the slant
range of 6 m; and the ratio of the FM rate error δk and the ideal
one kr is set to 0.0077.

We set a scenario that contains 15 points, which is shown
in Fig. 5. The size of the scenario is set to about 100 m
(Azimuth)×80 m (Range), and the point number of the simulated
data is 8192×6000, which is comparable to the scene size of the
real data that will be presented later. Choosing RMA as the
processing algorithm, combined with direct MOCO algorithm
(DMA) [39], the simulated echo is processed to get the original
coarse focused image, as shown in Fig. 6.

First, we choose points 3, 8, and 13 in Fig. 5 to verify
the azimuth space-invariant property of the 2-D phase error.

Comparing the 2-D phase of the coarse focused image with the
ideal one, we can get the phase error of these three points. In
order to get an overall understanding of the 2-D error, we show
the phase error surface of point 8 in the 2-D spatial frequency
domain in Fig. 7. The APE φ0 and residual RCM φ1 of the three
points are shown in Fig. 8, which both show parabolic shapes,
as stated in Section III-B. To be more intuitive, we show the
error difference of φ0 and φ1 between targets 3 and 8 and targets
8 and 13 in Fig. 9. Note that the APE and residual RCM are
induced not only by the inaccurate imaging parameters, but also
by residual motion error after motion compensation, which is
actually space variant. Even so, from Fig. 9, the maximum value
of the difference of APE is about 0.76, which is still smaller than
π/4, and the difference of residual RCM is smaller than half a
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range gate. Therefore, with the assistance of relatively accurate
navigation data from motion sensors, the phase error caused
by inaccurate imaging parameters can be regarded as azimuth
invariant.

Second, we choose points 6–10 in Fig. 5 to verify the linear
relationship between the 2-D phase error and the slant range.
As before, we can get the phase error of these five points by
comparing the 2-D phase of the coarse focused image with the
ideal one. Next, linear fitting is performed using φ0 and φ1 of
targets 6–9, after which we can get the estimated φ̂0 and φ̂1

of targets 10, which is shown in Fig. 10. Fig. 11 shows the
difference between the estimated value and the real one. Through
the above results, it can be proved that the conclusion of the linear
relationship between 2-D phase error and slant range holds.

Finally, to better demonstrate the superiority of the proposed
method over the conventional 1-D autofocus method, PGA, in
the compensation for systematical errors, the original coarse
focused image is postprocessed by both the two algorithms, and
the results are shown in Fig. 12. And the local region of points
1 and 8 in the two results are enlarged and shown in Fig. 13.
Fig. 14 shows the range and azimuth profiles of points 1 and
8 processed by the PGA and the proposed method. The results
represented by the above figures can show the superiority of
the proposed method intuitively. To show the effectiveness of
the proposed method quantitatively, Table II represents some
image quality indexes of targets 5, 8, and 11 after being pro-
cessed by the PGA and the proposed method, including impulse
response width (IRW), peak sidelobe ratio (PSLR), and integral
sidelobe ratio (ISLR). Besides, we also measured the entropy
and contrast of the original image and the results of PGA and
the proposed method, which are shown in Table III. These
measurement indexes verify the effectiveness of the proposed
method.

B. Real Data Results

To validate the effectiveness of the proposed 2-D autofocus
method, the real data acquired from the Ku-band MWP FMCW
SAR system mentioned in Section V-A are processed. The main
parameters are exactly the same as shown in Table I. The size of
the scenario is about 147 m (Azimuth)×46 m (Range), and the
point number of the real data is 11 090×3500.

As the simulation part, the real data are also first processed by
the RMA combined with DMA to get the original coarse focused
image, as shown in Fig. 15(a). Then, the coarse focused image
is postprocessed by both the PGA and the proposed method,
and the results are shown in Fig. 15(b) and 15(c). To show the
results more clearly, the local areas within the boxes in Fig. 15
are enlarged, which are shown in Fig. 16.

Circles A and B in Fig. 15 identify a reflector and a point-like
target, respectively. We conduct a detailed analysis of the two
targets. Fig. 17 shows the results of range–Doppler domain of
the regions within circles A and B in Fig. 15(a)–(c), respectively.
The subimages in the left column of Fig. 17 are the results of the
reflector A, and subimages in the right column are the results
of the point-like target B. In Fig. 17, we can see that in the
image processed by the PGA, there still exists visible range
defocus, especially on both ends of the azimuth frequency, while

Fig. 16. (a) Enlarged local area of the original coarse focused image. (b)
Enlarged local area of the image processed by the PGA. (c) Enlarged local area
of the image processed by the proposed method.

Fig. 17. Results of range–Doppler domain of targets A and B. The left-column
subimages correspond to the results of reflector A, and the right-column subim-
ages correspond to the results of the point-like target B. (a) and (b) Range–
Doppler domain of the original image. (c) and (d) Range–Doppler domain of
the image processed by the PGA. (e) and (f) Range–Doppler domain of the
image processed by the proposed method.

this phenomenon is obviously alleviated in the image processed
by the proposed method. Fig. 18 represents the contour images
of targets A and B after 16 times interpolation. The range and
azimuth profiles of the two targets of the original and processed
images are shown in Fig. 19. The above results can show the
superiority of the proposed method intuitively.

To compare the proposed method and the conventional
method quantitatively, we represent the image quality indexes
of targets A and B in Table IV. Owing to azimuth windowing
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Fig. 18. Contour images of targets A and B after 16 times interpolation. Results
of (a) target A and (b) target B processed by the PGA. Results of (c) target A
and (d) target B processed by the proposed method.

Fig. 19. Range profiles of (a) target A and (b) target B. Azimuth profiles of
(c) target A and (d) target B.

during the imaging process, the PSLR and ISLR in the azimuth
are lower than that in the range. The image entropy and contrast
are also measured and listed in Table V. It can be seen that
our method acquires a lower entropy and higher contrast than
those of PGA, which validates the effectiveness of the proposed
method. As for the efficiency, it depends on the size and num-
ber of the selected prominent scatter regions. In this real data
experiment, we select six such regions distributed in different
range positions, and each of them is 256 (points) × 256 (points),
and the time consumed by the proposed method is just about 5%
longer than the traditional PGA.

VI. CONCLUSION

In this article, we analyzed the impact of three sources of
possible errors, i.e., synchronization error between the transmit
channel and the mixing channel, unknown system delay during
signal reception, and inaccurate FM rate of the UWB signal
on MWP SAR images processed by the RMA. For MWP SAR

images that have ultrahigh resolution, these systematical errors
mentioned before will cause degradation in the final image.
Therefore, concerning these unknown systematical errors, it is
obliged to propose a new method to compensate for them.

First, we established the signal model in the presence of the
three kinds of systematical errors and obtained the 2-D phase
error of the coarse focused image processed by the RMA. Then,
we analyzed the structural and space-variant properties of the
phase error. Based on the analytical structure, and taking into
account the space-variant property, we proposed a new 2-D
autofocus method, in which we compensated not only APE and
residual RCM, but also high-order terms of range frequency, so
that range defocus can be significantly improved. Finally, to val-
idate the effectiveness of the proposed method, both simulated
and real data were processed, and the results showed the superior
performance of the new method.

APPENDIX

To get the 2-D phase error in the case where unknown tra-
jectory deviation exists, we need to follow the same deduction
process as in Section II-C, except that ΔR �= 0. Then, the
round-trip time is given by

tp =
2

c

[√
r2p + (vη + vt− xp)

2 +ΔR (t, η)

]
. (61)

The first step is to perform azimuth FT to the dechirped signal,
which is the same as (24). Inserting (61) into (25), we can get
the SP point as follows:

η∗ = ϑ

(
fa

f̃0 + f̃τ

)
− t (62)

where ϑ(·) is a function that represents the relationship between
η∗ and fa. Since the exact expression of ΔR(t, η) cannot be
obtained, there is no way to get the specific expression of ϑ(·).
Fortunately, it does not affect the subsequent derivation.

Inserting (62) into (24), the phase after azimuth FT can be
written as

Φ2df =
4π

c

(
f̃0 + f̃τ

)
·R (η∗)− 2πfaη

∗ − 2πf̃τΔt

=
4π

c

(
f̃0 + f̃τ

)
· ζ
(

fa

f̃0 + f̃τ

)
− 2πfa · ϑ

(
fa

f̃0 + f̃τ

)

+ 2πfat− 2πf̃τΔt
(63)

where ζ(·) represents the instantaneous range at the SP point.
The second step is reference function multiplication. Multi-

plying (63) with the matched filter (29), we can get

ΦRFM =
4π

c

(
f̃0 + f̃τ

)
· ζ
(

fa

f̃0 + f̃τ

)
− 2πfaϑ

(
fa

f̃0 + f̃τ

)

− 4π

c
Rref

√
(f0 + fτ )

2 −
(
cfa
2v

)2

− 2πf̃τΔt.

(64)
The third step is Stolt interpolation realized by variable sub-

stitution. Then, the expression of phase becomes (65) shown at
the top of the next page.



CHEN et al.: ANALYSIS AND COMPENSATION FOR SYSTEMATICAL ERRORS 2235

ΦStolt =
4π

c

⎡
⎣(1 + δk

kr

)√
(f0 + f ′

τ )
2 +

(
cfa
2v

)2

− δk

kr
f0 −Δf0

⎤
⎦ ·

⎡
⎢⎢⎣ζ
⎛
⎜⎜⎝ fa(

1 + δk
kr

)√
(f0 + f ′

τ )
2 +
(

cfa
2v

)2
− δk

kr
f0 −Δf0

⎞
⎟⎟⎠

−c ·Δt

2

]
− 2πfaϑ

⎛
⎜⎜⎝ fa(

1 + δk
kr

)√
(f0 + f ′

τ )
2 +
(

cfa
2v

)2
− δk

kr
f0 −Δf0

⎞
⎟⎟⎠− 4π

c
Rref (f0 + f ′

τ )

(65)

According to (34), (35), and (65), we can easily simplify the
2-D phase error as follows:

Φe = ΦStolt − Φideal

= Ky ·
{[(

1 +
δk

kr

)√
1 + u2 −m

]

·
[
ζ

(
u

(1 + δk
kr
)
√
1 + u2 −m

)
− c ·Δt

2

]

− v · u · ϑ
(

u

(1 + δk
kr
)
√
1 + u2 −m

)
− rp + u · xp

}
.

(66)
Although there are some differences between (36) and (66),

they can both be simplified into the same representation as (37),
except that the specific form of ξ(·) has to do some modification.
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