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Improving Tourism Analytics From Climate Data
Using Knowledge Graphs
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Abstract—Climate change has been deemed to be one of the
greatest challenges facing humans in the 21st century, with extreme
weather events taking place more regularly than before. While the
impact of climate change has been well documented in recent years
across industries, the impact of climate change on the tourism
economy is yet to be fully realized. This article aims to apply a
range of knowledge graph techniques to naturalistic data. Among
these, weather data will be explored as one prospective way to
enhance people’s understanding of how climate and a country’s
tourism economy are related and how they interact. According to
our exploration with the knowledge graph approach in organizing
the climate and tourism data, the insights and knowledge gained
from the knowledge graph are able to ultimately help improve the
quality of life for people and the tourism industry of a country.

Index Terms—Climate–tourism analytics, flight data, knowledge
graph, linked data.

I. INTRODUCTION

C LIMATE change is one of the most well-recognized and
published areas of scientific research over the last three

decades. Oo et al. [1] assessed climate change projection models
on a global scale with an analysis of increased precipitation,
average global temperatures, and the levels of atmospheric gases
associated with human activities. According to the assessment
result, the projections for changes in average monthly max-
imum temperatures increase in the Upper Ayeyarwady river
basin under three climate representative concentration pathway
(RCP) indices: RCP2.6, RCP4.5, and RCP8.5. A 2019 statisti-
cal study [2] of peer-reviewed scientific literature surrounding
climate change found a 99% consensus on the existence of cli-
mate change. Further research has documented the relationship
between climate change and tourism, such as in this simulation
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study [3], where projections showed that tourism trends might
move toward higher elevations and latitudes due to climate
change. Further impacts from climate change are concluded in
this article [4] that the tourism industry throughout the world
will likely be severely impacted by climate change. Particularly
notable are the regional vulnerabilities that vary. Small island
governments and emerging areas in Africa, Asia, and Oceania
look to be at the most danger as a result of prospective demand
changes preferring higher latitude nations. Given these facts, it is
evident that climate change will have far-reaching impacts on the
worldwide tourism industry. In addition, climatic parameters [5],
such as precipitation, altitude, and extreme weather events, have
been proven to have a direct association with tourism demand.
Li et al. [6] explored the links between climate and tourism via
three statistical models of tourist data between Hong Kong and
Mainland China. The results found that destination, home, and
source market climates all affect Hong Kong residents’ appetite
for travel in Mainland China. This indicates that “as the climate
difference between home and destination climates increases, so
does the likelihood of tourism from that home region to that
destination.” The results further conclude that maximum daily
temperature had the strongest positive impact on tourism when
compared with a total of six daily climatic variables: maxi-
mum temperature, minimum temperature, average temperature,
average humidity, average precipitation, and average hours of
sunshine.

On the other hand, a knowledge graph connects nodes based
on a semantic relationship with minimal bounds [7]. Data points
can be connected at multiple levels of abstraction within the same
graph, and crucially, new relations can be derived from existing
data [8]. This proves to be extremely powerful in modeling
real-world entities and relationships due to how the knowledge
graph (KG) captures semantic meaning, making it useful for ob-
taining intelligence through artificial intelligence and machine
learning [9], [10], [11]. The climate–tourism domain is data-rich,
with a vast amount of data generated every day. Knowledge
graphs offer benefits in relating vast amounts of data but are
underutilized in this domain.

Given the connection between climate and tourism in the
studies discussed above and the fact that the advantages of using
advanced knowledge graph techniques are underexplored for
improved climate and tourism data analysis, this article [12]
proposes a “Knowledge graph-based Tourism Analytic System”
where we explore how knowledge graph techniques, such as
RDF and SPARQL queries, can efficiently organize climate and
tourism data in a way to provide users with better location,
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lodging, and local attraction insights. Specifically, the climate
data are collected from North America, including rainfall, tem-
perature, and wind data, and will be integrated with the tourism
data, such as flight data, to create a multidomain ontology.

A. Structure of This Article

The rest of this article is organized as follows. Section II
discusses the relevant literature over which the climate–tourism
knowledge graph is proposed to fill the current research gap.
Section III describes the technique for constructing a climate–
tourist KG from the schema and architectural design of the KG
as well as populating the KG platform with real-world climate
and tourism data. In Section IV, we evaluate the KG platform
using a standard usability study and explain the results in terms
of the usability of the system. In addition, we demonstrate the
application value of the proposed climate–tourism KG by pro-
viding examples of common use cases. We explore some limits
of existing work in Section VI. Finally, Section VII concludes
this article.

B. Contributions of This Article

1) We provide a knowledge graph schema for organizing
diverse sources of climate data and tourist data that are
reusable and adaptive to schema modifications.

2) To the best of our knowledge, we first integrated var-
ious real-world data sources of climate observations
[e.g., National Oceanic and Atmospheric Administration
(NOAA)], flight data (e.g., AviationStack), map data (e.g.,
SimpleMaps), etc. to create a climate–tourism KG plat-
form that improves tourism analytics by taking climate
into consideration.

3) We provide systematic insights into the effectiveness of
the proposed climate–tourism KG platform by combining
usability test, use case study, and a discussion of limita-
tions.

4) The proposed climate–tourism knowledge graph and its
semantic schema have been published on the Web,1 which
can be potentially reused to allow schema sharing across
heterogeneous data sources via knowledge graph tech-
niques, such as Linked Data principles [13].

II. RELATED WORK

In this section, we discuss the related work on some existing
challenges in building a knowledge graph containing multi-
source data, such as data ambiguity, as well as the insights
that inspire our work from some sophisticated industry-level
knowledge graphs that are already in use for clients, as there
are currently few sophisticated knowledge graphs built at the
intersection of climate and tourism.

A. Multisource Data Knowledge Graph Development

While the rise of knowledge-based data and KGs has in-
creased over the past decade, there remain some significant

1In the spirit of reproducible research, all the source code is available at
https://github.com/futaoo/climate-tourism-kg.

challenges in developing intelligent knowledge graphs. Cizer
et al. [13] outlined some of the significant challenges, primarily
the processing of data mapping (schema mapping) and data
fusion. Once data are obtained from various sources, it must
be integrated before being presented or processed. There have
been improvements in recent years in how data are dynamically
fused to create larger ontologies through the use of algorithms.

Novak et al. [14] conducted a large study of over 600 partici-
pants across seven European cities. This study involved collect-
ing sensor data on local air quality and integrating these sensor
data together to provide residents with a comprehensive view of
the air quality in their local vicinity. With a large variation in the
types of sensor devices used and the data they produced, there
was a need to fuse these data together in a way that prevented
gaps in knowledge. On one device, there was no real-time clock
built-in, and thus, the data needed to be timestamped correctly to
produce a clear timeline. To achieve this, they utilized an online
server and SIM card to log the time; however, this remained a
challenge due to irregular and unreliable timestamp logging.

Data fusion is not the only challenge facing KGs. Precision
and accuracy of facts remains a challenge when collecting a
large sample of data. Wiekum [15] further explained how in-
creased coverage leads to decreased correctness. To address this
challenge, the decision is made to prioritize accuracy over recall
(coverage) by building a knowledge graph of near-human quality
with error rates comparable to expert curation, around 1%–5%.
Furthermore, resolving data conflicts proves to be a challenge
across all knowledge-based systems.

In the studies [13], [14], and [15], the challenge of resolving
ambiguity when multiple sources provide different values for the
same real-world entity is addressed. Solutions to this challenge
in traditional databases have been utilized to resolve these data
conflicts. In another paper [16], a multifusion similarity map was
used to compare molecular compounds from multiple databases
against a set of generalized compounds to search for similarity.
A solution to this challenge in KGs is to canonicalize all entities
so that they are uniquely identifiable. Typically, a canonicalized
representation captures the alias names for each entity and
groups statements per entity, not per name [15]. This prevents
inconsistencies across the KGs. For instance, Wu et al. [17]
proposed using a semantic approach to organize and model
decentralized energy networks, where each energy metering
result is characterized as a URI-encoded entity instance of the
unambitious class “ElectricPowerEvaluation” specified by the
SEAS ontology [18].

B. Lessons for Climate and Tourism Knowledge Graph

Given that this work uses climate data with knowledge graphs,
it must be acknowledged that reorganizing climate data can
be a significant challenge, particularly when aiming to create
intelligence on these datasets [19], [20]. Due to this challenge,
additional efforts must be made to ensure that the integrated
ontology consists of high-quality data and verified sources. Due
to its prominence in the climate research community, NOAA cli-
mate data are often used to generate climate-centric knowledge
graphs [21].

https://github.com/futaoo/climate-tourism-kg
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To the best of our knowledge, there are currently a few
sophisticated KGs use cases in the application fields of cli-
mate and tourist data. Nonetheless, there are some valuable
lessons to be learned from well-known and established KGs,
such as Google’s [22], AceKG [23] and Diffbot [24]. Google
is commonly credited with popularizing the term “Knowledge
Graph,” despite the underlying concepts and term existing for
many years prior to 2012. The primary goal of the Google
KG is to simplify the search process by providing users with
more relevant facts and information related to a search query.
According to an updated blog post from Google in May 2020;
the Google KG now consists of over 500 billion facts about five
billion entities [25]. This feat of engineering demonstrates the
practicability of KGs as well as the reliance many of us have on
them, often without notice.

The AceKG [23] knowledge graph provides over 3.13 billion
triples surrounding academic facts, including research papers,
authors, domains, organizations, and institutions. The usefulness
of a KG such as AceKG is clear when considering how scientific
research is conducted. Google Scholar2 is widely used when
researching papers and scientific journals online, although there
is little public information on the mechanisms through which it
does this. Given the prevalence of KGs in the Google search
engine, it is likely that similar technologies are utilized by
Google Scholar.

Diffbot [26] provides businesses and organizations with en-
terprise solutions that utilize their Web API. This includes
exploiting KG technologies to search for organizations, news,
retail products, and events. As funding for AI-powered services
and tools continues to rise, Diffbot is one of many competitors
in this space.

In this work, the aim is to apply comparable knowledge
graph technologies to climate and tourism data. This domain of
knowledge is relatively unexplored with a larger focus of KGs
on enterprise and search engine solutions. Despite this focus, the
underlying concepts of knowledge graphs, as mentioned before
in Section I, are theoretically applicable to a diverse range of
problems and datasets, with varying difficulty and challenges
yet unrealized potential. Thus, the proposal of building a KG in
the climate–tourism domain is presented.

III. METHODOLOGY

A. Schema and Architecture Design

The schema of a KG is often defined in accordance with
particular domain applications. This study initially considers
the field of application of KG to provide weather information
to popular air travel services. The project schema, shown in
Fig. 1, provides a comprehensive overview of the entities and
relations in the KG. We manually defined this schema according
to some necessary scenarios that exploit weather information
for tourism. For instance, considering the scenario that users
may be interested in an airport’s local weather, we provided
the KG with “NEARBY” (see Fig. 1) semantics for querying
the nearby available weather observations for any airport. The

2https://scholar.google.com/

Fig. 1. Proposed schema.

overall schema definition was done using the CYPHER query
language, which is natively supported by Neo4j, and the overall
process can be described intuitively as follows.3

Initially, entities were classified based on real-world objects
such as City and Station. As the project developed, entities such
as Emission and Weather were added to describe the more ab-
stract real-world concepts of CO2 emissions and a daily weather
event. Entities were initially chosen where a clear relationship
between them existed, such as Station - NEARBY -> City. This
was later expanded to include multiple NEARBY relationships:
Airport - NEARBY -> City and Station - NEARBY -> Airport.
This creates a three-way relationship between these entities,
meaning any two entities can be queried without the need for
the third. Initially, the KG connected Station to Airport through
a path such as Station - NEARBY - City - NEARBY -> Airport.
By adding the additional relation Station - NEARBY ->Airport,
this type of path can be avoided when executing queries. The
City - HAS_WEATHER -> Weather relation was added at a
later stage to describe the abstract relation between City and
Weather as initially weather entities were only connected to the
KG via the “OBSERVES” relation. The addition of this relation
improves the usability of the graph and more accurately reflects
the real world.

Fig. 2 provides an overview of the architecture components.
Data were collected from multiple sources, and separate data
parsers were developed to transform the data from various
forms into a standardized format for ingestion into the Neo4j
DBMS. Weather data were appended to a climate dataset for
each weather station in the United States. Airport and flight
data were parsed in JSON format and converted into a CSV
file. Emissions estimations were returned in JSON format and
converted to CSV as appropriate. The Cities dataset was a static
CSV file, taken from SimpleMaps.4 The relationships between
entities were defined through intermediary CSV files containing
a reference to each entity; for example, Station and City. These
CSV files were then ingested into Neo4j DBMS through the

3Each entity contains the relevant node properties associated with a node of
that type; for example, the Station entity has the node property lat, the value
of the latitude location of a weather station. The edges describe the relations
between entities, such as “CARRIES.”

4https://simplemaps.com

https://scholar.google.com/
https://simplemaps.com
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Fig. 2. Overview of the proposed architecture.

CYPHER query language to build the KG. Further data can
be integrated into the KG through the addition of new entities
and relations, i.e., flexible schema modification in Fig. 1. A
prospective entity and relation that was not explored in this
project includes integrating Hotel and Booking entities that could
be extracted from a booking platform, such as Booking.5

B. Climate–Tourism Knowledge Graph Construction

1) Data Collection: Since the rise of the Semantic Web in the
late 1990s, various methods of data collection have been applied
to connect datasets across the Internet. Nowadays, the way
data are distributed over the Internet has become increasingly
standardized, with datasets being published on open web servers,
making it easier to connect Linked Data [27] together. The
book [28] outlines modern methods of data collection using
standards and tools such as RDF, OWL, and SPARQL. Khan
Academy [29] is an example of an online open source learning
platform that utilizes KGs as part of their learning recom-
mendation system; however, these KGs are usually manually
constructed by experienced domain experts [30], for example,
the teachers. This method of collecting and organizing data
is not well equipped to scale as the KG coverage increases
and additional entities and relations are added; thus, an auto-
mated solution must be utilized for large KG construction. Chen
et al. [30] proposed a system to automatically construct KGs in
the education field. The system uses neural network models to
extract concepts from raw data to build the KG.

For this work, given the complexity of collecting live weather
and climate sensor data, there will be a primary focus on histor-
ical climate datasets for the North American region. Similarly,

5https://developers.booking.com/api/

TABLE I
DETAILS OF EACH DATASET (DATA SIZE IS MEASURED IN CSV FORMAT)

historical tourism datasets detailing tourist demand and move-
ment, such as flight data, will also be used. Where applicable,
Web APIs can be exploited as an option for collecting live
and historical data on the following (we direct readers to this
page6 for an overview of sourced datasets): estimated climate
emissions from the Climatiq API [31] and flight data from
AviationStack [32]. In total, climate data are sourced from over
5000 weather stations across the United States and integrated
with flight data from over 100 000 domestic flights to pro-
vide a knowledge base that displays the relationship between
weather and flights. Further data are integrated to provide CO2

emission estimations for flights to further demonstrate how
climate-related data can be utilized in the modern context of
climate change. An overview of the retrieved datasets is given
in Table I.

2) Data Parsing and Cleaning: In order to collect weather
data, a Python script made calls to the NOAA Web Services
API [33], collecting weather data values in CSV format for
each of the 5000 weather stations in the United States. NOAA
provided a list of the unique identifiers of each weather station,
which was used to retrieve the weather data on a station-by-
station basis. An API key was not required to make a data request
via URL and each request returned a CSV file that was appended
to the end of the larger CSV dataset. The variables [5] collected
included PRCP (Precipitation), SNWD (Snow Depth), SNOW
(Snowfall), TAVG (Average Temperature), TMAX (Maximum
Temperature), TMIN (Minimum Temperature), AWND (Aver-
age Wind Speed), WSF2 (Fastest 2-Minute Wind Speed). These
values are stored as node properties of the Weather entity and
were renamed to be more user friendly.

The AviationStack API [32] provides multiple endpoints for
requesting data on airlines, airports, and flights. This was uti-
lized to pull historical flight data for a specified date range in
JSON format. The API response had to be parsed to filter out
international flights that did not depart or arrive at a U.S. airport.
The filtered dataset was then parsed from JSON to CSV format
with redundant information removed to reduce the file size and
improve parsing execution speed. Flight data included departure
and arrival details such as takeoff time, airport codes, flight
number, and airline carrier information.

Airport and airline data were also extracted using the Avi-
ationStack API to find all major U.S. airports and airlines.
Each request returned 1000 results, and an offset was used to
iterate over each value to check the departure and arrival airport
International Civil Aviation Organization (ICAO) [34] code to
verify if the result was a U.S. domestic flight. The ICAO and

6https://github.com/futaoo/climate-tourism-kg/blob/main/parsers/
showtables.ipynb

https://developers.booking.com/api/
https://github.com/futaoo/climate-tourism-kg/blob/main/parsers/showtables.ipynb
https://github.com/futaoo/climate-tourism-kg/blob/main/parsers/showtables.ipynb
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Listing 1. Mapping airport entities

International Air Transport Association (IATA) [35] codes are
standardized identifiers used in the aviation industry to track
airports, flights and airlines and are stored as node properties for
the Airline and Flight entities.

CO2 flight emissions were estimated via the Climatiq API [31]
to calculate the average CO2 emissions released to transfer 100
passengers from the departure to arrival airport. Batch requests
could be made using the “/batch” endpoint with up to ten values
per request. First, the Google Maps GeoCoding API [36] was
used to determine the latitude and longitude of corresponding
U.S. airports. The geodesic distance in kilometers between two
airports was then calculated using the Haversine formula [37]
below:

d = 2r sin−1

(√
sin2

(
φ2 − φ1

2

)
+ cosφ1 cosφ2 sin

2

(
λ2 − λ1

2

))

(1)

where r is the radius of the Earth (6371 km), d is the distance
between two points,φ1 andφ2 are the latitudes of the two points,
and λ1 and λ2 are the longitudes of the two points, respectively.
The calculated geodesic distance was passed to the Climatiq API
as a parameter to generate a CO2 estimation for each unique
flight path. The type of estimation used was passenger_flight-
route_type_na-aircraft_type_na-distance, which calculates a
generic estimation for a domestic flight in the U.S. region for
100 passengers across the specified distance.

The cities and towns data were retrieved from a dataset [38]
provided by SimpleMaps that contains over 28 000 cities and
towns incorporated in the United States. In order to connect
weather stations to nearby cities, a Python script retrieved the
coordinates of each city with a population of over 10 000 people
and built a K-dimensional tree of cities for searching. The
weather station’s latitude and longitude were then used to query
the KD-Tree to find the closest city using the k-nearest neighbor
algorithm. The same method described was used to connect
airports to nearby cities. This produced intermediary CSV files
for describing the relations between entities, particularly the
“NEARBY” relation.

3) Ingesting the Graph: Once the appropriate CSV files were
developed, the LOAD CSV command in CYPHER was used
to ingest the datasets into the graph, describing the entities and
relations step-by-step. Listing 1 illustrates how the Airport entity
was created. Once ingested, the node property data types had

Listing 2. Mapping node properties

Listing 3. Mapping the relationship between stations and cities

Fig. 3. Relationship properties of a City to Weather Station.

to be set to ensure calculations on number data types, such as
integers and floats, were efficient. Neo4j reads all CSV data
as a string; thus, node properties were set using the following
CYPHER command (see Listing 2).

In some cases, intermediate CSV files were created to describe
relations between entities. Connecting Station to City involved
an intermediary table to connect a Station ID to City name.
Listing 3 demonstrates how this relation was ingested into the
KG.

Following this, relationship properties, such as the calculated
geodesic distance between a Station and City could be set. Fig. 3
demonstrates an example of one such relationship. This process
was followed for each entity and relation in the KG with the
relevant properties and data types set.

IV. EVALUATION AND RESULTS

The system developed for the climate–tourism KG presents
a unique challenge in evaluating the success of this works.
Knowledge graphs differ widely in scale, technology, and utilize
various knowledge models. In order to evaluate this KG, a
quantitative user survey was conducted using the Post-Study
System Usability Questionnaire (PSSUQ), first proposed in [39]
and developed by IBM in the 1990s. A total of 16 standardized
questions were used to evaluate the following areas:
� Overall User Satisfaction.
� System Usefulness (SYSUSE).
� Information Quality (INFOQUAL).
� Interface Quality (INTERQUAL).
Results are calculated by averaging the results of the questions

across each category. A score of 1 represents “Strongly Agree”
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TABLE II
EVALUATION RESULTS ON PSSUQ METRICS

and a score of 7 as “Strongly Disagree.” A lower score indicates
a higher level of user satisfaction.

A. Evaluation Scheme

The study was conducted using Google Forms [40] with
access to a cloud-deployed sample of the KG on AuraDB [41].
Ten example queries were provided to the users to interact
with the KG and familiarize themselves with the graph schema
and CYPHER. Participants were selected as students from the
School of Computer Science, University College Dublin, and
had varying levels of knowledge in the domains of climate,
knowledge graphs, and machine learning. Participants were
contacted via word of mouth, and no personally identifiable
information was collected.

Data collection occurred over a one-week period with partic-
ipants opting to take part in a 10–15 min activity and survey.
Users gained access to the KG via a private URL with an
access username and password. From here, it was possible for
participants to interact with the graph directly through CYPHER
to execute the example commands. Participants were also able
to create their own queries and manipulate the data in the KG.
After each user completed the survey, the graph was reset to its
original state to ensure a consistent experience for all users.

B. Results

The PSSUQ derives four calculated metrics to represent the
overall user satisfaction of the developed knowledge graph. A
total of 12 participants completed the activity and survey. The
calculated scores are outlined in Table II.

The results showed consistency across all four categories of
testing, with users reporting an overall satisfaction of 1.85. A
score closer to 1 indicates participants had an extremely high
level of satisfaction (Strongly Agree) with their user experience
of the knowledge graph and the method of querying. A score
closer to 7 indicates an extremely high level of dissatisfaction
with the KG (Strongly Disagree). A score of 4 suggests neither
satisfaction nor dissatisfaction (Neutral).

System usefulness (SYSUSE) scored similarly with a derived
score of 1.86, bringing it in line with overall user satisfaction.
This represents the participants’ high level of satisfaction with
the usefulness of the developed knowledge graph in terms of its
practicality and the use cases outlined in the example queries.
Participants were able to accurately modify the provided queries
to derive new information from the knowledge graph in a prac-
tical and efficient manner.

The Information Quality (INFOQUAL) score was the lowest
of the four scores at 1.89 by a small margin. Overall, the level
of information provided to users allowed them to navigate the
graph effectively. The user survey graph consisted of a sample

Fig. 4. Overview of data augmentation via knowledge graphs.

dataset for testing purposes, which may explain the lower score
for INFOQUAL. The highest score was for Interface Quality
(INTERQUAL), which scored 1.81. This reflects the quality of
the Neo4j interface and the color coding and interaction applied
to make the knowledge graph visually pleasing. Overall, there
were high levels of reported user satisfaction across all four
categories.

V. USE CASES OF THE CLIMATE–TOURISM KNOWLEDGE

GRAPH

This section outlines some of the practical use cases of the KG
explored for the purposes of this project. Specifically, this use
case study aims to address some complicated tourism-related
questions such as: Where should I go in January for a ski
trip? What city should I visit to avoid busy airports? What is
the most common flight paths for people visiting Los Ange-
les, and what are the estimated CO2 emissions per passenger?
A common challenge posed by these questions is that they
can hardly be solved with individual data sources. To answer
these questions, data consumers must invest considerable effort
in augmenting the data. In contrast, once the aforementioned
climate–tourism knowledge graph has been constructed, rele-
vant data and features can be organized with a homogeneous
schema. Data consumers can then use this single schema to
extract features covering diverse data sources to answer these
complex questions. Fig. 4 illustrates the need to convert different
data formats to the knowledge graph (as shown by the hollow
arrows) to achieve the augmentation and selection of homoge-
neous features. Furthermore, a profound method for augmenting
remote data and features can also be accomplished when our
climate–tourism schema is fully or partially adopted by other
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Listing 4. Finding the airline entities with largest total CO2 emissions

Fig. 5. Case 1: Southwest Airlines and 100 flights.

KGs over the Semantic Web. In other words, multiple knowledge
graphs published at distinct HTTP endpoints are inter-accessible
(following the dashed arrows in Fig. 4). The following use case
study will focus on the data and feature augmentation to answer
complex questions from the perspective of only the proposed
local climate–tourism KG.

A. Case 1: Airline CO2 Emissions

The rise of climate-conscious consumers has led to increased
transparency between businesses and their customers in regards
to their CO2-producing activities. Calculating CO2 emissions
for flights is widely used, such as in Google Flights [42]. Each
Flight has a calculated CO2 Emission associated with it through
the EMITS relation. Listing 4 exploits this relationship to find
the Airline entities with the largest total CO2 emissions in the KG
using the sum aggregate function. For example, Fig. 5 shows the
CO2 emissions of 100 flights to be aggregated into Southwest
Airlines. Table III shows a descending list of airlines by total
CO2 emissions, with Southwest Airlines accounting for the
majority of CO2 pollution.

Consumers could use the KG to better inform themselves
about how airline companies contribute to domestic CO2

emissions within the United States. Airlines could utilize

TABLE III
TOTAL CO2 EMISSIONS RANKED FOR DIFFERENT AIRLINES

Listing 5. Determining the flight with the largest CO2 emissions

Fig. 6. Query response.

Listing 6. Largest single recorded value of snowDepth

these data to improve flight route planning and become more
environmentally conscious when planning new routes. The
Flight with the largest CO2 emissions is Flight HA89 from
Boston to Honolulu, the longest domestic flight in the US,
emitting 79 702 kg of CO2, according to Listing 5 and its
response in Fig. 6.

B. Case 2: Let us Go Skiing

The prospective question “Where should I go for a ski trip in
January?” was proposed as a potential use case and an aim for a
developed KG in the climate–tourism domain. In planning a trip
that is reliant on weather conditions, whether it be rainfall for
a camping trip or levels of solar radiance for a beach day, KGs
can offer insight to make better-informed, data-driven decisions.
Listing 6 searches the graph for the largest single recorded value
of snowDepth in the KG. The HAS_WEATHER (see Fig. 7)
relationship is exploited to connect the weather entity to a nearby
place.
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Fig. 7. Query response.

Listing 7. Finding the least busy airports

Fig. 8. Query response.

C. Case 3: Busy Airports

Many airports are centrally located, acting as travel hubs
for international flights. Well-known examples of these airports
include Dubai International Airport outside of the United States
and Hartsfield-Jackson Atlanta International Airport (ATL) in
the United States. Finding travel routes through the least busy
airports indicates the areas of lesser popularity in terms of air
travel. Listing 7 queries the least busy airports from the KG, and
the results for the top three least busy airports are shown in Fig. 8.
This type of query could benefit a consumer who is searching for
quieter destinations that avoid metropolitan areas. Airlines could
use this information to determine their least popular airports
when deciding to change and remove routes.

Listing 8. Sorting airports by the number of departing flights

Fig. 9. Case 3: Top three airports with most departing flights.

Kenai Airport is located in the remote town of Kenai, Alaska.
Watertown International Airport is located in Jefferson County,
NY, USA. It is used for general aviation and commercial flights
are subsidized by the U.S. government through the Essential
Air Service Program [43]. Lastly, Chrisholm/Range Regional
Airport is located in Hibbing, MN, USA, with a town population
of around 16 000 people. Similarly, it is possible to find the
Airports with the most departing flights in a given period. This
query (Listing 8) can be executed using the Page Rank algorithm
using the Graph Data Science Library in Neo4j [44]. This query
returns a sorted list of Airports by the calculated Page Rank
score.

ATL had the highest Page Rank score at 90.93. Denver In-
ternational Airport and Dallas/Fort Worth International Airport
scored 85.95 and 76.45, respectively. The three busiest airports
in the United States according to the number of departing flights
are depicted in Fig. 9. The visualization also reveals the shared
flights between these Airports.

D. Case 4: Route Distance

The Euclidean distance between entities such as Station and
City is presented in the relationship properties of the KG.
Listing 9 finds the Weather entity with the highest recorded max-
imum temperature on 1 January 2022, and returns the distance
value between the Station and City.
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Listing 9. Retrieving the Weather entity with the highest recorded maximum
temperature and returning the distance to the City

Fig. 10. Case 4: Query response.

Listing 10. Distance calculation from a sub-graph path

Fig. 11. Subgraph path.

This returns the calculated distance of 2.95 km between Alice,
TX, USA, and the weather station located at Alice International
Airport (Fig. 10). The inclusion of these distances can allow for
more complex operations, such as calculating the total distance
of a subgraph or path of entities. For example, Listing 10 calcu-
lating the distance between the city of Alice, Alice International
Airport, Dallas/Fort Wort International Airport, and the city of
Dallas (see Fig. 11). This use case has many practical applica-
tions; from a consumer perspective, this KG could be used to

calculate travel distances between entities in the KG, such as
between a City, Airport, and an Airport and City somewhere
else in the United States where the two Airports are connected
by a Flight.

VI. CURRENT LIMITATIONS

Although we received some positive feedback regarding the
system’s usability and the use case study demonstrates the
system’s usefulness for relevant applications in the area, we
believe there is still considerable room for improvement in
the future with regards to the system’s effectiveness of the
climate–tourism KG. In the following sections, we highlight the
key considerations that scholars who are interested in the same
issues as us should take into account.

A. Data Limitations

Weather and flight data are both data-rich resources with
widespread availability. There are over 100 000 daily flights
moving up to 12 000 000 people around the globe everyday
according to FlightRadar24 [45]. Similarly, in the United States,
the Cooperative Observer Network has access to volunteered
weather stations numbering over 8500 [46]. These stations com-
prise the “climate network,” which records measures of rainfall,
snow, wind, sunlight, and temperature. These instantaneous
measures made at predetermined times are often processed fur-
ther for one-day observations, which are subsequently forwarded
to the National Climatic Data Center for processing and archiv-
ing (e.g., publishing data as daily summaries). Processing data at
this scale is resource-intensive in terms of processing power and
storage. This presents the main limitation of this work. Further
limitations include the frequency of climate data reporting. Daily
weather summaries for the U.S. geographic region only become
widely available in the days after observation. Hourly summaries
are provided at a similar rate. In order to derive real-time insights
for active weather events and flights, the frequency of this
reporting would have to be improved to allow for live data to be
ingested into the KG.

B. Historical and Real-Time Data

Working with real-time data presents significant challenges
when dealing with climate data. Datasets are often provided
in hourly or daily summaries, and inconsistencies in the type
of sensors used in weather stations lead to missing values and
irregularities. Similarly for flight data, there is a wealth of
real-time flight information available today, largely due to the de-
velopment of a variety of flight APIs, such as AviationStack [32],
FlightRadar24 [45], and FlightAware [47]. Contrary to weather
data, detailed and consistent historical flight data prior to the
previous decade are difficult to source. Flight data are generally
useful for real-time applications such as flight tracking [47], and
historical use cases tend to be less common. In order to build
a comprehensive KG in this domain, historical flight data from
multiple sources would need to be standardized and processed
to ensure consistency across the KG.
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C. Storage Requirements

The storage capacity requirements are a limiting factor in the
development of KGs at scale. The quantity of weather and flight
data generated daily is significantly prior to being integrated into
a connected KG. A comparison between the sample dataset that
was utilized for the quantitative user survey shows that storing
the integrated data in a graph database uses 260% more storage
than storing the data in CSV tabular format. The survey KG
was a total of approx. 10.8 MB, compared with 4.1 MB for the
same data in plain CSV. While the storage increase is highly
significant, it offers increased practicality by integrating and
relating data in a semantic manner, more closely representative
of the real world, and in a way that is otherwise not queryable in
an efficient manner; thus, there is a storage:practicality tradeoff
to be considered when developing KGs.

VII. CONCLUSION

The proposed climate–tourism knowledge graph was devel-
oped in Python, CYPHER and Neo4j. Working with live data at
scale presents an opportunity to improve the efficiency of data
collection and cleaning, either by utilizing a lower level language
such as Java as part of the data collection process or by capitaliz-
ing on the Neo4j API and program drivers to interact with the KG
remotely and automate the graph ingestion process. The current
knowledge graph architecture acts as a proof of concept and prac-
ticality and should act as a starting point for a real-world graph
application in this field. Our findings include the development of
an effective method of parsing Weather, Flight, and Emissions
data from NOAA [33], AviationStack [32], and Climatiq [31]
and the conversion of these datasets into a graph-based DBMS.
The usability study, conducted using the PSSUQ [39] approach,
demonstrates the practicality and usefulness of KGs as a solution
to connect previously unrelated data in an integrated system that
is queryable, simple to use, and efficient.

In the future, we plan to adapt the architecture to incorporate
live data sources, which would provide a real-time application
for this field that is yet to be developed and utilized. Working
with real-time data does pose specific challenges, particularly
due to the frequency of weather reporting. Incorporating a
live weather source, such as OpenWeatherMap.org [48], would
broaden the scope for future applications of the KG. Further-
more, we will concentrate more on the application of semantic
web techniques in recommender systems. To achieve this, the
climate–tourism knowledge graph will be developed to interlink
with open knowledge graphs (e.g., Wikidata, DBpedia) as well
as some existing travel data providers (e.g., TripAdvisor) where
user-related data, such as reviews, are available. We will then
explore to what extent the power of Linked Data can enhance
the performance of existing tourist recommender systems. On
the other hand, this iteration of the KG focuses on the North
American geographic region due to the availability of large
weather datasets from NOAA [33] and to allocate the limited
research resources for a specific country, acting as a proof
of concept for developing knowledge graphs in this domain.
Expanding the geographic scope to a continental or international
level would require incorporating a much larger number of data

sources into a standardized format. We would explore additional
resources in terms of storage and processing power to progress
to a KG of this scale.
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